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INTRODUCTION

A LITTLE OVER TWO DECADES AGO, I WROTE a book, Eco-Scam: The False Prophets of Ecological Apocalypse, in which I looked closely at prevalent and generally accepted predictions of imminent planetary-scale environmental dooms. I analyzed the psychological appeal of doom, how predictions of disaster function as a political technique aimed at frightening people into handing over power to self-selected elites who want to enact drastic transformations in social and economic institutions. As I explained in my introduction twenty-two years ago, I was initially fascinated by these prophecies of global catastrophe because I had believed them.

Why? Because I had read and absorbed the messages of the classics of ideological environmentalism—Silent Spring by Rachel Carson, The Population Bomb by Paul Ehrlich, and The Limits to Growth: A Report for the Club of Rome’s Project on the Predicament of Mankind—and believed that I and all of my fellow human beings were headed straightaway into a hopelessly bleak and hellish future. Synthetic chemicals were poisoning the natural world and human bodies. Overpopulation would soon outstrip the ability of farmers to grow enough food, and hundreds of millions would die in massive famines in the 1970s. And the world would shortly run out of oil and other nonrenewable resources, thus crashing modern civilization well before the year 2000.

Two decades after these and other dire predictions had been made, I noticed that we were still here and that civilization had not collapsed. Not only that, but people were actually living longer and healthier lives, famine had been held at bay, and the world was becoming more prosperous, not less. Naturally I was pleased that I was alive and that the dire environmentalist predictions had evidently not come true. At the time, I was a staff writer at Forbes magazine, where I conceived of a project in which I would go back and reread the classic prophecies of doom. I would write a series of articles after I interviewed their authors to see what they had to say about their prognostications. Obviously I couldn’t talk with Rachel Carson, since she had died in 1964, but Ehrlich and the folks at the Massachusetts Institute of Technology (MIT) who had devised the computer program at the heart of the resource projections in The Limits to Growth were still around.

To make a long story short, I spoke with Ehrlich and he assured me that he had simply gotten his timing wrong. Globe-spanning famines would break out some time between 2000 and 2010. I also talked with Jay Forrester, the MIT systems dynamics professor who was the developer of the computer model used to make the forecasts in The Limits to Growth. He told me, “I think in retrospect that Limits to Growth overemphasized the material resources side.” Well, yes. As I did more reporting on environmentalist doomsaying, it became increasingly apparent that the doomsters were not making scientific predictions, but instead were promoting a world view, an ideology—that is to say, ideology as properly defined as a body of doctrine, myth, belief, etc., that guides an individual, social movement, institution, class, or large group.

Chief among the doctrines in the ideology espoused by environmentalist doomsters is that nature is innocent and good and humanity evil. Environmentalist thinker Jeremy Rifkin explained the creed this way: “To end our long, self-imposed exile; to rejoin the community of life. This is the task before us. It will require that we renounce our drive for sovereignty over everything that lives; that we restore the rest of creation to a place of dignity and respect.” He added, “Nature offers us the sublime resignation that goes with undifferentiated participation in the world around us.” In other words, a secularized version of the myth of the Garden of Eden motivates many modern environmentalists.

Back in 1992, my book delved into the reasons why various prophecies of environmentalist doom had failed. Human beings are not like a herd of deer that simply starves to death when it overgrazes its meadow. Instead we seek out new ways to produce more food and do it ever more efficiently. I described how breakthroughs in plant breeding spawned the Green Revolution, which dramatically boosted global food production. When supplies of a resource run low, people use it more sparingly and find new sources and substitutes for it. Canadian environmental researcher Vaclav Smil calculates that back in 1920 in the United States it took about 10 ounces of materials to produce a dollar’s worth of value, but that same value is now accomplished using only about 2.5 ounces, yielding a 75 percent decline in material intensity.

I discovered that it is almost always the case that wherever someone sees an environmental predicament in the world, it is a commons problem. The problem is occurring in an open-access commons, an area no one owns and for whose stewardship no one is responsible. The classic examples are fisheries. Frequently they are an open-access resource that is being overexploited. If a fisher leaves a fish in the water to spawn, the next guy will catch it and sell it. Thus no individual fisher has the incentive to protect the health and productivity of the fishery. It’s a race to the bottom, with both fish and fishers losing out. Similarly, pollutants are pumped into rivers and into the air and tropical forests are chopped down because all too often anyone can use those resources without paying for the costs of the harm they cause.

One such commons problem I considered in my 1992 book was the “ozone hole” over Antarctica that was produced by chlorofluorocarbon (CFC) refrigerants floating up into the stratosphere. Ozone consists of three oxygen atoms linked together. At ground level ozone is a pollutant, but it functions as a sunscreen in the upper atmosphere, protecting living things against damaging ultraviolet light. The CFC pollutants were reacting in the cold stratosphere over Antarctica to erode the ozone layer there. I cited research that suggested that the apocalyptic assessments of many alarmists were unwarranted, but did agree that an international treaty was needed to phase out and replace the harmful refrigerants. The good news is that French researchers in 2013 reported that the Antarctic ozone shows a significant positive trend toward its recovery.

Another two decades have now passed and environmental gloom continues to be widely preached. For example, in 2013, Earth Policy Institute founder Lester Brown asserted, “The world is in transition from an era of food abundance to one of scarcity.” During a lecture in 2013, the author of The Population Bomb, Paul Ehrlich, rhetorically asked, “What are the chances a collapse of civilization can be avoided?” Ehrlich answered himself: 10 percent. The German think tank Energy Watch Group declared that global oil production had peaked in 2006 and that supplies would be cut in half by 2030, triggering the “meltdown of society.” Similarly, in 2010, a senior fellow at the Post Carbon Institute, Richard Heinberg, stated: “The world is at, nearing, or past the points of peak production of a number of critical nonrenewable resources—including oil, natural gas, and coal, as well as many economically important minerals ranging from antimony to zinc.” And in 2014, the Center for Biological Diversity warned, “It could be a scary future indeed, with as many as 30 to 50 percent of all species possibly heading toward extinction by mid-century.” In 2013, the United Nations Intergovernmental Panel on Climate Change affirmed, “Warming of the climate system is unequivocal, and since the 1950s, many of the observed changes are unprecedented over decades to millennia.”

Globe-spanning famines have yet to occur; instead, average life expectancy has increased and a higher percentage of people are enjoying the benefits of modern technology than ever before. World population growth is slowing; and the number of human beings on the planet will likely peak and begin to fall toward the middle of this century. Pollution levels are falling in rich countries and will begin to drop in poor countries as they become wealthier. Similarly, forests are regrowing in many parts of the world. In fact, except in the cases of Indonesia and Brazil, globally the forests of the world have increased by about 2 percent since 1990.

As this present volume will make clear, I have changed my mind since 1992 about how big a problem man-made global warming might become. On the other hand, more than twenty years of reporting on United Nations climate change negotiations has convinced me that the ongoing attempt to hammer out a global treaty imposing hard, legally binding limits on the emissions of carbon dioxide and other gases that contribute to man-made warming is doomed to failure. Instead, I show how human ingenuity will likely solve this problem just as it did those that provoked earlier (and incorrect) predictions of environmental apocalypse. In this case, promising research suggests that it will be possible to lower the price of clean energy below that of fossil fuels in the next four decades and thus to lessen concerns about future disruptive climate change.

When I presented my book proposal to my editor, Thomas Dunne, at St. Martin’s Press back in 1992, he actually told me: “Ron, we’ll publish your book and we’ll both make some money. But I want to tell you that if you’d brought me a book predicting the end of the world, I could have made you a rich man.” Human beings do have a psychological bias toward believing bad news and discounting good news. But besides that, the sciences surrounding environmental issues have been politicized from top to bottom.

As the researchers at the Yale Cultural Cognition Project have shown time and again, what people believe about scientific issues is chiefly determined by their cultural values. They use a theory of cultural commitments devised by University of California at Berkeley political scientist Aaron Wildavsky that “holds that individuals can be expected to form perceptions of risk that reflect and reinforce values that they share with others.”

Based on Wildavsky’s typology, the Yale researchers divvy up Americans into four cultural groups: Individualists, Communitarians, Hierarchicalists, and Egalitarians. In general, Hierarchical folks prefer a social order where people have clearly defined roles and lines of authority. Egalitarians want to reduce racial, gender, and income inequalities. Individualists expect people to succeed or fail on their own, while Communitarians believe that society is obligated to take care of everyone.

The Yale researchers report that people whose values are located in Individualist/Hierarchy space “can be expected to be skeptical of claims of environmental and technological risks. Such people, according to the theory, intuitively perceive that widespread acceptance of such claims would license restrictions on commerce and industry, forms of behavior that Hierarchical/Individualists value.” On the other hand, Egalitarian/Communitarians “tend to be morally suspicious of commerce and industry, which they see as the source of unjust disparities in wealth and power. They therefore find it congenial, the theory posits, to see those forms of behavior as dangerous and thus worthy of restriction.” According to this view, then, Egalitarian/Communitarians would be more worried about all sorts of alleged environmental risks than would be Hierarchical/Individualists.

As the Yale Cultural Cognition Project researchers depressingly show in their numerous studies, people are adept at seeking out information that confirms their values while determinedly ignoring data that challenges them. While I have tried hard to avoid succumbing to confirmation bias in what I report, I suspect that it will be apparent when you read this book that I am, culturally speaking, an Individualist. So be skeptical on that account, but also be wary of your own susceptibility to confirmation bias.

In my introduction to my 1992 book, I concluded:

This book demonstrates the reality of human progress, and I hope it will thereby help restore the next generation’s belief in its future. I do not counsel mindless boosterism or Panglossian optimism. The world faces some real problems, but those problems do not portend the end of the world. And yes, there are sometimes unintended consequences to human actions. However, history shows that our energy and creativity will surmount whatever difficulties we encounter. Life and progress will always be a struggle and humanity will never lack for new challenges, but as the last fifty years of solid achievement show, there is nothing out there that we can’t handle.

Add twenty-two years to that.

I aim in this new book to again remind the public, the media, and policymakers that the foretellers of ruin have consistently been wrong, whereas the advocates of human resourcefulness have nearly always been right. So instead of ecological collapse, I predict that humanity can look hopefully forward in the twenty-first century to an age of environmental renewal.


 

1

Peak Population?

“A MAN YOUR AGE WITH NO CHILDREN?” blurted out my flabbergasted Johannesburg taxi driver. I was then forty-eight years old and taking a long cab ride from Sandton, where the UN’s 2002 World Summit on Sustainable Development had convened, to a Soweto township venue in South Africa. As is my usual practice, I had gotten into the front seat to make conversation.

After we’d gone through the preliminaries about what had brought me to Johannesburg, my very hospitable driver, who looked to be in his fifties, asked me if I was married. “Yes,” I replied. “How many children do you have?” he amiably asked. “None,” I replied. My driver nearly veered off the road in shock. “Are there problems?” he carefully inquired. “No,” I replied, “my wife and I decided not to have children.” “Who is going to support you in your old age?” he wondered. I elected not to try to explain to him about retirement funds and Social Security and instead turned the questions around, asking him, “Well, how many children do you have?”

“Six,” he replied with evident satisfaction. “Why so many?” I asked. “Because two of them are going to be rotters and just leave you,” he genially explained. “Two others will support you when you get old. And you need two younger ones at home to fetch you beers from the fridge after work.”

“How many children did your father have?” I asked. “I am one of twelve,” my driver replied, adding that he had grown up on a farm in the northern part of the country. Then I asked, “How many children do your kids have now? “None,” he replied with a hint of a frown. “City life is so expensive, a couple are still finishing up school, and good jobs are hard to find,” he explained.

That’s the demographic transition right there, I thought to myself. 

Population researchers define the demographic transition as the change in the human condition from high mortality and high fertility to low mortality and low fertility. Initially, both birthrates and death rates are high and natural population growth is low. With the advent of modern medicine and sanitation, mortality rates fall and fertility remains high, producing a rapidly growing population. Eventually fertility rates also fall, leading to a reduction in the rate of population growth. “Population increases not because people start breeding like rabbits, but because they stop dying like flies,” explains American Enterprise Institute demographer Nicholas Eberstadt.

In premodern societies, average life expectancy was under forty years, nearly a third of children died before reaching age five, child labor was vital to mostly rural families, and few women had access to education or contraception. Global average life expectancy is now over seventy years, only one in twenty children die before their fifth birthdays, urbanized child-rearing is costly, and many more women are educated and have access to contraception.

As a result of these trends, women in 1970 globally averaged 4.7 children over the courses of their lives, and that has fallen to 2.45 children in 2013. A population becomes stable when as many people are born as die. This occurs when the total fertility rate is approximately 2.1 children per woman; the extra tenth of a child takes into account pre-reproduction deaths, infertility, and people like my wife and me who choose not to have children.

Leading demographers expect that as the twenty-first century unfolds, women across the globe will be giving birth to fewer and fewer children. The upshot will be slowing population growth and eventually a reversal of trend in which world population begins to shrink. According to a long line of environmentalist doomsayers, this was not supposed to happen.



The Population Bomb

“The battle to feed all of humanity is over. In the 1970s the world will undergo famines—hundreds of millions of people are going to starve to death in spite of any crash programs embarked upon now,” predicted Stanford University biologist Paul Ehrlich in his 1968 bestseller, The Population Bomb. Ehrlich was not a lone voice proclaiming the advent of imminent massive famines. A year earlier in their bestselling book, Famine 1975! America’s Decision: Who Will Survive?, William and Paul Paddock warned, “By 1975 a disaster of unprecedented magnitude will face the world. Famines, greater than any in history, will ravage the undeveloped nations. A swelling population is blotting up the earth’s food.” They confidently added, “Our technology will be unable to increase food production in time to avert the deaths of tens of millions people by starvation.” 

In his famous 1968 essay “The Tragedy of the Commons,” published in the journal Science, ecologist Garrett Hardin flatly declared, “The freedom to breed is intolerable.” To illustrate the harms of the freedom to breed, he conjures up the arresting example of a pasture open to all people in a village. Each herdsman, seeking to maximize his individual gain, puts as many cattle on the pasture as possible, leading eventually to its destruction from overgrazing. “Ruin is the destination toward which all men rush, each pursuing his own best interest in a society that believes in the freedom of the commons,” wrote Hardin. “Freedom in a commons brings ruin to us all.” According to Hardin, ceaselessly breeding human beings treat the Earth like a village commons and would soon “overgraze” the planet. Hardin thus concluded that “the inherent logic of the commons remorselessly generates tragedy.”

Another prominent prognosticator of population doom is Lester Brown, the founder of the Worldwatch Institute and the Earth Policy Institute. Back in 1963, when Brown was a young bureaucrat in the US Department of Agriculture, he declared, “The food problem emerging in the less-developing regions may be one of the most nearly insoluble problems facing man over the next few decades.” In 1967, Brown explained, “As the non-recurring sources of [agricultural] productivity are exhausted … the rate of increase in yield per acre begins to slow.” In 1974, Brown maintained that farmers “can no longer keep up with rising demand; thus the outlook is for chronic scarcities and rising prices.” In 1989, Brown stated that “global food insecurity is increasing,” and further claimed that “the slim excess of growth in food production over population is narrowing.” Brown contended that “population growth is exceeding the farmer’s ability to keep up,” concluding that “our oldest enemy, hunger, is again at the door.” In 1995, Brown starkly warned, “Humanity’s greatest challenge may soon be just making it to the next harvest.” In 1996, Brown again proclaimed, “Food scarcity will be the defining issue of the new era now unfolding.” In a 2012 Scientific American article, Brown asked, “Could food shortages bring down civilization?” Not surprisingly, Brown’s answer was an emphatic yes. Given his past record, he astonishingly claimed that for years he has “resisted the idea that food shortages could bring down not only individual governments but also our global civilization.” Now, however, Brown said, “I can no longer ignore that risk.” Also in 2013, Brown once again declared, “The world is in transition from an era of food abundance to one of scarcity.”

The population doomsters offered stark plans to handle the impending global famines. The Paddock brothers advised a form of triage, in which the United States would pick countries worthy of food aid and leave tens of millions of people in India, Haiti, and Egypt to starve to death. In The Population Bomb Ehrlich compared humanity to a growing cancer on the Earth. “A cancer is an uncontrolled multiplication of cells; the population explosion is an uncontrolled multiplication of people,” wrote Ehrlich. What must be done? “We must shift our efforts from treatment of the symptoms to the cutting out of the cancer. The operation will demand many apparently brutal and heartless decisions.” What sorts of heartless decisions? The November 25, 1969, The New York Times reported, “Dr. Paul Ehrlich says the U.S. might have to resort to addition of temporary sterility drugs to food shipped to foreign countries or their water supply with limited distribution of antidote chemicals, perhaps by lottery.”

That was then, but what about now?

Though it is tragically true that over the decades tens of millions have died of the effects of malnutrition, the world-spanning massive famines predicted by Ehrlich and the Paddocks did not come to pass. Instead, world population since 1968 has essentially doubled from 3.6 billion to 7.2 billion today. While the overpopulation dirge has become somewhat muted as a result of their massive predictive failure, many of the more radical environmentalist ideologues still sing the same old Malthusian song.



Malthusianism Forever?

Modern promoters of imminent population doom are the intellectual disciples of the eighteenth-century economist Reverend Thomas Robert Malthus. In the notorious first edition of his An Essay on the Principle of Population, Malthus claimed that human numbers would always outrun the amount of food available to feed people. Malthus advanced two propositions that he regarded as completely self-evident. First, that “food is necessary for the existence of man,” and second, that “the passion between the sexes is necessary and will remain nearly in its present state.” Based on these propositions, Malthus concluded that “the power of population is indefinitely greater than the power in the earth to produce subsistence for man. Population, when unchecked, increases in a geometrical ratio. Subsistence increases only in an arithmetical ratio. A slight acquaintance with numbers will show the immensity of the first power in comparison with the second.” In other words, Malthus was arguing that population doubled at an exponential rate of 2, 4, 8, 16, 32, and so forth, whereas food production increased additively, rising one unit at a time, like 2, 3, 4, 5, 6, 7, 8, and so forth. Malthus additionally asserted that “population does invariably increase where there are the means of subsistence.” Malthus therefore dismally concluded that some portion of humanity must forever be starving to death.

According to Malthus, there are two kinds of checks on population, preventive and positive. Preventive checks, those that prevent births, include abortion, infanticide, and prostitution; positive checks include war, pestilence, and famine. In later editions of his essay, Malthus added a third check that he called “moral restraint,” which includes voluntary celibacy, late marriage, and the like. Moral restraint is basically just a milder version of the earlier preventive check.

If all else failed to keep human numbers under control, Malthus chillingly reckoned:

Famine seems to be the last, the most dreadful resource of nature. The power of population is so superior to the power in the earth to produce subsistence for man, that premature death must in some shape or other visit the human race. The vices of mankind are active and able ministers of depopulation. They are the precursors in the great army of destruction, and often finish the dreadful work themselves. But should they fail in this war of extermination, sickly seasons, epidemics, pestilence, and plague, advance in terrific array, and sweep off their thousands and ten thousands. Should success be still incomplete, gigantic inevitable famine stalks in the rear, and with one mighty blow, levels the population with the food of the world.

Reading Malthus in 1838 was a eureka moment for the founding father of modern biology, Charles Darwin, who declared in his autobiography, “I had at last got a theory by which to work.” Darwin realized that Malthus’s thesis applied to the natural world, since plants and animals produce far more offspring than there are food, nutrients, and space to support them. Consequently, Darwin noted, “It at once struck me that under these circumstances favourable variations would tend to be preserved, and unfavourable ones to be destroyed. The results of this would be the formation of a new species.” This insight formed the basis for one of the most important modern scientific theories, the theory of biological evolution by means of natural selection.

Ever since, biologists have been entranced by the idea that if Malthusianism can explain the operation of the natural world, it should also explain the functioning of human societies. Are we not just complicated animals? Shouldn’t this biological insight apply to us, too?



The Neo-Malthusians

The most prominent among the neo-Malthusians is Paul Ehrlich. Despite his utter failure as a prophet, Ehrlich continues to preach that overpopulation is humanity’s biggest problem. “The human predicament is driven by overpopulation, overconsumption of natural resources, and the use of unnecessarily environmentally damaging technologies and socio-economic-political arrangements to service Homo sapiens’ aggregate consumption,” wrote Ehrlich and his wife, Anne, in the March 2013 issue of the Proceedings of the Royal Society B. During a May 2013 conference at the University of Vermont, Ehrlich asked, “What are the chances a collapse of civilization can be avoided?” His answer was 10 percent.

Even now the Ehrlichs are far from alone in propagating forecasts of overpopulation doom. “The world faces a serious overpopulation problem,” asserted Cornell University researcher David Pimentel in his 2011 article “World Overpopulation.” “The world’s biggest problem?” asks a 2011 op-ed by researchers Mary Ellen Harte and Anne Ehrlich in the Los Angeles Times. “Too many people,” they answer. “We are a plague upon the earth,” declared nature documentarian Sir David Attenborough. “Either we limit our population growth or the natural world will do it for us.” Attenborough expressed these dour sentiments in The Telegraph in January 2013.

In his 2013 rant Ten Billion, Microsoft Research computer scientist Stephen Emmott argued that humanity’s growing population constitutes “an unprecedented planetary emergency.” Emmott asserts, “As the population continues to grow, our problems will increase. And this means that every way we look at it, a planet of ten billion people is likely to be a nightmare.” In the somewhat more hopeful 2013 book Countdown: Our Last, Best Hope for a Future on Earth?, journalist Alan Weisman declares that “this will likely be the century that determines what the optimal human population is for our planet.” We can choose to limit population growth, argues Weisman, “or nature will do it for us, in the form of famines, thirst, climate chaos, crashing ecosystems, opportunistic disease, and wars over dwindling resources that finally cut us down to size.”



More Food Equals More Kids?

In fact, the chief goal of most species is to turn food into offspring: the more food, the more offspring. “To ecologists who study animals, food and population often seem like sides of the same coin,” wrote Paul and Anne Ehrlich in 1990. “If too many animals are devouring it, the food supply declines; too little food, the supply of animals declines.” They further asserted, “Homo sapiens is no exception to that rule, and at the moment it seems likely that food will be our limiting resource.” By limiting, they meant starvation.

Neo-Malthusians like the Ehrlichs, Pimentel, and Emmott cannot let go of the simple but clearly wrong idea that human beings are no different than a herd of deer when it comes to reproduction. For example, in an article called “Human Carrying Capacity Is Determined by Food Availability,” in the November 2003 issue of the journal Population and Environment, Duke University researcher Russell Hopfenberg wrote: “The problem of human population growth can be feasibly addressed only if it is recognized that increases in the population of the human species, like increases in the population of all other species, is a function of increases in food availability.” More food means more kids.

It is true that as food supplies have increased, so have human numbers. But Hopfenberg and other neo-Malthusians are overlooking some crucial data. The countries with the greatest food security are also the countries that are experiencing below replacement fertility. High fertility does not correlate with improved food availability. Consider that of the thirty-four nations that are members of the rich country club the Organisation for Economic Co-operation and Development, only Mexico has an above replacement rate fertility of 2.22 children. All the rest are at or well below the replacement rate. More generally, as food security has increased around the world, instead of increasing as Hopfenberg’s neo-Malthusian theory would suggest, global average fertility rates have dropped from around 5 children per woman in 1960 to 2.45 today.

Instead, the highest fertility rates occur in countries where food insecurity is greatest. The International Food Policy Research Institute’s 2013 Global Hunger Index takes into account undernourishment rates, percentage of underweight children, and child mortality rates in various countries. Of the nineteen countries where the level of hunger was rated as alarming or extremely alarming, fifteen had total fertility rates higher than 4.5 children per woman. It is notable that Niger’s total fertility rate of 7.6 children per woman is the highest in world. As we shall see, demographers have developed persuasive explanations for why people in countries suffering from food insecurity choose to have more children.

So how did humanity avoid the massive famines so confidently predicted by environmentalist millenarians like Ehrlich, Brown, and the Paddocks? Unlike deer that starve when their food runs out, people work to increase supplies. As it turns out, food plants and animals are populations, too, and can be, contrary to Malthus, increased at exponential rates.



Norman Borlaug and the Green Revolution

Norman Borlaug is the man who saved more human lives than anyone else in history. Borlaug was the father of the Green Revolution, the dramatic improvement in agricultural productivity that swept the globe in the 1960s. For spearheading this achievement, he was awarded the Nobel Peace Prize in 1970. One of the great privileges of my life was getting to meet and talk with Borlaug many times. He died in 2009 at age ninety-five.

Borlaug grew up on a small farm in Iowa and graduated from the University of Minnesota, where he studied forestry and plant pathology, in the 1930s. In 1944, the Rockefeller Foundation invited him to work on a project to boost wheat production in Mexico. At that time, Mexico could not feed itself and was importing half of its wheat supplies. Backed by $100,000 in annual funding from the foundation, Borlaug and his colleagues succeeded brilliantly in boosting the productivity of poor Mexican farmers. They did this by breeding new, highly productive dwarf wheat varieties that enabled Mexico to become self-sufficient in grains by 1956. By 1965, Mexican wheat yields had risen 400 percent over their levels in 1950.

In 1952, the Rockefeller Foundation began funding a similar effort to boost the productivity of poor farmers in India. In the mid-1960s, India was importing grains to avert looming famines. The dwarf wheat varieties developed by Borlaug and his colleagues were again decisive in winning the battle against hunger on the subcontinent.

In the late 1960s, as noted earlier, predictions of imminent global famines in which billions would perish were widespread. Recall that chief among the doomsters was The Population Bomb author Paul Ehrlich, who, as we’ve seen, predicted that in the 1970s “millions of people will starve to death in spite of any crash programs embarked upon now.” Ehrlich also declared, “I have yet to meet anyone familiar with the situation who thinks India will be self-sufficient in food by 1971.” And he further insisted that “India couldn’t possibly feed two hundred million more people by 1980.”

As we now know, Borlaug and his team were already engaged in exactly the kind of crash program that Ehrlich declared wouldn’t work. Their dwarf wheat varieties resisted a wide spectrum of plant pests and diseases and produced two to three times more grain than the traditional varieties. In 1965, they launched a massive campaign to ship the miracle wheat to Pakistan and India and teach local farmers how to cultivate it properly. Soon after Borlaug’s success with wheat, his colleagues at the Consultative Group on International Agricultural Research working at the International Rice Research Institute in the Philippines developed high-yield rice varieties that quickly spread the Green Revolution through most of Asia. By 1968, when Ehrlich’s book appeared, the US Agency for International Development was already hailing Borlaug’s achievement as a Green Revolution.

Borlaug’s achievements were not confined to the laboratory and fields. He insisted that governments pay poor farmers world prices for their grain. At the time, many developing nations—eager to supply cheap food to their urban citizens, who might otherwise rebel—required their farmers to sell into a government concession that paid them less than half of the world market price for their agricultural products. The result, predictably, was hoarding and underproduction. Using his hard-won prestige as a kind of platform, Borlaug persuaded the governments of Pakistan and India to drop such self-defeating policies. Fair prices and high doses of fertilizer combined with new grains changed everything. By 1968 Pakistan was self-sufficient in wheat, and by 1974 India was self-sufficient in all cereals.

Instead of cheering the successes of the Green Revolution, Ehrlich doubled down on his predictions of imminent global collapse. In a 1969 article, “Eco-Catastrophe,” in Ramparts magazine, he excoriated people “lacking the expertise to see through the Green Revolution drivel” for failing to realize that by “the early 1970s, the ‘Green Revolution’ was more talk than substance.” Ehrlich derided officials in the US Department of Agriculture and Agency for International Development for supposedly “rav[ing] about the approaching transformation of agriculture in the underdeveloped countries (UDCs).” He continued, “Most historians agree that a combination of utter ignorance of ecology, a desire to justify past errors, and pressure from agroindustry” was behind the Green Revolution propaganda campaign. In his dire scenario, famines would soon break out first in India and Pakistan, but soon spread to “Indonesia, the Philippines, Malawi, the Congo, Egypt, Colombia, Ecuador, Honduras, the Dominican Republic, and Mexico.” Ehrlich’s prophecy of famine ends by proclaiming, “Everywhere hard realities destroyed the illusion of the Green Revolution.”

The famines didn’t happen. In Pakistan, wheat yields rose from 4.6 million tons in 1965 to 8.4 million in 1970. In India, wheat yields rose from 12.3 million tons to 20 million. And the yields continue to increase. The US Department of Agriculture is projecting Pakistan’s 2014 wheat harvest at 24.5 million tons and India’s at a record 96 million tons. Since Ehrlich’s dire predictions in 1968, India’s population has risen from 500 million to 1.2 billion and its economy has grown tenfold. Concurrently, its wheat production has also increased nearly fivefold. Both Pakistan and India export grain today. India is expected to export 18 million tons of grain in 2014.

Contrary to Ehrlich’s bold pronouncements, hundreds of millions didn’t die in massive famines. India fed far more than 200 million more people, and by 1971 it was close enough to self-sufficiency in food production that Ehrlich discreetly omitted his prediction about that from later editions of The Population Bomb. The last four decades have seen a “progress explosion” that has handily outmatched any “population explosion.”

The Food and Agriculture Organization’s global food production index (2004 – 2006 = 100) rose from 36 to 117 between 1961 and 2012. That means that over the past fifty or so years, world food production has more than tripled. In the meantime, world population increased from just over 3 billion in 1961 to 7.1 billion people in 2012, and the amount of food per person increased by about a third. The FAO further reports that between 1961 and 2009 (the latest figures available), global per capita annual consumption of cereals increased from 282 to 327 pounds, vegetables from 140 to 290 pounds, and meat from 51 to 92 pounds.

According to a 2008 World Bank report, as a result of the increase in food supplies, per capita consumption in developing countries rose from an average of 2,100 calories per day in 1970 to almost 2,700 calories today. That report further observes that “the proportion of people suffering from hunger has fallen by half since the 1960s, from more than one in three to one in six, even as [the] world’s population has doubled.” While progress has been made, some 870 million people are still undernourished.

Occasional local famines in poor countries caused by armed conflicts or political mischief do still occur. But food is more abundant today than ever before in history, due in large part to the work of Borlaug and his colleagues, and no thanks to neo-Malthusian false prophets like Paul Ehrlich and Lester Brown.



Can We Feed the World in 2050?

Looking to the future, what is likely to happen? The International Food Policy Research Institute projects that farmers will have to produce about 70 percent more food than they do today in order to provide the projected population in 2050 with a nutritionally satisfactory diet.

The journal Philosophical Transactions of the Royal Society B (Biological Sciences) devoted its September 27, 2010, issue to analyzing the issue of global food security through 2050. In one of the specially commissioned research articles, it is projected that world population will reach around 9 billion by 2050, and that in the second half of the twenty-first century, “population stabilization and the onset of a decline are likely.” Can the world’s farmers be reasonably expected to provide enough food for 9 billion people by 2050?

Two other articles in the special Royal Society issue on global food security conclude yes. A review of the relevant scientific literature led by Keith Jaggard from Rothamsted Research looks at the effects of climate change, CO2 increases, ozone pollution, higher average temperatures, and other factors on future crop production. Jaggard and his colleagues conclude: “So long as plant breeding efforts are not hampered and modern agricultural technology continues to be available to farmers, it should be possible to produce yield increases that are large enough to meet some of the predictions of world food needs, even without having to devote more land to arable agriculture.”

Applying modern agricultural technologies more widely would also go a long way toward boosting yields. In his 1997 article “How Much Land Can Ten Billion People Spare for Nature?,” published by the National Academy of Engineering, agronomist Paul Waggoner argued that “if during the next sixty to seventy years the world farmer reaches the average yield of today’s U.S. corn grower, the 10 billion will need only half of today’s cropland while they eat today’s American calories.”

University of Minnesota biologist Ronald Phillips points out that India produces 31 bushels of corn per acre now, which is at the same point US yields were in the 1930s. Similarly, South Africa produces 40 bushels (US 1940s yields); Brazil 58 bushels (US 1950s yields); China 85 bushels (US 1960s yields). Today’s modern biotech hybrids regularly produce more than 160 bushels of corn per acre in the Midwest. For what it’s worth, the corporate agriculture giant Monsanto is aiming to double yields on soybeans and cotton by 2030. Whether or not specific countries will be able to feed themselves has less to do with their population growth than it does with whether they adopt policies that retard their economic growth.



An Overpopulated Nightmare?

Will the twenty-first century be an overpopulated nightmare, as Stephen Emmott asserts? There are good reasons to doubt it. First, let’s take a look at the latest population projections by the United Nations. Every two years the United Nations Population Fund issues estimates for future population. In their latest report, World Population Prospects: The 2012 Revision, demographers at the United Nations boosted projected world population numbers by 600 million. The UN experts offer low-variant, middle-variant, high-variant, and constant fertility trends. The new estimates of the middle-variant projections of future population in 2050 increased from 9 billion in the UN’s 2010 Revision to 9.6 billion and from 10 billion to 10.9 billion by 2100.

The UN’s middle-variant projection is generally taken to be the most likely path of future population growth. The difference between the low- and the high-variant projections is basically one child. In the new low-variant projection, world population would reach 8.3 billion by 2050, whereas the high-variant projection would result in a population of 10.9 billion by then. As the report explains, “Thus, a constant difference of only half a child above or below the medium variant would result in a global population in 2050 of around 1.3 billion more or less compared to the medium variant of 9.6 billion.”

UN estimates are not universally accepted. Many other demographers believe that the new UN projections are too high. For example, in a 2013 study, Félix-Fernando Muñoz and Julio A. Gonzalo, researchers associated with the Spanish Foundation for Science and Technology, find that past population growth has generally followed the UN’s low-variant trend. Using sophisticated statistical techniques, the two calculate that future population growth will most likely continue to track the UN’s low-variant trends. “Overpopulation was a spectre in the 1960s and 70s but historically the UN’s low fertility variant forecasts have been fulfilled,” noted Muñoz. If the Spanish researchers are right, world population will top out at between 8 and 9 billion by mid-century and thereafter begin declining.

In 2001, International Institute for Applied Systems Analysis (IIASA) demographer Wolfgang Lutz and his colleagues published “The End of World Population Growth” in the journal Nature. Lutz and his fellow researchers calculated that “there is around an 85 per cent chance that the world’s population will stop growing before the end of the century. There is a 60 per cent probability that the world’s population will not exceed 10 billion people before 2100, and around a 15 per cent probability that the world’s population at the end of the century will be lower than it is today.” In a 2013 study in Demographic Research, the IIASA researchers noted that “most existing world population projections agree that we are likely to see the end of world population growth (with a peak population of between eight and ten billion) during the second half of this century.” In another 2013 study for the United Nations, the IIASA demographers project that world population will most likely peak around 2070 at 9.4 billion and fall back below 9 billion by 2100.

In a September 2013 Deutsche Bank report, demographer Sanjeev Sanyal argued that the latest UN population projections are way too high and that world population will likely peak at 8.7 billion around 2050 and then begin falling. Sanyal noted that in recent decades total fertility rates have fallen much more sharply than predicted in countries like China, India, Iran, and Bangladesh. He makes the case that rates are at the brink of similarly steep declines in current high-fertility countries such as Nigeria and Pakistan. As a consequence, Sanyal argues that “the world’s overall fertility rate will fall to replacement rate by 2025. In other words, reproductively speaking, our species will no longer be expanding—a major turning point in history.” Thus, Sanyal and his colleagues predict, “World population will peak around 2055 at 8.7 billion and will then decline to 8 billion by 2100. In other words, our forecasts suggest that world population will peak at least half a century sooner than the U.N. expects.” Basically, Sanyal’s analysis agrees with the researchers from the Spanish Foundation for Science and Technology that the trajectory of world population will most likely track the UN’s low-variant trend and peak by the middle of this century.

In September 2014, demographers working with the United Nations Population Division published an article in Science arguing that world population stabilization is unlikely in this century. Instead, world population is projected to grow to around 11 billion by 2100. Nearly all of the projected increase—4 billion people—will happen in sub-Saharan Africa. However, the forecast basically assumes that Africa will remain an economic and political hellhole for the remainder of the century. In their November 2014 study, World Population and Human Capital in the Twenty-First Century, Wolfgang Lutz and his fellow demographers at the International Institute for Applied Systems Analysis counter that this prospect is unlikely. The chief difference between the two population forecasts is the issue of the education of women. The analysis done by Lutz and his colleagues takes into account the fact that the education levels of women are rising fast around the world, including in Africa. “In most societies, particularly during the process of demographic transition, women with more education have fewer children, both because they want fewer and because they find better ways to pursue their goals,” they note. Given current age, sex, and educational trends, they estimate that world population will most likely peak at 9.6 billion by 2070 and begin falling. If, however, the boosting of educational levels is pursued more aggressively, then world population will instead top out at 8.9 billion in 2060 and begin dropping. Let us turn now to a fuller consideration of the theories and data that underpin the latest projections of global demographic trends.



Liberate Women, Reduce Population

So why is human fertility falling even as food has become generally more plentiful? Demographers, economists, and evolutionary psychologists have all contributed to a vast and ever-growing literature on this subject. All their explanations converge on the notion that as people become wealthier and more educated, they tend to switch from having more children to having fewer healthier and more highly educated children. Demographers call this the quantity-quality trade-off.

Falling fertility rates are overdetermined—that is, there is a plethora of mutually reinforcing data and hypotheses that explain the global downward trend. These include the effects of increased economic opportunities, more education, longer lives, greater liberty, and expanding globalization and trade, among others. The crucial point is that all of these explanations reinforce one another and synergistically accelerate the trend of falling global fertility.

Even more interestingly, all of them emphasize how the opportunities afforded women by modernity produce lower fertility. Let’s briefly consider some of the fascinating contemporary research on the underlying causes of the demographic transition and what will likely happen to future human population growth.

First, recent research applying insights from evolutionary biology shows that people are not reproductive automatons driven remorselessly by blind instinct to maximize the number of their offspring, as most other species are. For example, research in 2008 by University of Michigan evolutionary biologist Bobbi Low and her colleagues analyzed the reproductive patterns of women in 170 countries. Their study, “Influences on Women’s Reproductive Lives: Unexpected Ecological Underpinnings,” in the journal Cross-Cultural Research, uses insights based on life-history theory. This approach suggests that when the risks of mortality are high, women tend to reproduce more frequently (to increase the probability of some offspring surviving to maturity) and early (to ensure reproduction before they die). In fact, Low and her colleagues found that when women can expect to live to age sixty and above, the number of children they bear falls by half. Another study in 2013 by Low and her colleagues has bolstered their finding that expecting to live beyond age sixty dramatically lowers fertility.

Looking at data from various countries confirms that fertility rates do drop as the average life expectancy of women crosses the threshold of age sixty. Consider Iran. In 1970, average life expectancy for Iranian women was fifty-four and total fertility was 6.3 children. Today, Iranian women have an average life expectancy of seventy-five and bear 1.9 children. What about Bangladesh? In 1970, female life expectancy was forty-four, and they bore 6.6 children. Today, Bangladeshi women live an average of seventy years and average 2.2 children. For India the corresponding figures for 1970 were forty-eight years and 4.9 children, and are now sixty-seven years and 2.5 children. In Brazil, female life expectancy in 1970 was sixty-one and total fertility was 4.3 children. Today, Brazilian women average seventy-eight years and total fertility stands at 1.8 children. The threshold, however, is not perfectly predictive; there are lags. Female life expectancy in Mexico was sixty-five in 1970 at a time when its total fertility rate was 5.5 children. Today, Mexican women can expect to live to about seventy-eight, and they bear 2.2 children on average. For comparison, in 1970 American women could expect to live about seventy-five years, bore 2.1 children, and infant mortality was 20 per 1,000 births. In 2012, American female life expectancy had risen to eighty-one years, births averaged 1.86 children per woman, and infant mortality had fallen to 6 per 1,000 births. By the way, the only years in which the US general fertility rate was lower than 1.86 occurred during the 1970s, when the rate fell to 1.74 births in 1976.

UN demographers expect global average life expectancy at birth to rise to seventy-six by 2050 and eighty-two by 2100. If the evolutionary biologists are right, rising life expectancy will result in falling fertility. Unfortunately, the demographers estimate that life expectancy in the world’s poorest countries—many of which are severely afflicted with HIV/AIDS—is now just fifty-eight, and they project that it will reach the current global average of about seventy by 2050 and eventually rise to seventy-eight by 2100.

With regard to countries where female life expectancy is below sixty years, life-history theory frequently fails to correlate well with actual fertility rates. Some countries with low female life expectancy also have relatively low total fertility rates. For example, the increased prevalence of HIV/AIDS dramatically lowered life expectancy in a lot of African countries. According to the most recent World Bank data (2011), female life expectancy in South Africa reached sixty-two years in 1990 and has now fallen to fifty-five today. Similarly, the average Namibian woman in 1990 could expect to live to age sixty-three; that has dropped to sixty-one today. In 1990 the average life expectancy for a Zimbabwean woman was fifty-nine; it is now fifty-six. In 1990, the total fertility rates for South Africa, Namibia, and Zimbabwe were 3.7, 5.2, and 5.2, respectively. Today, despite the fact that average female life expectancy has declined, totality fertility rates in those countries have fallen to 2.4, 3.2, and 3.6 children, respectively.

On the other hand, life-history predictions with regard to fertility rates do appear to pertain to lawless countries. According to the latest World Bank data (2011), female life expectancy in Mali, Nigeria, Democratic Republic of Congo, Burundi, Ivory Coast, and Afghanistan averages at fifty-four, fifty-two, forty-nine, fifty-three, fifty, and sixty years, respectively. Their corresponding total fertility rates are 6.9, 6.0, 6.1 6.2, 4.9, and 5.4 children per woman. Social, political, and economic chaos certainly afflicts those countries. George Mason University’s Center for Systemic Peace has devised a State Fragility Index as a way to measure a country’s stability, with scores ranging from 0, meaning no fragility, to a high of 23, denoting a failed state.

On the index, Mali scores 19, Nigeria 16, Congo 23, Burundi 18, Ivory Coast 16, and Afghanistan 22. In contrast, all twenty-two countries with a fragility score of 0 have below replacement fertility rates. Tragically, the political violence and economic chaos endemic in so many countries in sub-Saharan Africa, the ongoing food insecurity, the pervasive risk of disease, a high before-age-five child mortality rate, the lack of education, and their low social status provide African women many grounds to wonder just how long they may expect to live. Given these uncertainties, it is little wonder that fertility rates remain high on the continent as women hedge their reproductive bets.

Further insights into how the life prospects of women shape reproductive outcomes is provided in another 2010 article in Human Nature, “Examining the Relationship Between Life Expectancy, Reproduction, and Educational Attainment.” That study, by University of Connecticut anthropologists Nicola Bulled and Richard Sosis, confirmed Low’s findings. They divvied up 193 countries into five groups by their average life expectancies. In countries where women could expect to live to between forty and fifty years, they bear an average of 5.5 children, and those with life expectancies between fifty-one and sixty-one average 4.8 children. The big drop in fertility occurs at that point. Bulled and Sosis found that when women’s life expectancy rises to between sixty-one and seventy-one years, total fertility drops to 2.5 children; between seventy-one and seventy-five years, it’s 2.2 children; and over seventy-five years, women average 1.7 children. The United Nations’ 2012 Revision notes that global average life expectancy at birth rose from forty-seven years in 1955 to seventy years in 2010. These findings suggest that it is more than just coincidence that the average global fertility rate has fallen over that time period from 5 to 2.45 children today.



Kids Are Expensive

Research by economists further illuminates the processes that yield falling fertility. Brown University economist Oded Galor and his colleagues have devised a unified growth theory that explains how and why people begin to focus on developing and deepening their human capital (chiefly by means of education), which then further accelerates the pace of technological progress. As a result, fertility and population growth fall, enabling humanity to escape from millennia of Malthusian stagnation into the modern world of sustained economic growth.

Recall that Malthus asserted that people on average would produce as many children as they could feed, if not more. In modern econ-speak, children are a normal good: that is to say, as income increases, demand for kids would also increase.

Instead, researchers observe that as incomes increase, the number of children per woman decreases. One possible explanation for this phenomenon is that the opportunity cost of raising children has risen over time. Opportunity cost is a benefit that must be given up to acquire or achieve something else; for example, a person may have to give up a Caribbean cruise in order to be able to buy a new car. In this case, a parent would be forgoing the extra income he or she would earn working and instead spend the time rearing a child. According to this analysis, the price of children measured in forgone income rises over time, lowering demand for them. 

However, Galor points out that during the initial stages of the Industrial Revolution, as incomes were increasing in Western Europe, average fertility was increasing, just as Malthus predicted. (In contrast, US fertility rates fell throughout the nineteenth century, from 7 children per white woman in 1800 to 3.5 in 1900.) Galor suggests that the opportunity cost argument for fertility decline is too simple. If income had been the key determinant, one would find that fertility should fall as any country reaches a specific level of average per capita income. Instead, Galor notes that at the end of the nineteenth century, fertility rates begin to plummet simultaneously for a number of Western European countries at very different per capita income levels.

Galor argues that fertility began to fall as Western European economies developed increased demand for human capital during what he calls the second phase of the Industrial Revolution. In this analysis, initial increases to average incomes produced by technological progress resulted in parents’ increasing both the quantity and quality of their children. However, toward the end of the nineteenth century, Galor asserts, “further increases in the rate of technological progress induced a reduction in fertility, generating a decline in population growth and an increase in the average level of education.” 

As economic growth was increasingly fueled by the development of ever more complicated technologies and management services, the premium attached to education began to increase. The result is that parents switched from having more children to investing in fewer higher quality (more educated) children.

Galor further argues that at the turn of the twentieth century, international trade encouraged fertility rates to fall further as rich countries began to specialize in the production of the sorts of goods that required a lot of human capital to make. On the other hand, Galor contends that poor countries increasingly specialized in goods that required a lot of manual labor to produce. The result was rising income for both rich and poor countries, but a fateful divergence in fertility trends.

During the twentieth century, fertility rates basically continued to fall in rich countries as they invested in more human capital, especially in higher levels of education. In addition, as demand for human capital grew in rich countries, schooling expanded to include women, who then entered the paid workforce. This further raised the opportunity costs of having children and encouraged further reductions in fertility.

On the other hand, poor countries channeled a larger share of their gains from increased international trade into producing more children. As a consequence, “the demographic transition in these nonindustrial economies has been significantly delayed,” asserts Galor, “increasing further their relative abundance of unskilled labor, enhancing their comparative disadvantage in the production of skill-intensive goods, and delaying their process of development.”

OECD economist Fabrice Murtin concurs with Galor that education is the key to lower fertility rates. In his 2009 study “On the Demographic Transition,” Murtin assembled data from seventy-one countries from 1870 to 2000, to conclude that “education, rather than income or health-related variables, is the most robust determinant of the birth rate, potentially explaining about 50 to 80 percent of its decrease when average schooling grows from 0 to 10 years.” Galor cites data showing that the percentage of British children ages six to fourteen who were in school rose from about 10 percent in 1860 to more than 80 percent by 1895.

As noted previously, demographer Wolfgang Lutz argues that it’s not just more education, but specifically more schooling for girls that correlates with deep cuts in fertility rates. For instance, the fertility rate for Ethiopian women with no formal education was 6.1 children in 2005 and 2.0 for women with secondary and higher education. Providing women access to higher education is associated with longer lives for themselves and lower child mortality. Lutz calculates that world population in 2060 would be 1 billion fewer if the education of women globally could be speeded up to the rate achieved by South Korea in the 1960s and 1970s.

As Galor noted, the demographic transition was delayed in many poor countries, but in the second half of the twentieth century these countries also began to see rapid declines in their fertility rates. Bucknell University political scientist John Doces finds that increasing international trade is now propelling the demographic transition throughout much of the developing world. In fact, as global fertility declined since the 1950s, the value of world merchandise exports during the same period has soared by nearly ninety times.

In his 2011 study “Globalization and Population: International Trade and the Demographic Transition,” Doces looks at recent data from a large number of countries and finds that those that are most open to international trade are the ones experiencing the fastest decline in their fertility rates. Doces argues that the primary cost of having children is the time and money it takes to raise them, which leaves parents less time to consume other goods. International trade expands the types of goods people can enjoy and lowers their costs. The cost of rearing children does not decline substantially, so they become more expensive relative to the new opportunities and goods afforded by increased international trade.

In addition, Doces cites a 2006 study analyzing the effects on globalization on women in 180 countries that shows “increasing international exchange and communication create new opportunities for income-generating work and expose countries to norms that, in recent decades, have promoted equality for women.”46 As a result, trade-induced demand for human capital expands to include women, further cutting fertility rates in poor countries. This conclusion is further bolstered by a 2005 study by University of Helsinki economists Ulla Lehmijoki and Tapio Palokangas; according to this study, in the short run trade liberalization boosts birth rates, but in the long run it cuts fertility. Again, this is true largely because trade liberalization encourages the development of women’s human capital (education), which makes childbearing relatively more costly.



The Invisible Hand of Population Control

In 2002, Seth Norton, an economics professor at Wheaton College in Illinois, published a remarkably interesting study, “Population Growth, Economic Freedom, and the Rule of Law,” on the inverse relationship between prosperity and fertility. Norton compared the fertility rates of over a hundred countries with their index rankings for economic freedom and another index for the rule of law. “Fertility rate is highest for those countries that have little economic freedom and little respect for the rule of law,” wrote Norton. “The relationship is a powerful one. Fertility rates are more than twice as high in countries with low levels of economic freedom and the rule of law compared to countries with high levels of those measures.” 

Norton found that the fertility rate in countries that ranked low on economic freedom averaged 4.27 children per woman, while countries with high economic freedom rankings had an average fertility rate of 1.82 children per woman. His results for the rule of law were similar: fertility rates in countries with low respect for the rule of law averaged 4.16, whereas countries with high respect for the rule of law had fertility rates averaging 1.55. 

Economic freedom and the rule of law occur in politically and economically stable countries and produce prosperity, which dramatically increases average life expectancy and lowers child mortality; this in turn reduces the incentive to bear more children. As data from the Heritage Foundation’s Index of Economic Freedom shows, average life expectancy for free countries is over eighty years, whereas it’s just about sixty-three years in repressed countries.

Let’s take a look at two intriguing lists. The first is a list of countries ranked on the 2013 Index of Economic Freedom issued by The Wall Street Journal and the Heritage Foundation. Then compare the economic freedom index rankings with a list of countries in the 2013 CIA World Factbook ranked by their total fertility rates. Of the thirty-five countries that are ranked as being economically free or mostly free, only two have fertility rates above 2.1—the United Arab Emirates at 2.36 and Jordan at 3.61. If one adds the next fifty countries that are ranked as moderately free, one finds that only five out of eighty-five countries have fertility rates above 3, all of them in sub-Saharan Africa except Jordan. It should be noted that low fertility rates can also be found in more repressive countries as well—for example, China at 1.55, Cuba at 1.46, Iran at 1.85, and Russia at 1.61.

In addition, along with increased prosperity comes more education for women, opening up more productive opportunities for them in the cash economy. This increases the opportunity costs for staying at home to rear children. Educating children to meet the productive challenges of growing economies also becomes more expensive and time consuming.

Thailand’s experience over the past thirty years exemplifies this process. During that time, female literacy rose to 90 percent; 50 percent of the workforce is now female; and fertility fell from 6 children per woman in the 1960s to 1.5 today. Although Thailand is classified as only moderately free on the economic freedom index, its gross domestic product (GDP) grew in terms of purchasing power parity from just over $1,000 per capita in 1960 to over $8,500 per capita in 2012.

Back in 1968, Garrett Hardin declared, “There is no prosperous population in the world today that has, and has had for some time, a growth rate of zero.” That’s no longer true. Japan is now experiencing a fall in its population due largely to reduced fertility, as are Germany, Russia, Italy, Poland, and some 20 other countries and territories. And as we have seen, the global total fertility rate is rapidly decelerating. Of the 231 countries and territories listed in the 2013 CIA World Factbook, 122 are at or below replacement fertility rates.

Norton persuasively argues that Hardin’s fears of a population tragedy of the commons are actually realized when the invisible hand of economic freedom is shackled. Many poor countries have weakly specified and enforced property rights. Poor property rights means that many resources are effectively left in open-access commons where the incentive is to grab what one can before another individual gets it. Norton points out that in such situations, more children mean more hands for grabbing unowned and unprotected resources such as water, fodder, timber, fish, and pastures, and for the clearing of land. Lacking the institutional incentives to invest in and preserve resources, this drive to take as much as possible as quickly as possible leads to perpetual poverty.

And what about in the past? Haven’t societies collapsed due to overpopulation? To the extent it is true that some societies have suffered collapses, we now know that it was because they lacked the proper social, political, and economic institutions for channeling individual striving into a process of economic growth that ultimately promotes the accumulation of human capital and lower fertility. Very few, if any, earlier societies could be characterized as either economically free or respectful of the rule of law. Throughout history, most people lived in the institutional equivalents of open-access commons overseen by rapacious elites who encouraged high fertility rates and the plundering of natural resources. It turns out that economic freedom and the rule of law are the equivalent of enclosing the open-access breeding commons, causing parents to bear more and more of the costs of rearing children. In other words, economic freedom actually serves as an invisible hand of population control.



Hope for Africa?

The United Nations’ 2012 Revision forecasts that more than half of global population growth between now and 2050 will take place in Africa, rising from 1.1 billion to 2.4 billion. The middle-variant trend for sub-Saharan Africa projects that total fertility rate will fall from 4.9 children now to 3.1 by 2050, reaching 2.1 by 2100. As noted above, a more worrying study published in an October 2014 issue of the journal Science suggested that by 2100 Africa’s population would grow even faster, rising from 1.1 billion to between 3.1 and 5.7 billion, with a median projection of 4.2 billion.

But is it plausible that much of Africa and many of the other least developed countries will remain high-fertility basket cases for the next several decades while the rest of the world modernizes, with concomitant improvements in the life prospects of women? Surely it is reasonable to expect that new medicines, vastly more productive crops and farming techniques, high quality education delivered via low-cost computerized tablets, cheap decentralized energy, and 3-D printing of tools and goods will spill over from the labs and factories of rich countries. These modern tools will go a long way toward ameliorating the chaos and poverty currently afflicting the least developed nations. In addition, the continuing global abatement of violent conflict is already taking hold in Africa and in other poor countries. For example, in October 2014, U.S. Naval War College researcher David Burbach and Tulane University political scientist Christopher Fettweis pointed out that “after the year 2000, conflict in Africa declined, probably to the lowest levels ever.” While they noted an uptick in battle deaths on the continent between 2010 and 2013, those casualties were still almost 90 percent lower than the average in the last decade of the twentieth century. “Changes in external support and intervention, and the spread of global norms regarding armed conflict, have been most decisive in reducing the levels of warfare in the continent,” they concluded. “Consequently, there is no Africa exception to the systemic shift toward lower levels of armed conflict.”

Among the regions of the world, according to UNESCO, adult and youth illiteracy are highest in sub-Saharan Africa. For example, among Africans aged fifteen through twenty-four, the male literacy rate stands at 76 percent versus the female rate of 64 percent. Obviously, the more that donors from rich countries can do to promote the education of women in the world’s poorest countries, the better. In addition, Africa is rapidly urbanizing, which will also push fertility rates lower. For example, a 2000 study by researchers at Pennsylvania State University and Tulane University reported that African urbanites had nearly two fewer children than did their rural counterparts. Demographers working for the International Food Policy Research Institute found in 2012 an even greater urban-rural differential; Ethiopian women in the countryside had a total fertility rate of 6 offspring, whereas their city sisters averaged only 2.4 children.

This process of modernization will bring dramatic improvements in health and longer lives, resulting in a steep decline in fertility rates. Consider that the life expectancy of Bangladeshi women rose from forty-four in 1970 to seventy-two today. In addition, literacy among Bangladeshi women aged fifteen to twenty-four climbed steeply from 38 percent in 1991 to 80 percent today, actually surpassing the male rate of 77 percent. Consequently, the country’s total fertility rate fell in just the twenty years between 1980 and 2000 from 6.6 to 2.9 children. It is now 2.2 children. If the current high fertility countries can realize the bare elements of political stability and economic freedom attained by Bangladesh, with its $750 per capita income, women will live longer and have fewer children. If this analysis is right—and most of the evidence points to that conclusion—the latest UN population projections will turn out to be too high and the musty Malthusian specter will finally fade away.

In his 2013 book The Infinite Resource: The Power of Ideas on a Finite Planet, technologist Ramez Naam asks an intriguing question: “Would your life be better off if only half as many people had lived before you?” In this thought experiment, you don’t get to pick which people are never born. Perhaps there would have been no Newton, Edison, or Pasteur, no Socrates, Shakespeare, or Jefferson. “Each additional idea is a gift to the future,” Naam writes. “Each additional idea producer is a source of wealth for future generations.” Fewer people mean fewer new ideas about how to improve humanity’s lot.

Instead of disdaining fellow human beings as a cancer or a plague, as modern neo-Malthusians do, Naam rightly argues, “If we fix our economic system and invest in the human capital of the poor, then we should welcome every new person born as [a] source of betterment for our world and all of us on it.”
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Is the World Running on Empty?

IN 2010, I WAS EXCITED TO VISIT the Great Plains Synfuels Plant near Beulah, North Dakota. Why? Because I have some small bit of personal history with it. Back in 1979, I was a low-level federal natural gas regulator and a peripheral member of the team that was guiding the plant’s initial development at the Department of Energy. I functioned as a petty Igor to President Jimmy Carter’s energy Dr. Frankenstein. I was eager to see up close what I helped in some minor way bring to life. Why was the plant built? Because we were in the midst of an “energy crisis,” since the world was running out of oil.

One proposed solution to the energy crisis was to turn America’s vast reserves of coal into methane. So Congress created the Synfuels Corporation, endowing it with $20 billion, with its goal being to eventually build as many as twenty-two enormous coal gasification plants, each one producing 300 million cubic feet of natural gas per day. Since coal gasification was an unproven technology in the United States, natural gas pipeline companies were reluctant to invest in it. The federal government rushed to the rescue with massive subsidies. To make a long story short, the oil crisis passed and the $2.1 billion plant was losing money. In 1988, the Department of Energy sold it to a local utility for 4 cents on the dollar, and even now it still barely makes a profit.

Besides its relevance to my personal history, the Great Plains Synfuels Plant stands as a very apt cautionary tale about massive energy projects promoted and financed by visionary presidents and their equally visionary helpmeets in Congress and in the federal energy bureaucracies. One other thing: Just imagine how much more massive US greenhouse gas emissions would now be if all twenty-two gigantic coal gasification plants had been built. A misguided effort to solve a spurious resource depletion crisis would have had the unintended side effect of making global warming considerably worse.

In 1972, The Limits to Growth, a report to the Club of Rome, was released with great fanfare at a conference at the Smithsonian Institution. In a front-page article, The New York Times hailed the report describing the collapse of civilization as “a grim inevitability if society continues its present dedication to growth and ‘progress.’” The study was based on a computer model developed by researchers at the Massachusetts Institute of Technology and designed “to investigate five major trends of global concern—accelerating industrial development, rapid population growth, widespread malnutrition, depletion of nonrenewable resources, and a deteriorating environment.” The goal was to use the model to explore the increasingly dire “predicament of mankind.” The researchers modestly acknowledged that their model was “like every other model, imperfect, oversimplified, and unfinished.”

Yet even with this caveat, the MIT researchers concluded, “If present growth trends in world population, industrialization, pollution, food production, and resource depletion continue unchanged, the limits to growth on this planet will be reached sometime within the next one hundred years.” With considerable understatement, they added, “The most probable result will be a rather sudden and uncontrollable decline in both population and industrial capacity.” In other words: a massive population crash in a starving, polluted, resource-depleted world. 

Probably the most notorious projections from the MIT computer model involved the future of nonrenewable resources. The researchers warned: “Given present resource consumption rates and the projected increase in these rates, the great majority of currently nonrenewable resources will be extremely expensive 100 years from now.” To emphasize the point, they pointed out that the prices of “those resources with the shortest static reserve indices have already begun to increase.” For example, they noted that the price of mercury had increased 500 percent in the last twenty years and the price of lead was up 300 percent over the past thirty years. The advent of the “oil crises” of the 1970s lent great credibility to these projections.

The Club of Rome analysts were not alone in their fears of imminent resource depletion. In 1980, The Global 2000 Report to the President of the United States, issued by President Jimmy Carter’s Council on Environmental Quality, basically endorsed The Limits to Growth projections. “If present trends continue, the world in 2000 will be more crowded, more polluted, less stable ecologically, and more vulnerable to disruption than the world we live in now. Serious stresses involving population, resources, and environment are clearly visible ahead. Despite greater material output, the world’s people will be poorer in many ways than they are today,” began the report.



Peak Everything?

Let’s illustrate the temper of the time by recalling the legendary bet on the future prices of five commodity metals made back in 1980. That bet resonates powerfully in the ongoing fight between neo-Malthusian doomsters and cornucopian optimists. On one side, gambling that prices would spiral ever upward as a growing population used up the world’s resources, stood arch-doomster Paul Ehrlich and his two acolytes, John Holdren and John Harte. Holdren is now President Obama’s chief science adviser and Harte is a professor in the College of Natural Resources at the University of California at Berkeley.

On the other side of the bet stood University of Maryland doom-slaying economist and author of The Ultimate Resource Julian Simon. Ehrlich deeply disliked Simon, who argued that the global trend of economic data clearly showed that human ingenuity was continuously increasing the supplies and substitutes for natural resources and relentlessly lowering their prices. So the confident claque of doomsters challenged Simon to a bet on the future prices of five different metals.

In October 1980, Ehrlich and Simon drew up a futures contract obligating Simon to sell Ehrlich the same quantities that could be purchased for $1,000 of five metals (copper, chromium, nickel, tin, and tungsten) ten years later at inflation-adjusted 1980 prices. If the combined prices rose above $1,000, Simon would pay the difference. If they fell below $1,000, Ehrlich would pay Simon the difference. Ehrlich mailed Simon a check for $576.07 in October 1990. There was no note in the letter. The cornucopian Simon won.

As it happens, the dire predictions of the doomsters were seemingly being validated as the prices for a wide array of commodities including grain, oil, and various minerals soared in the early 1970s. But that changed almost as soon as the bet was laid. Most commodity prices started drifting downward over the next two decades.

By 1992, even the alarmist Worldwatch Institute admitted that “recent trends in price and availability suggest that for most minerals we are a long way from running out. Regular improvements in exploitative technology have allowed production of growing amounts at declining prices.” A 2005 report prepared for a meeting of the developing nation members of the Group of 77 nicely summarizes what happened to commodity prices. The report cited data from the United Nations Conference on Trade and Development indicating that “over the 24 years from 1977 to 2001, real prices declined for 41 out of 46 leading commodities.” The report further noted that according to the World Bank, “real commodity prices declined significantly from 1980 to 2002, with the World Bank’s index for commodity prices down 47 percent and metal and mineral prices down 35 percent.” The five commodities for which prices had increased or stayed flat were pepper, plywood, nonconiferous logs, tropical lumber, and zinc. The prices for staples such as wheat, corn, rice, cotton, wool, iron, aluminum, tungsten, tin, copper, and even crude oil were all steeply lower than they had been in the mid-1970s.

The downward drift in commodity prices did not continue. The last decade has seen sharp increases in the prices of grains, metals, and crude oil. As an April 2012 International Monetary Fund report noted, “By the end of 2011, average prices for energy and base metals in real terms were three times as high as just a decade ago, approaching or surpassing their record levels over the past four decades. Food and raw material prices also rose markedly, although they remain well below the highs reached in the 1970s.” The International Monetary Fund’s food price index has dropped from its 2011 high of 192 points to 147 points in February 2015, a fall of about 25 percent. Was this rapid run-up in prices a sign that the limits to growth were now upon us? Certainly many ideological environmentalists have interpreted the price spikes that way.



Peak Commodity Super-Cycle?

“The world is at, nearing, or past the points of peak production of a number of critical nonrenewable resources—including oil, natural gas, and coal, as well as many economically important minerals ranging from antimony to zinc,” warned prominent environmentalist Richard Heinberg in his 2010 article “Beyond the Limits to Growth.” Heinberg had earlier made plain his collapsist beliefs in his 2007 book Peak Everything: Waking Up to a Century of Declines. In 2012, Michael Klare, Hampshire College political scientist and defense correspondent for The Nation, piled on in his book The Race for What’s Left: The Global Scramble for the World’s Last Resources. “Government and corporate officials recognize that existing reserves are being depleted at a terrifying pace and will be largely exhausted in the not-too-distant future,” declared Klare. In the wake of the recent hike in grain prices, long-time prophet of impending famine Lester Brown once again in 2012 declared, “The world is in transition from an era of food abundance to one of scarcity.”

Don’t Heinberg, Klare, Brown, and other depletionists have a point? Isn’t the increase in prices a signal of emerging scarcity? Resource optimist Simon would have badly lost his bet with Ehrlich and his associates had it run between 2003 and 2013. Simon would have owed the depletionists $2,658 (in 2013 dollars). In other words, the price of the basket of five metals had increased by nearly 270 percent. So is the end really nigh this time? Most likely not.

In the 1950s, economists Raul Prebisch and Hans Singer made the seminal observation that commodity prices had been falling for many decades relative to the prices of manufactured goods. As Singer put it, “It is a matter of historical fact that ever since the [eighteen] seventies the trend of prices has been heavily against sellers of food and raw materials and in favor of the sellers of manufactured articles.” The recent upsurges in commodity prices appear to contradict this trend.

“Once—maybe twice—in every generation, the global economy witnesses a protracted and widespread commodity boom. And in each boom, the common perception is that the world is quickly running out of key materials,” observes David Jacks, an economist at Simon Fraser University. We are now in just such a situation. Jacks studies the phenomenon of economic “super-cycles,” in which commodity prices rise and fall over periods lasting between thirty and forty years. In 2013, Jacks analyzed the price trends for thirty different commodities during the past 160 years. He finds that fifteen of the thirty commodities he tracked over the past 160 years are in the midst of super-cycles that started in the mid-1990s. In other words, the expansionary phase of the current super-cycle has run nearly twenty years so far.

Jacks also frames a useful distinction between “commodities to be grown” and “commodities in the ground.” The astonishing fact is that as world population since 1850 grew sixfold and the world’s economy expanded more than hundredfold, Jacks found that the prices of commodities that are grown—grains, cotton, wool, and so forth—have generally been falling. On the other hand, commodities that come out of ground—oil, tin, iron, chromium and so forth—have remained flat or have been slowly rising.

Price is determined by supply and demand. Between 2002 and 2007, global economic growth was the strongest and longest lasting since the 1970s. The huge boom in the prices for all sorts of resources in the current super-cycle have been chiefly generated by rising demand in fast-growing emerging economies in countries like China and India.

In their 2012 study “Super-Cycles of Commodity Prices Since the Mid-Nineteenth Century,” economists Bilge Erten and José Antonio Ocampo, from Northeastern University and Columbia University, respectively, confirm that the recent price increases in commodities are the result of a super-cycle upswing. Parsing real price data for nonfuel commodities such as food and metals from 1865 to 2009, they find evidence of four past super-cycles ranging in length between thirty and forty years. The cycles they identify ran from 1894 to 1932, peaking in 1917; from 1932 to 1971, peaking in 1951; from 1971 to 1999, peaking in 1973; and the post-2000 episode, which is ongoing. The increases in commodity prices during these cycles are driven largely by increases in demand arising from strong periods of industrialization and urbanization such as those experienced by Great Britain, Germany, and the United States in the nineteenth century, Japan in the twentieth century, and China and other emerging economies at the beginning of the twenty-first century.

The super-cycles are driven by periods of accelerating economic growth that boosts demand for commodities, thus pushing up their prices. Rising commodity prices in turn encourage the development of more supplies and the invention of resource-conserving technologies. As economic growth slows down during the second part of a super-cycle, the real prices of the now copiously supplied commodities fall. In fact, the researchers find that the prices for nonoil commodities do not generally recover to their preboom averages. Before the recent fourth super-cycle upsurge, nonfuel commodity prices had fallen by a cumulative 47 percent over the past hundred years.

The Economist magazine has developed a widely cited commodities index that tracks the real prices of an extensive variety of mineral and agricultural goods. “Since 1871, the Economist industrial commodity-price index has sunk to roughly half its value in real terms, seeing annual average compound growth of –0.5 percent per year over the ensuing 140 years,” pointed out Council on Foreign Relations energy adjunct fellow Blake Clayton in 2013. He added, “Even after the boom years of the 2000s—in 2008, for instance, as commodity indexes soared, the Economist index never climbed more than halfway above where it stood 163 years earlier, in real terms.”

Figuring out when a super-cycle has topped or bottomed out is a fraught exercise. Nevertheless, many researchers believe that the current super-cycle in commodity prices has peaked and will soon move into its downward phase. By February 2015 the International Monetary Fund’s commodity index has fallen by about 57 percent from its July 2008 peak. If the past is any guide, commodity prices could well fall to levels even lower than the price nadir of the 1990s as the expansionary phase of the current super-cycle begins to fade.

In the meantime, let’s take a look at some specific depletionist predictions.



Peak Oil

Predictions of imminent catastrophic depletion are almost as old as the oil industry. An 1855 advertisement for Kier’s Rock Oil, a patent medicine whose key ingredient was the petroleum bubbling up from salt wells near Pittsburgh, urged customers to buy soon before “this wonderful product is depleted from Nature’s laboratory.” The ad appeared four years before Pennsylvania’s first oil well was drilled. In 1919, David White of the US Geological Survey (USGS) predicted that world oil production would peak in nine years. And in 1943 the Standard Oil geologist Wallace Pratt calculated that the world would ultimately produce 600 billion barrels of oil. (In fact, more than 1 trillion barrels of oil had been pumped by 2006.)

In his 1971 Sierra Club book Energy: A Crisis in Power, John Holdren declared that “it is fair to conclude that under almost any assumptions, the supplies of crude petroleum and natural gas are severely limited. The bulk of energy likely to flow from these sources may have been tapped within the lifetime of many of the present population.” This sounds very much like the later prognostications of “peak oil” prophets.

In 1972, The Limits to Growth estimated known global oil reserves at 455 billion barrels. The report projected that, assuming consumption remained flat, all known oil reserves would be entirely consumed in just thirty-one years. With exponential growth in consumption, it added, all the known oil reserves would be consumed in twenty years. These dour predictions seemed plausible after the Arab oil crisis of 1973 quadrupled prices from $3 to $12 per barrel (from $16 to $63 in 2014 dollars) and when the Iranian oil crisis more than doubled oil prices from $14 per barrel in 1978 to $35 per barrel by 1981 (from $74 to $185 in 2014 dollars). In July 2008, the price of oil surged to $147 per barrel ($160 in 2014 dollars).

In response, the US federal government imposed price controls on oil and gas in the 1970s and established fuel economy standards to encourage the sale of more efficient automobiles. The sense of doom did not dissolve. In 1979 Energy Secretary James Schlesinger proclaimed, “The energy future is bleak and is likely to grow bleaker in the decade ahead.” The Global 2000 warned, “By 2000 nearly 1,000 billion barrels of the world’s total original petroleum resource of approximately 2,000 billion barrels will have been consumed.” The report predicted that the price of oil would rise by 50 percent, reaching $100 per barrel by 2000. In fact, by 2000, the average price of oil in real dollars had fallen by two-thirds of its price in 1980 (at its low point in 1998, the price of petroleum in real terms was under a fifth of its 1980 price).

Historically, on the basis of annual average real prices, 1980 and 1981 were the two years with the highest oil prices, at $106 and $92 per barrel (in 2014 dollars). As the next two decades saw the price of crude bumpily descend from its 1980 high, fears of imminent depletion of oil provoking a permanent economic crisis abated. That changed when the price of petroleum began its dramatic rise in the early 2000s. As a consequence, 2013 now ranks third, with a real price averaging just under $92 per barrel. Not too surprisingly, the rapid ascent in the price of oil again excited predictions of its imminent depletion and ensuing disaster.

For example, in 2006 Princeton geologist Ken Deffeyes was warning that the imminent peak of global oil production would result in “war, famine, pestilence and death.” Deffeyes, author of 2001’s Hubbert’s Peak: The Impending World Oil Shortage and 2005’s Beyond Oil: The View from Hubbert’s Peak, had already predicted that the peak of global oil production would occur on Thanksgiving 2005.

Deffeyes was far from alone. Houston investment banker Matthew Simmons stated in his 2005 book Twilight in the Desert: The Coming Saudi Oil Shock and the World Economy that the Saudi Arabians were lying about the size of their petroleum reserves, claiming that they are really running on empty. In September 2005 Simmons announced that “we could be looking at $10-a-gallon gas this winter.” The price of gasoline in December 2005 was about $2.25 per gallon.

In a 2005 bet consciously modeled on the Simon-Ehrlich bet, New York Times columnist John Tierney and peak oil proponent Matthew Simmons wagered $5,000 on whether the price of oil in 2010 would average above $200 per barrel. When the bet was made, the price was $65 per barrel. When the bet was settled on January 1, 2011, the price of oil had increased to a 2010 average of $71 per barrel.

Colin Campbell, a former petroleum geologist who founded the Association for the Study of Peak Oil and Gas, had warned way back in 2002 that we were headed for peak oil production, and that this would lead to “war, starvation, economic recession, possibly even the extinction of homo sapiens.” In his 2004 book Out of Gas: The End of the Age of Oil, the Caltech physicist David Goodstein wrote that the peak of world production was imminent and that “we can, all too easily, envision a dying civilization, the landscape littered with the rusting hulks of SUVs.” Jim Motavalli, then editor of the environmentalist magazine E, wrote in the January/February 2006 issue: “It is impossible to escape the conclusion that we’re steaming full speed ahead into a train wreck of monumental proportions.”

And James Schlesinger, the country’s first secretary of energy, declared in the Winter 2005–06 issue of the neoconservative foreign policy journal The National Interest that “a growing consensus accepts that the peak is not that far off.” He added, “The inability readily to expand the supply of oil, given rising demand, will in the future impose a severe economic shock.” A 2007 report by the German think tank Energy Watch Group (EWG) concluded that the world had reached the peak of oil production in 2006 and that supplies would fall from about 81 million barrels per day to just 39 million by 2030. “The world is at the beginning of a structural change of its economic system. This change will be triggered by declining fossil fuel supplies and will influence almost all aspects of our daily life,” declared EWG founder Jörg Schindler. This fast onset of oil supply shortfalls, warns the EWG report, could trigger the “meltdown of society.” As the price of petroleum ascended in July 2008 to $147 per barrel, an analysis released by the investment firm Goldman Sachs suggested that oil prices might soar to $200 per barrel. That did not happen. In fact, by the end of 2008, the price of oil had fallen to $34 per barrel.

Most of the petro-doomsters base their forecasts on the work of the geologist M. King Hubbert, who correctly predicted in 1956 that US domestic oil production in the lower forty-eight states would peak around 1970. In fact, US production did reach 9.6 million barrels per day in 1970 and then began declining. In 1969, Hubbert predicted that world oil production would peak around 2000.



Hubbert’s Peak

Hubbert argued that oil production grows until half the recoverable resources in a field have been extracted, after which production falls off at essentially the same rate at which it expanded. This theory suggests a bell-shaped curve rising from first discovery to peak and descending to depletion. Hubbert calculated that peak oil production follows peak oil discovery with a time lag. Globally, discoveries of new oil fields peaked in 1962. The time lag between peak global discoveries and peak production was estimated to be around thirty-two years, but peak oilers claim that the two oil crises of the 1970s reduced consumption and thereby delayed the peak until now. Hubbert’s modern disciples argue that humanity has now used up half of the world’s ultimately recoverable reserves of oil, which means we are at or over the peak.

Have we reached or passed the halfway mark of world petroleum reserves? Not yet. The 2014 Statistical Review of World Energy, issued by the oil company BP, notes that global proved oil reserves rose from 1.04 billion barrels in 1992 to 1.69 trillion barrels in 2011. The US Energy Information Administration’s 2013 International Energy Outlook concurs with the BP review and reports that known world oil reserves total 1.6 trillion barrels.

Recall that peak oil was supposed to have happened in 2005 (on Thanksgiving Day!), when production was 82 million barrels per day. In 2014, global oil production reached 92 million barrels per day. At that rate of production, current reserves would last fifty years. In general, most experts project that to meet demand in 2035, world oil production will rise to around 110 million barrels per day. At that rate, known reserves would last forty years. In addition, proved reserves of natural gas in 2012 stood at 187 trillion cubic meters and annual production was 3.4 trillion cubic meters, at which rate known supplies would last fifty-five years.

The International Energy Agency annually issues its Resources to Reserves report. The IEA is an international think tank established in the 1970s by the governments of the rich countries that are members of the Organisation for Economic Co-operation and Development. The IEA advises those governments on energy supplies and policies. Like most organizations that evaluate future resource supplies, the IEA makes a distinction between reserves and resources. Reserves are known stocks that can be produced economically using today’s technology. Resources are stock estimates that are judged likely to be ultimately producible depending on market and technological developments.

The IEA’s Resources to Reserves 2013 report estimated that worldwide proven conventional oil reserves stand at 1.3 trillion barrels. Adding estimated recoverable conventional oil resources brings the total to 2.7 trillion barrels. The IEA then estimates that reserves of unconventional oil are around 400 billion barrels and recoverable resources of 3.2 trillion barrels. This assessment brings the total world petroleum reserves to 1.7 trillion barrels and the global resource base to just under 6 trillion barrels. In his 2012 report Oil: The Next Revolution, Harvard University Belfer Center scholar Leonardo Maugeri agrees: “Oil is not in short supply. From a purely physical point of view, there are huge volumes of conventional and unconventional oils still to be developed, with no ‘peak-oil’ in sight.” As evidence, he cites data from the US Geological Survey suggesting that the remaining conventional oil resources are 7 to 8 trillion barrels.

With regard to natural gas supplies, thanks in large measure to the combination of hydro-fracturing and horizontal drilling, vast new stores have been released from previously unexploitable shale formations. The IEA in 2011 issued a report asserting: “Conventional recoverable resources are equivalent to more than 120 years of current global consumption, while total recoverable resources could sustain today’s production for over 250 years.” As the IEA 2013 report succinctly notes, “Fossil fuels are abundant in many regions of the world and they are in sufficient quantities to meet expected increasing demands.”

The fundamental error made by the peak oil disciples of Hubbert is now clear; they substantially underestimated the actual amount of petroleum reserves and resources and the oil industry’s ever-increasing technological prowess to exploit them. The notion that once half of the oil in a field has been produced, the only direction is down seems intuitively obvious. And oil is, after all, an exhaustible resource of which there is only so much. Peak oil theorists ominously point out that since the 1980s the volume of new discoveries has been smaller than the amount of oil extracted. Yet, oil reserves have continued to grow. How could this be?

Swedish economist Marian Radetzki explained this paradox by noting that “the quantity of reserves in new discoveries regularly appreciates in the process of field development exploration and subsequent exploitation.” In other words, oil companies often find more crude in their wells than initially predicted. In addition, peak oilists tend to assume that oil production technology is static when in fact constant improvement enables the extraction of ever-greater quantities of oil from a field. “Historical data from the United States reveal that the ultimately recovered oil when a field ceases to produce is on average six times as large as the volume announced after the initial discovery,” observes Radetzki. Oil companies basically look for more crude in fields that that they have already discovered and regularly find it in the form of appreciating reserves.

For example, since 1950 some 2.6 million oil and gas wells have been drilled in the United States and more than 800,000 are currently producing oil or gas. In contrast, Saudi Arabia has only about 2,900 operating wells, and all of the Organization of Petroleum Exporting Countries (OPEC) wells total just 37,500. This suggests, even taking into account differences in geology, that there is plenty of scope for boosting the production of known fields by means of reserve appreciation in OPEC and other oil-producing countries.

Consider the Kern River Field in California, which was discovered in 1899. In 1942 it was estimated that only 54 million barrels remained to be produced there. During the next forty-four years the field produced 736 million barrels and had another 970 million barrels remaining. In 1980 the US was estimated to have between 27 and 30 billion barrels of reserves. In 2013 the US Energy Information Administration estimated US proven oil reserves at 29 billion barrels, even though American oil fields had produced about 80 billion barrels of oil between 1980 and 2013.

Back in 1973, US Foreign Service officer James Akins dryly observed: “Oil experts, economists, and government officials who have attempted in recent years to predict the future demand and prices of oil have had only marginally better success than those who foretell the advent of earthquakes or the second coming of the Messiah.” Keeping Akins’s admonition firmly in mind, what does future energy demand look like?

In their April 2013 study “The Global Energy Outlook,” Duke University researchers Richard Newell and Stuart Iler comprehensively review petroleum consumption and production estimates from the US Energy Information Administration, the International Energy Agency, and the oil companies ExxonMobil and BP. Those estimates more or less converge on an increase in consumption from the current 88 million barrels per day to around 110 million barrels per day in 2035. Similarly, they project that natural gas demand will rise from 320 billion cubic feet per day now to somewhere between 462 to 514 billion cubic feet per day in 2035. They do further note: “While energy consumption continues to grow, it is growing at a slower rate as energy continues to decouple from economic growth, due to structural transformation in the economy and technological improvements in energy efficiency. Fossil fuels will continue to dominate the energy mix, but their share is falling, and for the first time the absolute level of some fossil fuels looks ready to plateau and then potentially decline.”

All of the energy consumption estimates reported by Newell and Iler incorporate assessments concerning likely improvements in energy efficiency and production technologies, as well as the adoption of subsidies for renewables and prices on carbon dioxide emissions. For example, ExxonMobil’s 2014 Outlook for Energy report assumes that rich developed countries will impose carbon dioxide emissions control measures that amount to “an implied cost of CO2 emissions that will reach about $80 per tonne in 2040.” Similarly, the consultancy Synapse Energy Economics projected in its 2012 report that carbon dioxide prices would range between $35 and $90 per ton by 2040.

What will the price of oil be in the future? One can find just about any estimate one wants. For example, in late 2013, Reuters polled twenty leading oil industry experts and obtained estimates for 2020 prices ranging from $70 to $160 per barrel. The International Energy Agency projects that the price of oil will be around $128 per barrel (2012 dollars) in 2035.

In their analysis of commodity super-cycles, Erten and Ocampo report: “In contrast to these trends in non-oil commodity prices, real oil prices have experienced a long-term upward trend, which was only interrupted temporarily during some four decades of the twentieth century.” This suggests that the price of oil will not likely fall back to its 1998 average of $17 per barrel (2014 dollars). High oil prices have, however, drawn forth substantial investments in new production. Later in this decade, extra supplies of crude will meet weakening demand as the super-cycle decelerates, resulting in falling prices.

Harvard University analyst Maugeri also argues that recent big investments in production and innovation will enable oil producers to bring an additional 18 million barrels of oil per day to the market by 2020, raising global production to around 110 million barrels per day. “The age of ‘cheap oil’ is probably behind us,” writes Maugeri, “but it is still uncertain what the future level of oil prices might be. Technology may turn today’s expensive oil into tomorrow’s cheap oil.” By cheap oil, Maugeri means the $20 to $30 per barrel price that prevailed during most of the last half of the twentieth century. He believes that the trend toward more production will tend to stabilize the price of oil after 2015. Maugeri’s suggestion that oil prices could dip below $50 per barrel in the near term was realized in January 2015 when the price for benchmark West Texas Intermediate crude hovered around $45 per barrel, but he generally assumes that the price will remain above $70 in the run-up to 2020.

Despite reassuring petroleum reserve estimates and the downward pressure on prices that increased production and the waning of the current commodity super-cycle generates, a peak oil crisis might still happen. How? Through political mismanagement.



Political Peak Oil

“The real problems concerning future oil production are above the surface, not beneath it, and relate to political decisions and geopolitical instability,” notes Maugeri. It is a disquieting fact that government-owned oil companies control nearly 90 percent of the world’s oil reserves and produce about 75 percent of current supplies. Not guided by the profit motive to take future income into account, governments use their state-owned oil companies to plunder petroleum reserves as quickly and as messily as possible, often using oil revenues to buy off restive populations. In the wake of the Arab Spring uprisings in 2011, Saudi Arabia’s monarchy bought social peace by quickly boosting wages by $130 billion; Algeria announced a $156 billion infrastructure and jobs program; and Kuwait gave every citizen $3,600 and fourteen months of free groceries. In addition, tens of billions of dollars generated by government-owned oil companies are diverted into the private offshore accounts of corrupt politicians. Some scholars have dubbed this depressing dynamic the “oil curse.”

Consequently, government oil companies typically underinvest, with the result that oil production is far less than is technically and economically possible. According to Maugeri, private oil companies currently recover about 35 percent of the petroleum in a typical oil field. If that recovery factor could be increased by another five percentage points, it would boost worldwide recoverable reserves by more than all of Saudi Arabia’s current proven reserves. The oil recovery rates for government-owned oil companies are, however, much lower than those of private companies. “The oil recovery rate is well below 25 percent, because of old technologies, reservoir mismanagement, limited investment,” explains Maugeri. He estimates that the recovery rate for several major oil-producing countries—including Russia, Iran, Venezuela, Kuwait, and Iraq—is actually below 20 percent.

As noted earlier, lots of the world’s oil is unfortunately produced by government-owned companies run by corrupt regimes. Besides those just listed, there are the basket cases of Nigeria, Chad, Sudan, Angola, and Libya—and that’s just in Africa. If an “oil crisis” fails to materialize, it will be chiefly because nimble private oil companies will have succeeded in boosting production capacity in enough places around the world that temporarily losing one or two major producers to incompetence or malice won’t matter much. But the sad fact is that the world’s energy security would be a lot greater if more of the world’s oil and gas resources were in the hands of private companies. Peak oil, if it occurs, will be the result of human folly and government greed, not because the world has suddenly run out of crude.

Finally, it should be noted that many environmentalists aren’t scared that we will soon run out of oil; instead, they fear that we won’t. Why? Because they worry about the effect the carbon dioxide emitted into atmosphere by burning all that oil will have on the climate. Let’s set that concern aside until the chapter asking “Can We Cope with the Heat?”



“Nature makes a drought, but man makes a shortage”

That’s the trenchant slogan that Leiden University College water resource economist David Zetland uses to sum up how bureaucratic mismanagement of supply and demand in most countries pervasively misallocates water. He also makes the intellectually elegant point that people must not confuse scarcity and shortages. Scarcity arises from the fact that human wants are boundless while the resources to satisfy them are limited. Since we can’t have it all, we manage the scarcities engendered by our desires by allocating our time and money between competing goods and services.

For example, if a person chooses to redo her kitchen, then she can’t afford to jet off to a ski vacation. Demand and supply ensure that there is no shortage of cabinets or hotel rooms in Aspen. A shortage occurs when cabinets or hotel rooms are not available at any price. This generally occurs when governments push the price of a good or service below the cost of supplying them to consumers. Older Americans may remember how shortages of all kinds broke out in the 1970s when President Richard Nixon imposed wage and price controls. “Scarcity leads to shortage when water managers fail to balance supply and demand,” notes Zetland.

“Scarcity and shortage are the same for water as they are for other goods—except that most other goods are traded in markets in which rising and falling prices balance supply and demand to prevent shortages,” explains Zetland. Nearly every good is scarce, but in market economies, shortages for most goods rarely occur. The chief problem with water is that it is mostly supplied by government agencies or government-sanctioned monopolies whose prices are purposely held below the actual costs of supplying water. This is essentially a system of government price controls and the predictable result is a shortage. “Underpricing (or zero pricing in some cases) has sustained overuse: if markets delivered Porsche cars at give-away prices, they too would be in short supply,” observes the United Nations Development Program’s 2006 Summary Human Development Report 2006—Beyond Scarcity: Power, Poverty and the Global Water Crisis.

Zetland also notes, “The supply of water on the planet is fixed, but useful supplies are not.” Unfortunately, the useful supplies are being badly misallocated. The good news is that between 1990 and 2010, over 2 billion people gained access to improved drinking water sources, such as piped supplies and protected wells. Nevertheless, some 780 million still do not have access to safe water, and as a consequence, 3,000 children die every day of preventable diarrheal diseases. Even now, 3.6 billion people—about half the world’s population—still do not have access to water piped to their homes, compounds, or yards.

Claims that the world is running out of water are wrong, but it is true that foolish policies are creating and exacerbating shortages. For example, irrigation for agriculture is the biggest use for water in most of the world. Unfortunately, nearly every country subsidizes water for their farmers, thus encouraging them to overuse the resource. In the United States, resource economist Delworth Gardner, a professor emeritus at Brigham Young University, once calculated that the total cost to society of a typical federal irrigation project is $400 per acre-foot of water (an acre-foot is the amount of water it takes to cover one acre to a depth of one foot). The market value of the water ranges from $50 to $100 per acre-foot, but farmers usually pay the Bureau of Reclamation about $20 to $30. In other words, US farmers are often paying less than a tenth of the cost of supplying them with water. If water prices reflected the actual costs of supplying it, then farmers would be encouraged to conserve water by shifting to less thirsty crops or from furrow irrigation to drip irrigation. So the first step toward addressing water shortages is for governments to stop subsidizing people to waste it.

Although unraveling the current mess will be politically difficult, clearly the next step would be to allocate secure property rights in water to people who can then sell and trade water in markets much like any other good. Let’s say that water supplies are allocated initially to farmers. If cities and businesses had a higher demand for water, they could then bargain with the farmer owners for secure supplies and both sides would benefit. Even better from the point of view of conservationists, water could be purchased from farmers so that it could be left in streams to protect and nurture fish and other riparian wildlife. In this way, markets make it easier to allocate water to its highest best use and for farmers to earn new income.

Can markets adequately provide safe drinking water, even to poor people? First, the plain fact is that governments and government monopolies, especially in developing countries, have been terrible at supplying water to their citizens.

In his 2006 monograph Water for Sale: How Business and the Market Can Resolve the World’s Water Crisis, economic analyst Fredrik Segerfeldt from the Swedish think tank Timbro makes the case that water privatization can go a long way toward quenching the thirst of the poor. Segerfeldt points out that public water systems in developing countries generally supply politically connected wealthy and middle-class people, whereas the poor are not hooked up to municipal water mains. Segerfeldt cites one study of fifteen countries that found that in the poorest quarters of their populations, 80 percent of the people were not hooked up to water mains. Of course, the poor don’t just die of thirst; they just pay more—generally a lot more—for their water.

“Contractors often drive tankers to poor districts, selling water by the can, in which case the very poorest of the world’s inhabitants are already exposed to market forces but on very unfair terms, because water obtained like this is on average twelve times more expensive than water from regular water mains, and often still more expensive than that,” notes Segerfeldt. A survey of major cities in developing countries found that the poor in Lagos, Nigeria, pay 4 to 10 times more for their water than people who are hooked up to water mains do; in Karachi, Pakistan, they pay 28 to 83 times more; in Jakarta, Indonesia, 4 to 60 times; and in Lima, Peru, 17 times more. Essentially, the rich get cheap tap water while the poor pay the moral equivalent of Perrier prices.

Some countries have now turned to the private sector and multinational companies for help in providing their thirsty poor citizens with water. Privatization can mean selling entire water supply and treatment systems to private owners; long-term leases of water supply systems; or contracts to manage public water systems. In practical terms, the usual arrangement is a long-term lease. So far, only 3 percent of the poor in developing countries get their water from private-sector water systems. However, these initial projects have provoked an outcry by anti-privatization activists around the world against a “global water grab” by giant corporations.

Segerfeldt shows that even imperfect privatization efforts have already successfully connected millions of poor people to relatively inexpensive water where government-funded efforts have failed. For example, before privatization in 1989, only 20 percent of urban dwellers in the African nation of Guinea had access to safe drinking water; by 2001, 70 percent did. The price of piped water increased from 15 cents per cubic meter to almost $1, but as Segerfeldt correctly notes, “before privatization the majority of Guineans had no access to mains water at all. They do now. And for these people, the cost of water has fallen drastically. The moral issue, then, is whether it was worth raising the price for the minority of people already connected before privatization in order to reach the 70 percent connected today.” In Cartagena, Colombia, privatization boosted the number of people receiving piped water by 27 percent. Even the controversial privatization in Buenos Aires saw the number of households connected to piped water rise by 3 million; 85 percent of the new customers lived in the poor suburbs of the city. Segerfeldt cites other successful privatizations in Gabon, Cambodia, Indonesia, and Morocco.

Oddly, the freshwater chapter in the IPCC 2014 Adaptation report fails to mention markets or prices as a way to manage water scarcity. The report does, however, note: “Barriers to adaptation in the freshwater sector include lack of human and institutional capacity, lack of financial resources, lack of awareness, and lack of communication.” Markets and prices are precisely the institutions that increase the capacity to manage scarce resources, provide financing, increase awareness, and enhance communication. It is sadly the case that there is a general tendency on the part of governments and activists to fiercely resist markets and property rights as ways to protect and control resources and environmental amenities until public mismanagement finally provokes a crisis. But as we’ve seen, such crises have been and will continue to be resolved by adopting the institutions of the market.



Peak Everything Redux

Back in 1972, the computer modelers for The Limits to Growth calculated 42 years ago that known world copper reserves would be entirely depleted in 36 years, lead in 26 years, mercury in 13 years, natural gas in 38 years, petroleum in 31 years, silver in 16 years, tin in 17 years, tungsten in 40 years, and zinc in 23 years. In other words, most of these nonrenewable resources would be entirely used up before the end of the twentieth century.

Being sensible folks and desiring to be conservative in their predictions, they recognized that it was very likely that undiscovered reserves would be found and that technological improvements in extracting resources would occur. So just to be generous, they made the same depletion calculations with known reserves increased fivefold. At exponential consumption rates that they expected to unfold, they calculated after a gratuitous fivefold increase in resources there would now be only 15 years of aluminum left, 8 years of copper, 1 year of mercury, 9 years of natural gas, 10 years of petroleum, 2 years of silver, 21 years of tin, and 10 years of zinc.

As noted earlier, the recent general increase in commodity prices spurred on by rising demand during the current economic super-cycle has called forth screeds warning of “the race for what’s left” and “peak everything.” Are the depletionists right this time? Not really.

Mineral reserves are generally defined as ores that now are economically and technically practical to extract, while resources are ores for which reasonable prospects exist for eventual economic extraction. Based on current consumption rates, the US Geological Survey in its 2014 Mineral Commodity Summaries report estimates that the world has 108 years of reserves of bauxite, which is used to produce aluminum. The USGS further estimates that total bauxite resources amount to 75 billion tons, which would last as much as 290 years at current rates of production. Similarly, at current consumption rates, known copper reserves will last 41 years. The USGS estimates known resources of copper at about 1.8 billion tons and total resources, including undiscovered deposits, at 3.1 billion tons. This suggests that at current rates of production there is a 105-year to 182-year supply of copper. Known lead reserves will last 16 years, although the USGS estimates that lead resources equal 2 billion tons and that would mean a supply lasting somewhat more than 370 years.

Mercury reserves are enough to last another 53 years, but the USGS notes, “The declining consumption of mercury, except for small-scale gold mining, indicates that these resources are sufficient for another century or more of use.” Current silver, tin, tungsten, and zinc reserves will respectively last 20, 20, 49, and 19 years more. While not making a formal estimate, the USGS notes that world tin resources “if developed, could sustain recent annual production rates well into the future.” Zinc resources would last 141 years.

During the last decade the price of steel has escalated. Does this signal imminent depletion? The USGS reports that known world iron ore reserves are 170 billion tons and world resources amount to 800 billion tons. In 2013, the world mined about 3 billion tons of ore. This implies that at current rates of production known iron ore reserves and resources would last 57 years and 667 years, respectively. Other metals are used to harden iron into steel, including chromium and manganese, both of which have also experienced an increase in their prices. With regard to chromium, the USGS simply notes: “World resources are greater than 12 billion tons of shipping-grade chromite [chromium ore], sufficient to meet conceivable demand for centuries.” Known reserves of manganese amount to 570 million tons, of which 17 million were mined in 2013. This suggests that known reserves could supply world demand for 33 years. The USGS just states that “land-based manganese resources are large.”

Why does the horizon of known mineral reserves never go out further than a few decades? Basically because miners and technologists do not find it worthwhile to discover new sources and develop new production techniques until markets signal that they are needed. How this process evolves is encapsulated by the 2014 USGS report, which notes: “In 1970, identified and undiscovered world copper resources were estimated to contain 1.6 billion metric tons of copper, with reserves of about 280 million metric tons of copper. Since then, almost 460 million metric tons of copper have been produced worldwide, but world copper reserves in 2013 were estimated to be 690 million metric tons of copper, more than double those in 1970, despite the depletion by mining of more than the original estimated reserves.”



Ever More Peaks

Based on USGS data, stocks of industrially important metals do not seem to be in imminent short supply, but are we on the verge of running out of other critical nonrenewable resources? General commodity price increases generated by the current economic super-cycle has certainly drawn a lot of would-be diviners of disastrous depletion into the public square.

Consider recent alarms about “peak fertilizer.” In the 1840s German chemist Justus von Liebig became the “father of the fertilizer industry” when he discovered that applying nitrogen, phosphorus, and potash to crops boosted yields. Soon farmers began spreading phosphorus-rich imported guano, obtained from the ancient congealed droppings of seabirds found on deserted oceanic islands, on their fields. Now phosphorus and potash (potassium oxide) are mined.

In their April 20, 2010, article “Peak Phosphorus,” in the journal Foreign Policy, James Elser and Stuart White warned that there may be only enough phosphorus to satisfy agricultural demands for the next thirty to forty years. Failing to meet the challenge of peak phosphorus would mean, they argued, that “humanity faces a Malthusian trap of widespread famine on a scale that we have not yet experienced.” In 2012, famed financier Jeremy Grantham joined the peak phosphorus parade and added peak potash to the cavalcade in a column published in the science journal Nature. “There is the impending shortage of two fertilizers: phosphorus (phosphate) and potassium (potash). These two elements cannot be made, cannot be substituted, are necessary to grow all life forms, and are mined and depleted. It’s a scary set of statements,” warned Grantham. “What happens when these fertilizers run out is a question I can’t get satisfactorily answered and, believe me, I have tried.”

Evidently, Grantham and others alarmed about the possibility of running out of fertilizer did not look very hard for satisfactory answers to worries about peak phosphorus and potash. The USGS estimates that current reserves of phosphate rock will last 300 years at current rates of production. The estimated total resources of phosphate rock would last over 1,300 years. Similarly, known supplies of potash would last 101 years at current rates of usage. Total world estimates of potash resources would last 7,000 years. And finding and applying more phosphorus is not the only way to boost yields.

Biotechnologists are exploring ways to design crop plants that greatly increase the efficiency with which they use phosphorus. In recent low-phosphorus experiments biotech-enhanced soybeans produced nearly fifty more seeds than conventional varieties. The development of such nutrient-efficient crops would substantially reduce the volume of fertilizer needed to grow a given amount of food, and ease whatever pressures there might be on reserves of the minerals. The invention of resource-sparing technologies is a pervasive feature of the modern economy, empowering people to get ever more value out of less material.

Other peak prognosticators focused their attention on lithium. Lithium is the element at the heart of the batteries that green-energy enthusiasts hope will spark an electric car revolution. But in 2007, William Tahil, a researcher with the France-based consultancy Meridian International Research, fueled the “peak lithium” meme with his report, “The Trouble with Lithium.” Tahil’s analysis alarmingly concluded that there is “insufficient economically recoverable lithium available in the Earth’s crust to sustain electric vehicle manufacture in the volumes required.” Tahil added, “Depletion rates would exceed current oil depletion rates and switch dependency from one diminishing resource to another.” Is Tahil right?

Looking once again at USGS reserve and resource assessments, one finds that the agency estimates that at current production rates the reserves of lithium would last 371 years and the estimated resources would last 1,142 years. Of course, if demand for electric vehicles takes off, production would have to increase significantly. Perhaps a good way to think about future demand for lithium is to consider that 9 kilograms (about 20 pounds) of it goes into the Tesla Model S 990-pound battery pack. The Tesla can go about 250 miles on a single electric charge. A ton of lithium is enough to produce 111 Tesla batteries, and in 2013 the world produced 35,000 metric tons of lithium. Current lithium production could therefore notionally supply batteries to power just under 3.9 million Tesla Model S cars. In 2013, US-based automakers produced just over 11 million vehicles. Assuming that all used the same batteries as the Tesla Model S implies a consumption of about 100,000 metric tons of lithium annually. At that rate, reserves would last 123 years, and estimated resources 380 years.

A 2011 study on global lithium availability by researchers at the University of Michigan and Ford Motor Company estimated that the cumulative twenty-first-century demand for lithium would likely range between 12 and 20 million tons, depending on assumptions regarding economic growth and recycling rates. “Even with a rapid and widespread adoption of electric vehicles powered by lithium-ion batteries, lithium resources are sufficient to support demand until at least the end of this century,” concluded the researchers. Similarly, a 2011 study of future lithium demand and supply by researchers at the University of California at Berkeley concluded: “Eventually, on the order of 1 billion 40 kWh Li-based EV batteries can be built with the currently estimated reserve base of lithium.”

In this supposed “century of declines,” it is child’s play for peddlers of the limits-to-growth meme to seize on any hike in the price of some raw material and solemnly declare that it signals “peak whatever.” And so it was when the prices of rare earth metals like neodymium and dysprosium began to ascend. Let’s look specifically at neodymium. It is used extensively to produce permanent magnets found in everything from magnetic disk readers and cell phones to wind turbines and automobiles. For example, the magnets that drive a Prius hybrid’s electric motor use more than two pounds of neodymium. Interestingly, neodymium magnets were invented in the 1980s to overcome the global cobalt supply shock that occurred as the result of internal warfare in Zaire. Because China can more cheaply produce neodymium than any other country in the world, that country is the source of about 90 percent of the world’s neodymium. In 2010, China’s government warned that it would begin restricting exports of neodymium (and other rare earth metals) in order to ensure supplies for its own manufacturers.

The announcement of China’s intended export restrictions unsurprisingly excited peakists into spreading alarm about peak rare earths. To counteract the supposedly impending global shortages, Rep. Mike Coffman (R-CO) introduced in March 2010 his Rare Earths Supply-Chain Technology and Resources Transformation (RESTART) Act. The RESTART Act would offer federal loan guarantees to mining and refining companies to re-create in five years a domestic rare earth minerals industry. Rare earth minerals independence, if you will. The bill apparently died from lack of action in 2011, perhaps because the prices of rare metals fell fast. “Global market forces are leading to positive changes in rare earth supply chains and a sufficient supply of most of these materials likely will be available to the defense industrial base,” noted a comprehensive review of industrial raw materials supplies by the Department of Defense in late 2013. The report further observed, “Prices for most rare earth oxides and metals have declined approximately 60 percent from their peaks in the summer of 2011.” Why did prices fall? As the DOD review reports, “One factor contributing to reduced demand is the substitution of other materials for rare earth materials.” For example, Tesla Motors installs induction motors that do not use rare earths; LumiSands in Washington State has developed LED lights that replace rare earths with abundant silicon.

In addition, China’s threat to create a rare earths cartel provoked exploration and the opening of new mines around the world, including in the United States, Australia, and Malaysia. “There are over 400 rare earth projects under review globally, approximately four dozen of which may be considered in advanced stages of development in over a dozen countries worldwide,” notes the DOD review. This is exactly the response that one would expect to higher prices. By January 2015, rare earth prices were 8 percent below their 2011 highs.

Kudos must be given to tireless and imaginative peakists for their astonishing ability to foment alarm about the future availability of rare earth metals. The USGS estimates that at current levels of consumption, the known reserves of rare earths will last 1,272 years. The agency doesn’t bother with providing figures for the ultimately recoverable resource base, simply noting that “undiscovered resources are thought to be very large relative to expected demand.”

Proponents of peak depletion get it wrong because they treat natural resources as fixed stocks, failing to take into account the inherent dynamics of market forces and technological innovation. Amazingly, some still claim that the era of cheap resources is over, when in point of fact nearly all resources in the past were much more expensive than they are today, even taking into account the current super-cycle.

Resources are defined by advancing human knowledge and technology. A deposit of copper is just a bunch of rocks without the know-how to mine, mill, refine, shape, ship, and market it. “Innovation has arguably been the dominant force in determining the path of real prices for primary commodities over the past three and a half centuries,” assert economists Harry Bloch and David Sapsford. They add, “The influence of innovation has been sufficient to result in negative trends in real prices for numerous individual commodities and for aggregate indexes of commodities. The negative trends occurred in spite of massive increases in output with growth in the world economy.”



Richer Means Cleaner

The folks who put together The Limits to Growth back in 1972 concluded that if humans were somehow able to overcome all other “limits,” pollution would still do us all in. “Virtually every pollutant that has been measured as a function of time appears to be increasing exponentially,” read the report. It turns out that they were making this exponentialist prediction just as a wealthier United States was reaching the per capita income thresholds at which citizens begin to demand better environmental quality. Happily, once again, the new Malthusians had things exactly backward.

Consider that the EPA reports that between 1980 and 2011, US gross domestic product increased 128 percent, vehicle miles traveled increased 94 percent, energy consumption increased 26 percent, and the US population grew by 37 percent. During the same time period, total emissions of the six principal air pollutants dropped by 63 percent.

Why does pollution peak and then fall? More than two decades ago, economics scholars noted that when incomes begin to rise, pollution gets worse—until it doesn’t. Income and pollution data from around the world have revealed that there are various per capita income thresholds at which air and water pollutants begin to decline. This discovery has been dubbed the Environmental Kuznets Curve (EKC). The Environmental Kuznets Curve hypothesis posits that environmental conditions initially deteriorate as economic growth takes off, but later improve when citizens with rising incomes demand better quality environmental amenities. There is still considerable debate over the empirical reality of this hypothesis, but a 2011 meta-analysis based on 878 observations from 103 empirical EKC studies (1992 to 2009) reports that its results “indicate the presence of an EKC-type relationship for landscape degradation, water pollution, agricultural wastes, municipal-related wastes, and several air pollution measures.” The best evidence backs the notion that increasing wealth from economic growth correlates with a cleaner natural environment—that is to say, richer becomes cleaner.

While levels for many pollutants are falling in rich developed countries, it must be acknowledged that globally, pollution from industrial and agricultural production continues to rise. When can we expect this beneficial dynamic to take hold in other countries?

Recent data suggests that sulfur dioxide emissions even from rapidly industrializing China may have peaked in 2006 and have begun declining. Earlier studies cite evidence for a pollution turning point at which people begin to demand reductions in sulfur dioxide emissions when their per capita annual incomes reach a threshold of around $10,000 (purchasing power parity). The researchers in that study concluded, “One important lesson here is that it is possible to reduce emissions that are by-products of a modern economy, without sacrificing long-term growth.”

In the face of the overwhelming evidence to the contrary, why do so many Americans still believe that air pollution is getting worse? When crime rates fall, mayors, police chiefs, and district attorneys are eager to spread the news and take the credit. But when pollution levels fall, environmentalists and environmental bureaucrats show a peculiar reluctance to cheer. The difference is that the environmental movement uses scare stories to raise money for their campaigns: no crisis, no money, no movement. In other words, Americans believe that air pollution is getting worse, as cynical as it sounds, because activists make a living peddling fear.



Doing More with Less

Jesse Ausubel, head of the Program for the Human Environment at Rockefeller University, and his colleagues point out: “If consumers dematerialize their intensity of use of goods and technicians produce the goods with a lower intensity of impact, people can grow in numbers and affluence without a proportionally greater environmental impact.” In fact, that is happening. Modern economic growth is generally the result of constantly figuring out how to do more with less.

University of Manitoba natural scientist Vaclav Smil points out that modern technology enables humanity to create ever more value using less and less material. For example, the amount of energy it takes to produce goods has dropped steeply. Today it takes only 20 percent of the energy it took in 1900 to produce a ton of steel. Similarly, it now takes 70 percent less energy to make a ton of aluminum or cement and 80 percent less to synthesize nitrogen fertilizer than it did in 1900. In addition, technologist Ramez Naam shows that the amount of energy used to heat an average house in the United States is down 50 percent since 1978. The amount of energy needed to desalinate a gallon of water has plunged 90 percent since 1970. LED lights use about ten times less energy than incandescents. Humanity has gotten richer over the past couple of centuries not chiefly by doing more of the same old things, but by developing better recipes.

Excluding construction materials, Smil calculates that in the United States it once took about 10 ounces of materials back in 1920 to produce a dollar’s worth of value, but that is now accomplished using only about 2.5 ounces, yielding a 75 percent decline in material intensity.

With regard to energy consumption, the American economy between 1970 and 2010 has wrung ever more value out of each kilowatt-hour and gallon of gasoline. A 2013 study by the green lobby group the Alliance to Save Energy reported, “Over the past forty years, the United States made significant gains in energy productivity. U.S. economic output expanded more than three times since 1970 while demand for energy grew only 50%.” The ASE study also cited data from the energy conservation think tank the Rocky Mountain Institute suggesting that “if energy productivity had remained constant since 1970 [when about 68 quadrillion Btu (Q or quad) were consumed], the U.S. would have consumed 207.3 quadrillion Btu in 2007, when it actually only consumed 101.6 quads.” A quad is roughly equivalent to 170 million barrels of oil.

While the ever more efficient use of energy and materials results in relative dematerialization—less stuff yielding more value—the overall trend has been to extract more and more materials from the earth and the biosphere. “There can be no doubt that relative dematerialization has been the key (and not infrequently the dominant) factor promoting often massive expansion of material consumption,” writes Smil. “Less has thus been an enabling agent of more.” For example, the 11 million cell phones in use in 1990 each bulked about 21 ounces for total overall mass of 7,000 tons. By 2011 cell phones averaged about 4 ounces, but the total weight of all 6 billion had increased a hundredfold to 700,000 tons.

As increases in efficiency make goods cheaper, people demand more of them. Initially this calculation makes it appear that people are using more resources rather than less, but this is likely wrong. Consider that billions of smartphone users living in poorer countries have skipped over the resource-intensive phase of building out millions of miles of wire phone lines, deploying tens of millions of clunky desktop computers and printers for both the home and the office, cameras and film processing, and so many other capabilities that are now embodied in four-ounce phones.

Nevertheless, Smil doubts that the current trajectory of dematerialization will speed up enough so that relative declines in material consumption translate into aggregate declines—that is, using absolutely less material while creating more value in goods and services. “The pursuit of endless growth is, obviously, an unsustainable strategy,” he asserts. But what is “endless growth”? People don’t want electricity, grain, housing, automobiles, and so forth. What they want is lighting, tasty food, comfortable lodging, and convenient transportation.

As a plausible scenario of how demand for materials could rise, Smil calculates that if automobile ownership in currently poor countries rises to just a third of the level in Japan (600 vehicles per 1,000 people), that would double the global fleet to 2.2 billion vehicles. However, the advent of self-driving vehicles could provide a technological end run around such projections of a growing vehicle fleet. Instead of sitting idle for most of every day, as the vast majority of automobiles do now, cars could be rented on demand.

Researchers at the University of Texas, devising a realistic simulation of vehicle use in cities that took into account issues like congestion and rush-hour usage, found that each shared autonomous vehicle could replace eleven conventional vehicles. Notionally then, it would take only about 800 million vehicles to supply all the transportation services for 9 billion people. That figure is 200 million vehicles fewer than the current world fleet of 1 billion automobiles.

In the Texas simulations, riders waited an average of 18 seconds for a driverless vehicle to show up, and each vehicle served 31 to 41 travelers per day. Less than half of 1 percent of travelers waited more than five minutes for a vehicle. In addition, shared autonomous vehicles would also cut an individual’s average cost of travel by as much as 75 percent in comparison to conventional driver-owned vehicles. This could actually lead to the contraction of the world’s vehicle fleet as more people forgo the costs and hassles of ownership.

In addition, a shift to fleets of autonomous vehicles makes the clean electrification of transportation much more feasible, since such automobiles could drive themselves off for recharging and cleaning during periods of low demand. Such vehicles would also be much smaller and packed more tightly on roads, since they can travel safely at higher speeds than human-driven automobiles. Such a switch would imply the construction of far less material-heavy transportation infrastructure. And fewer vehicles means that much of the 20 percent of urban land devoted to parking can be transformed into housing and businesses.

Smil worries that energy production and consumption technologies are so capital intensive that humanity will be locked into dependence on increasingly scarce and expensive fossil fuels for decades to come. Previous energy supply and consumption transformations have indeed taken decades to play out, but perhaps the energy future will follow a deployment path similar to that of information technologies.

Two decades ago, most prognosticators did not foresee how the world would skip over building landline telephone infrastructure to cellular phones. In fact, worldwide, there are in 2014 only about 1.1 billion fixed telephone landlines compared to more than 7 billion cellular phone subscriptions. I make no predictions, but increasingly cheap solar panels attached to cheap high efficiency batteries powering miserly lights, appliances, and infotech is not out of the question. Trying to forecast how much energy people living in 2100 will be using and what technologies they will be powering is like assembling a committee composed of luminaries like Thomas Edison, Madame Curie, and Albert Einstein in 1900 to accurately project how much energy we use today and how we use it.

Some trends do, in fact, indicate that humanity is withdrawing from the natural world.

In a 2014 analysis, Iddo Wernick, a researcher at Rockefeller University’s Program for the Human Environment, presented data on resource consumption trends that suggests that improving efficiency and changing consumer preferences are outrunning the demands from rising population and affluence to actually reduce in many cases the amounts of material that Americans and the rest of the world use.

Wernick and his colleagues collected consumption data on a hundred materials that have long been used in the US economy. The commodities were sorted into three categories: those in which both intensity of use (kilograms per dollar of GDP) and absolute consumption (kilograms overall) are falling; those in which intensity of use is falling but absolute consumption is still increasing; and those in which both intensity of use and absolute consumption are increasing.

Thirty-six of these materials fall into the first category, including chromium, iron ore, pig iron, copper, lead, and asbestos. Fifty-three fell into the second group, among them corn, electricity, nitrogen, beef, nickel, and petroleum. Wernick believes that many of these commodities will soon reach their absolute peak—that is, the point where an economy decreases its consumption of a material resource even as economic growth and increases in wealth continue to multiply. For example, nitrogen fertilizer use has been essentially flat since the 1980s even as crop yields have risen. US population increased 80 million since 1980, yet the country uses no more water than it did then.

And then there are the eleven commodities for which both intensity of use and absolute amounts are still increasing. These include diamonds, gallium, rhenium, niobium, helium, garnets, and chicken. Wernick pointed out that while the absolute amounts of these eleven commodities are still increasing, the actual tonnage is quite small. Except for chicken, most of the commodities in this group function as technological “vitamins” that enhance the efficiency of many other industrial processes and technologies.

Why chicken? In part, because Americans are substituting it for beef. Program for the Human Environment director Jesse Ausubel outlined an input productivity hierarchy of meats, analogizing beef to getting 12 miles per gallon, pork 40 mpg, chicken 60 mpg, and tilapia and catfish 80 mpg.

How do the trends look in the rest of the world? Those data are much sparser, but Wernick was able to find reliable information in some cases. Japanese aluminum consumption, like US aluminum consumption, peaked in the 1990s. Per capita petroleum consumption peaked in the United States around 1970 and in Japan and South Korea in the 1990s. China and India are both on the early part of their consumption curves for materials, yet Wernick argues that “while Asian countries are at different stages of development, they show similar patterns of eventual saturation.” Ausubel observed that Japan and Europe are paralleling materials consumption patterns identified in the United States. “I expect that in two or three decades it will be the same story in China and India,” he added.

Furthermore, research by Jesse Ausubel and his colleagues suggests that humanity has reached peak farmland. Crop productivity is increasing so much that farmers will increasingly leave more and more land for nature. “The 21st century will see release of vast areas of land, hundreds of millions of hectares, more than twice the area of France for nature,” declared Jesse Ausubel in 2012. In addition, requirements for synthesized nitrogen fertilizer may moderate as crop plants bioengineered to be nitrogen-sparing are deployed.

The development of lab-grown meat could well obviate Smil’s advocacy of a more or less vegetarian diet in order to reduce environmentally damaging material flows. Researchers argue that cultured meat would require up to 99 percent less land, 96 percent less water, and 45 percent less energy, and would produce up to 96 percent less greenhouse gas emissions. As a proof of concept, researchers at New Harvest backed by Google founder Sergey Brin produced a lab-grown hamburger in 2013. The team is now forging onward “building a progressive food system that is sustainable, healthy and humane.”

Banning Garrett, founding director of the Atlantic Council’s Strategic Foresight Initiative, asserts that additive manufacturing “is likely to play a significant role in dramatically increasing the efficiency of resource use and in lowering overall carbon emissions, from the process of manufacturing and to delivering products to the end user. As only the material needed for parts is used, there is nearly zero waste.” The US Department of Energy’s Advanced Manufacturing Office noted, “Additive manufacturing has the potential to vastly accelerate innovation, compress supply chains, minimize materials and energy usage, and reduce waste.” Additive manufacturing is also known as 3-D printing; machines build up new items one layer at a time. The Advanced Manufacturing Office suggested that additive manufacturing can reduce material needs and costs by up to 90 percent. And instead of the replacement of worn-out items, their material can simply be recycled through a printer to return it to good-as-new condition using only 2 to 25 percent of the energy required to make new parts. In addition, 3-D printing on demand will eliminate storage and inventory costs, and significantly cut transportation costs.



Sustainable Development

“The current global development model is unsustainable.” That was the conclusion of the High-Level Panel on Global Sustainability, appointed in 2012 by UN secretary-general Ban Ki-moon to outline the economic and social changes needed to achieve global sustainability. The panel urged world leaders to embrace “a new approach to the political economy of sustainable development.” 

The panel’s report, Resilient People, Resilient Planet: A Future Worth Choosing, specifically cited the definition of sustainable development devised in Our Common Future, another UN report from an expert panel headed by former Norwegian prime minister Gro Harlem Brundtland, issued in 1987. “Sustainable development is development that meets the needs of the present without compromising the ability of future generations to meet their own needs,” declared the Brundtland report.

It turns out that the only form of society that has so far met this criterion is democratic free-market capitalism. How can that be? Let’s take a look at the two terms, sustainable and development. With regard to most of human history, there has been precious little in the way of development. The vast majority of people lived and died in humanity’s natural state of disease-ridden abject poverty and pervasive ignorance. For example, as British economic historian Angus Maddison shows, economic growth proceeded at the stately pace of less than 0.1 percent per year in Western Europe between AD 1 and 1820, rising in constant dollars from $425 in AD 1 to $1,200 in 1820. World per capita GDP rose from $467 in AD 1 to $666 in 1820.

And what about the other term, sustainable? Again, looking across history and the globe, we know for a fact that there have been until now no sustainable societies. All of the earlier civilizations in both the Old and New Worlds collapsed at various times—for example, Babylonia, Rome, the Umayyad Caliphate, Harappan, Gupta, Tang, Songhai, Mayan, Olmec, Anasazi, Moche, just to mention a few. Of course, collapse in this context doesn’t mean that everybody died, but that their ways of life radically shifted and often much of the population migrated to other regions. In other words, history provides us with no models of sustainable development other than democratic capitalism.

Every one of these earlier ultimately unsustainable societies was what economics Nobelist Douglass North and his colleagues call, in Violence and Social Orders: A Conceptual Framework for Interpreting Recorded Human History, “natural states.” Natural states are basically organized as hierarchical patron-client networks in which small, militarily potent elites extract resources from a subject population. The basic deal is a Hobbesian contract in which elites promise their subjects an end to the “war of all against all” in exchange for wealth and power. 

Natural states operate by limiting access to valuable resources—that is to say, by creating and sharing the rewards of monopolies. One fundamental downside to this form of social organization is that innovation, both social and technological, is stifled because it threatens the monopolies through which elite patrons extract wealth. But why don’t extractive elites encourage economic growth? After all, economic growth would mean more wealth for them to loot.

In their 2012 book Why Nations Fail: The Origins of Power, Prosperity, and Poverty, MIT economist Daron Acemoğlu and Harvard economist James Robinson largely concur with the analysis of North and his colleagues. They too find that since the Neolithic agricultural revolution, most societies have been organized around “extractive” political and economic institutions that funnel resources from the mass of people to small but powerful elites. The economic and political institutions that produce economic growth are inevitable threats to the power of reigning elites. “The fear of creative destruction is the main reason why there was no sustained increase in living standards between the Neolithic and Industrial revolutions. Technological innovation makes human societies prosperous, but also involves the replacement of the old with the new, and the destruction of the economic privileges and political power of certain people,” they explain. Thus throughout history, reactionary elites have predictably resisted innovation because of their accurate fear that it would produce rivals for their power.

So while natural states do succeed in dramatically reducing interpersonal violence, they have one appalling consequence, as Maddison’s data show: persistently low average incomes. Again, as history teaches, civilizations organized as natural states are not sustainable in the long run.

Lots of thinkers have pondered what causes the collapse of civilizations—that is to say, why they are unsustainable over the long run. Let’s take a brief look at three recent theories of unsustainability: climate change, complexity, and self-organized criticality cascades. In the January 26, 2001, issue of Science, Yale University anthropologist Harvey Weiss and University of Massachusetts geoscientist Raymond Bradley asked, “What Drives Societal Collapse?” They concluded, “Many lines of evidence now point to climate forcing as the primary agent in repeated social collapse.” Basically they argue that abrupt and long-lasting droughts caused the downfall of civilizations in both the Old and New Worlds.

Utah State University anthropologist Joseph Tainter, author of the 1988 classic The Collapse of Complex Societies, asserts that societies fall apart when their problem-solving institutions fail. Tainter argues, “Confronted with problems, we often respond by developing more complex technologies, establishing new institutions, adding more specialists or bureaucratic levels to an institution, increasing organization or regulation, or gathering and processing more information.” 

Tainter maintains that this strategy of building complex institutions ultimately fails as the result of diminishing marginal returns to the social investment in them. Collapse occurs when an accumulation of unaddressed problems overwhelm a society. Interestingly, Tainter notes, “In a hierarchical institution, the flow of information from the bottom to the top is frequently inaccurate and ineffective.”

In a 2002 article, “Why Do Societies Collapse?” published in the Journal of Theoretical Politics, independent political scientist Gregory Brunk argues that societies are self-organizing critical systems. The usual example of self-organizing criticality is a sandpile to which grains of sand are constantly being added. Many land and simply find a place in the pile; some grains land and cause small local avalanches, which soon come to rest; and eventually a grain lands that causes a huge avalanche that changes the shape of the whole pile. In a 2009 article, “Society as a Self-Organized Critical System,” in Cybernetics and Human Knowing, researchers Thomas Kron and Thomas Grund suggest the example of the start of World War I as a social avalanche. In that case, an unlikely series of events involving a lost driver gave Serbian nationalist assassin Gavrilo Princip the opportunity to kill Franz Ferdinand, the archduke of the Austro-Hungarian Empire, and his wife, Sophie. And as the phrase goes, the rest was history.

Brunk suggests the main mechanism by which societies reach a critical point where collapses are realized was outlined by economist Mancur Olson in his 1982 book The Rise and Decline of Nations: Economic Growth, Stagflation, and Social Rigidities. Olson argued that over time interest group politics produces overbureaucratization, essentially re-creating the patron-client networks characteristic of natural states.

These three theories of societal collapse can complement one another. Long duration intense local droughts would no doubt constitute a problem that complex hierarchical institutions would have difficulty solving, thus producing a criticality cascade that results in social collapse. It’s important to stress that all of the social collapses cited by these authors occurred in natural states—that is, societies organized as patron-client networks. In fact, the more recent social collapses—for example, the Soviet Union, Yugoslavia, the Congo, Somalia, Libya, Syria, and Iraq—all also occurred in residual natural states that had persisted into the modern era.

The plain fact is that development (rising incomes, health, and education) occurred only after what North and his colleagues identify as a new form of social organization, open-access social orders, arose during the past two centuries. Open-access social orders are basically democratic free-market capitalist societies and are characterized by the rule of law; the proliferation of private economic, social, religious, and political institutions; and civilian control of the military. In all of history, the only kind of development has been capitalist development, along with parasitical versions of development that some remaining natural states can attain for a while by imitating aspects of open-access social orders, especially by deploying their modern technologies. By 2008, average per capita income in Western Europe was $22,200 and in China $6,800. 

Is free-market development sustainable? After all, it’s only been around for two hundred years. Clearly, the folks on the United Nations High-Level Panel on Global Sustainability don’t think so. In September 2012 a UN-sponsored activist conference issued a declaration, Sustainable Societies, Responsive Citizens, that urged the replacement of “the current economic model, which promotes unsustainable consumption and production patterns, facilitates a grossly inequitable trading system, fails to eradicate poverty, assists in the exploitation of natural resources to the verge of extinction and total depletion, and has induced multiple crises on Earth” with “sustainable economies in the community, local, national, regional and international spheres.”

Perhaps free-market capitalism will prove itself unsustainable in the long run. But I don’t think so. Brunk suggests that humans don’t just take complexity cascades (avalanches) lying down; they attempt to foresee and dampen them. “From this perspective, the fundamental reason that civilization has advanced is because societies have become more adept in addressing the problems caused by complexity cascades [emphasis in original],” claims Brunk. The chief way in which modern societies have “become more adept in addressing the problems caused by complexity cascades” is free markets. Free markets are the most robust mechanism ever devised by humanity for delivering rapid feedback on how decisions turn out. Profits and losses discipline people to learn quickly from and fix their mistakes. Consequently, markets are superb at using trial and error to find solutions to problems.

What about the Brundtland report criterion? There is only one proven way to improve the lot of hundreds of millions of poor people, and that is democratic capitalism. It is in rich democratic capitalist countries that the air and water are becoming cleaner, forests are expanding, food is abundant, education is universal, and women’s rights respected. Whatever slows down economic growth also slows down environmental improvement. By vastly increasing knowledge and pursuing technological progress, past generations met their needs and vastly increased the ability of our generation to meet our needs. We should do no less for future generations.

Top-down bureaucratization of the sort favored by many environmental activists moves societies back in the direction of natural states in which monopolies are secured and run by elites. Innovation would thus stall and the ability of people and societies to adapt rapidly to changing conditions, economic and ecological, via free markets and democratic politics would falter. “Ironically, instead of eliminating all complexity cascades, what the increasing bureaucratization of mature societies may do is increase the impact of the really big cascades when they overwhelm a society’s barricades,” argues Brunk. That’s entirely correct.

What well-meaning activists and UN bureaucrats are trying to do is centrally plan the world’s ecology. History suggests that that would work out about as well for humanity and the natural world as centrally planned economies did.

Economists Lucas Bretschger and Sjak Smulders argue that the decisive question isn’t to focus directly on preserving the resources we already have. Instead, they ask: “Is it realistic to predict that knowledge accumulation is so powerful as to outweigh the physical limits of physical capital services and the limited substitution possibilities for natural resources?” In other words, can increasing scientific knowledge and technological innovation overcome the limitations to economic growth posed by the depletion of nonrenewable resources? And, according to Paul Romer, an economist and founding director of the NYU Stern Urbanization Project, the answer is yes.

Romer has observed, “Every generation has perceived the limits to growth that finite resources and undesirable side effects would pose if no new recipes or ideas were discovered. And every generation has underestimated the potential for finding new recipes and ideas. We consistently fail to grasp how many ideas remain to be discovered. The difficulty is the same one we have with compounding: possibilities do not merely add up; they multiply.” While the production of some supplies of physical resources may peak, there is no sign that human creativity is about to peak.

There is one way to make sure that humanity runs out of resources—by slowing down the rate of technological progress. As it happens, lots of environmentalists advocate a policy that could in fact drastically slow down the rate of technological change—implementing the precautionary principle.
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Never Do Anything for the First Time

I HAVE FRIENDS WHO TOOK THE PRECAUTIONARY STEP of not having their daughter vaccinated against measles, mumps, and rubella. Based on the widely reported results of a very small study in The Lancet, my friends worried that vaccinations might harm their child by making her autistic. During the past two decades, study after study has found absolutely no link between vaccinations and autism. Naturally, I have plied them with information about the safety and health benefits of vaccines, but so far as I know, their daughter, now a teenager, is still unvaccinated against those childhood scourges. My friends’ choice shows that taking a precautionary approach actually provides no sure guidance on what to do when it comes to the risks and benefits of modern technologies.

Never do anything for the first time. The strong version of the precautionary principle much favored by many environmentalists can largely be summarized by that maxim.

Environmentalist advocates of the principle will deny that that is what they are proposing. Instead, they claim that when it comes to evaluating technological risks they merely want society to be guided by the wisdom of the ancient aphorism “Better safe than sorry.” But as we shall see, the precautionary principle as formulated by environmentalists goes much further and presumes that better safety lies in banning or restricting the development of new technologies. Consequently, implementing the strong version of the principle will instead make us “more sorry than safe,” as Case Western Reserve University law professor Jonathan Adler has cogently argued. Why? The central issue is that proponents of the precautionary principle tend to focus on hypothetical dangers while generally failing to consider fully the power of new technologies to reduce risk.

The closest thing to a canonical version of the precautionary principle was devised by a group of thirty-two leading environmental activists meeting in 1998 at the Wingspread Center in Wisconsin. The Wingspread Consensus Statement on the Precautionary Principle reads:

When an activity raises threats of harm to human health or the environment, precautionary measures should be taken even if some cause and effect relationships are not fully established scientifically.

In this context the proponent of an activity, rather than the public, should bear the burden of proof.

The process of applying the Precautionary Principle must be open, informed and democratic and must include potentially affected parties. It must also involve an examination of the full range of alternatives, including no action.

Why was this new principle needed? Because, the Wingspread conferees asserted, the deployment of modern technologies was spawning “unintended consequences affecting human health and the environment,” and “existing environmental regulations and other decisions, particularly those based on risk assessment, have failed to protect adequately human health and the environment.” As a consequence of these unintended side effects and the supposed regulatory inadequacy, the conferees insisted, “Corporations, government entities, organizations, communities, scientists and other individuals must adopt a precautionary approach to all human endeavors [emphasis added].” Contemplate for a moment this question: Are there any human endeavors of which some timorous person cannot assert that it raises a “threat” of harm to human health or the environment?

Unfortunately, parsing the precautionary principle is not a mere academic exercise. Versions of it have been incorporated into numerous international environmental treaties, such as the United Nations Framework Convention on Climate Change, the Cartagena Protocol on Biosafety, and the Persistent Organic Pollutants (POPs) treaty. Other renderings are explicitly integrated into European regulatory law.

Against critics of the principle, Chris Mooney, author of The Republican War on Science, asserts that it “is not an anti-science view, it is a policy view about how to minimize risk.” That’s clearly wrong. Beliefs about how much risk people should be allowed to take or to be exposed to are based on value judgments expressing moral views, not scientific facts.



Proving That Roaming Minotaurs Do Not Really Threaten Virgins

The strong version of the precautionary principle requires that the creator of a new technology or activity, rather than the public, should bear the burden of proof with regard to allaying fears about threats of harm allegedly posed by a new technology. “Assume that all projects or activities will be harmful, and therefore seek the least-harmful alternative. Shift the burden of proof—when consequences are uncertain, give the benefit of the doubt to nature, public health, and community well-being,” explained Peter Montague from the Environmental Research Foundation in 2008. Boston University law professor George Annas, a prominent bioethicist who favors the precautionary principle, clearly understands that it is not a value-neutral concept. He has observed, “The truth of the matter is that whoever has the burden of proof loses.”

Harvard law professor and former administrator of the Office of Information and Regulatory Affairs in the Obama administration Cass Sunstein agrees: “If the burden of proof is on the proponent of the activity or processes in question the Precautionary Principle would seem to impose a burden of proof that cannot be met.” Why can’t it be met? “The problem is that one cannot prove a negative,” notes Mercatus Center analyst Adam Thierer. “An innovator cannot prove the absence of harm, but a critic or regulator can always prove that some theoretical harm exists. Consequently, putting the burden of proof on the innovator when that burden can’t be met essentially means no innovation is permissible.” Just because I can’t prove that no minotaurs roam the woods surrounding my cabin in Virginia, that shouldn’t mean that regulators can, as a precaution, ban virgins from visiting me. (Minotaurs are notoriously fond of the flesh of virgins.)



Anything New Is Guilty

Anything new is guilty until proven innocent. It’s like demanding that newborn babies prove that they will never grow up to be serial killers or even just schoolyard bullies before they are allowed to leave the hospital. The point of maximum ignorance about the benefits and costs of any activity or product is before testing. If testing is not permitted and people can’t gain experience using a new technology, the result amounts to never doing anything for the first time. The precautionary principle clearly is not a neutral risk management tool; it is specifically aimed at bestowing a political veto on new technologies and products onto opponents when one cannot be procured in the marketplace.

Steve Breyman, a professor in the Department of Science and Technology Studies at Rensselaer Polytechnic Institute, has made explicit how he sees the precautionary principle being wielded as a policy tool for radically reshaping modern societies. As he states, “I introduced as part of an overall green plan that included conservation and renewable energy, grass roots democracy, green taxes, defense conversion, deep cuts in military spending, bioregionalism, full cost accounting, the cessation of perverse subsidies, the adoption of green materials, designs and codes, green purchasing, pollution prevention, industrial ecology and zero emissions, etc., the precautionary principle could be an essential element of the transition to sustainability.” It certainly would be good to adopt many of these policies, but his proposals have precious little to do with evaluating the threats to human health or environment allegedly posed by new technologies. Clearly, its boosters do not regard the precautionary principle as just a neutral risk analysis tool; it is a regulatory embodiment of egalitarian and communitarian moral values.

At the heart of the principle is the admonition that “precautionary measures should be taken even if some cause-and-effect relationships are not fully established scientifically.” Of course, all scientific conclusions are subject to revision, and none are ever fully established. Since that is the case, the precautionary principle could logically apply to all conceivable activities, since their outcomes are always in some sense uncertain.

On its face, the strong version of the principle actually forestalls the acquisition of the sort of knowledge that would reveal how safe or risky a new technology or product is. In the case of genetically modified crops, two researchers pointed out, “the greatest uncertainty about their possible harmfulness existed before anybody had yet produced one. The precautionary principle would have instructed us not to proceed any further, and the data to show whether there are real risks would never have been produced. The same is true for every subsequent step in the process of introducing genetically modified plants. The precautionary principle will tell us not to proceed, because there is some threat of harm that cannot be conclusively ruled out, based on evidence from the preceding step. The precautionary principle will block the development of any technology if there is the slightest theoretical possibility of harm.”

Let’s parse the principle a bit more. One particularly troublesome issue is that some activities that promote human health might “raise threats of harm to the environment,” and some activities that might be thought of as promoting the environment might “raise threats of harm to human health.”

“The precautionary principle, for all its rhetorical appeal, is deeply incoherent,” argues Cass Sunstein. “It is of course true that we should take precautions against some speculative dangers. But there are always risks on both sides of a decision; inaction can bring danger, but so can action. Precautions, in other words, themselves create risks—and hence the principle bans what it simultaneously requires.”

Sunstein argues that five different common cognitive biases distort how people view precaution when considering novel risks. First, recent news about hazards come more easily to mind, distracting people’s attention from other risks. Second, people attend far more credulously to worst-case scenarios, even if they are very unlikely to occur. Third, rather than risk a loss, people tend to prefer the status quo even when there is a high probability that a new activity or product will bestow significant benefits. Fourth, a common belief in a benign nature makes technological risks look more suspect. Fifth, people focus on the immediate effects of their decisions and ignore how competing risks play out over the longer run. Sadly, special interests and politicians understand and manipulate these cognitive weaknesses to inflame debates over the safety of technologies they dislike.



Precaution Is Dangerous

Sunstein poses the case of nuclear power, in which opponents claim that the principle says it should not be permitted, yet banning no-carbon nuclear power increases the risks of climate change caused by burning coal to produce electricity. This is not a hypothetical paradox. After a tsunami caused the Fukushima nuclear disaster in Japan, the German government decided to close all of its nuclear power plants. The country is now building more coal-fired electric power plants to replace them, and as a result, its emissions of carbon dioxide are increasing. Is that really the precautionary choice? On what evidence can one answer that question? It’s really all about panic and political pandering. No wonder Sunstein dubbed the precautionary principle the “paralyzing principle.”

Let’s consider several other cases in which the precautionary principle presents paralyzing conundrums. Take the use of pesticides. Humanity has deployed them to better control disease-carrying insects such as flies, mosquitoes, and cockroaches, and to protect crops. Some studies have suggested that modern pesticides have helped decrease crop yield losses from wheat, rice, and corn by as much as 35 percent and losses from soybeans and potatoes by 43 percent. Clearly, pesticide use has significantly improved the health and nutrition of hundreds of millions of people. But some pesticides have had side effects on the environment, such as harming nontargeted species. The precautionary principle’s “threats of harm to human health or the environment” standard gives no sure guidance on how to make a trade-off between human health and the protection of nonpest species.

Defenders of the precautionary principle also frequently point out that it is not really so novel, since it is already embedded in many United States regulatory schemes. As a prime example, proponents often cite as a model the drug approval process of the Food and Drug Administration, in which pharmaceutical companies who want to sell their medicines to the public must first prove that they are safe and effective. However, there is good evidence that the FDA’s ever-intensifying search for safety is achieving the opposite and the agency is now killing more people than it saves.

For example, a 2010 study in the Journal of Clinical Oncology by researchers from the MD Anderson Cancer Center in Houston, Texas, found that the time from drug discovery to marketing increased from eight years in 1960 to twelve to fifteen years in 2010. Five years of this increase result from new regulations boosting the lengths and costs of clinical trials. The regulators aim to prevent cancer patients from dying from toxic new drugs. However, the cancer researchers calculate that the delays caused by requirements for lengthier trials have instead resulted in the loss of 300,000 patient life-years while saving only 16 life-years.

Conversely, speeding up drug approvals—using less caution—evidently saves lives. A 2005 National Bureau of Economic Research study found that, on balance, the faster FDA drug approvals made possible by new funding legislation passed in the 1990s saved far more lives than they endangered. In fact, new drugs saved up to 310,000 life-years compared to 55,000 life-years possibly lost to the side effects of drugs that were eventually withdrawn from the market. As the general counsel for the Competitive Enterprise Institute, a free-market think tank, Sam Kazman, has observed, “Whenever FDA announces its approval of a major new drug or device, the question that needs to be asked is: If this drug will start saving lives tomorrow, then how many people died yesterday waiting for the agency to act?” Precaution is killing people.

Or consider the case of subsidies and mandates for biofuels. Biofuels are supposed to protect us against the harms of climate change (by cutting greenhouse-warming carbon dioxide emissions from using fossil fuels) and to reduce the risks associated with US dependence on foreign oil. Nevertheless, the biofuel boom has resulted in farmers plowing land that once had been sequestered in conservation programs and using more fertilizer to produce corn. This has eliminated considerable swaths of wildlife habitat, and fertilizer runoff has created an extensive low-oxygen dead zone in the Gulf of Mexico. In addition, growing crops for biofuels instead of for food likely contributed to the recent hike in the global price of grains and thus increased hunger in poor countries. The precautionary principle offers no obvious counsel on the proper balance of those risks.

One of the first journalistic instances of the use of the phrase scientific consensus appears in the July 1, 1979, issue of The Washington Post, in an article on the safety of the artificial sweetener saccharin. “The real issue raised by saccharin is not whether it causes cancer (there is now a broad scientific consensus that it does) [parenthetical in original],” reported the Post. This belief was based on experiments in which mice dosed with huge amounts of the sweetener got bladder cancer. Based on this threatening information, the sweetener was listed as a precautionary measure in 1981 in the US National Toxicology Program’s Report on Carcinogens as a substance reasonably anticipated to be a human carcinogen. Thirty years later, the National Cancer Institute reports that “there is no clear evidence that saccharin causes cancer in humans.” In light of this new scientific consensus, the sweetener was delisted as a probable carcinogen in 2000. In this instance precaution was exercised, just as the principle admonishes, because “some cause and effect relationships are not fully established scientifically.” The result was that offering this safe low-calorie sweetener in the marketplace was substantially hindered just as obesity rates in America were skyrocketing.

If pesticides and nuclear power aren’t bad enough, what about the dangers posed by the source of energy that practically defines the modern age, electricity? In 1989, New Yorker staff writer Paul Brodeur launched the fear campaign that electromagnetic fields (EMF) generated by power lines, household appliances, television screens, and electric blankets were causing an epidemic of cancer. Following the model of Rachel Carson’s Silent Spring, Brodeur’s New Yorker articles became the 1993 book The Great Power-Line Cover-up: How the Utilities and the Government Are Trying to Hide the Cancer Hazard Posed by Electromagnetic Fields.

By 1997, the National Academy of Sciences had released a report on EMF based on a three-year review of five hundred epidemiological studies that concluded that “the current body of evidence does not show that exposure to these fields presents a human-health hazard. Specifically, no conclusive and consistent evidence shows that exposures to residential electric and magnetic fields produce cancer, adverse neurobehavioral effects, or reproductive and developmental effects.” A year later, the National Cancer Institute issued a seven-year epidemiological study that found no connection whatsoever between exposure to EMFs and childhood leukemia.

As physicist Robert Park later concluded, “The EMF controversy has faded from view. But think of the damage done in the meantime. Hundreds of millions of dollars were spent in litigation between electric utilities and tort lawyers; homeowners near power lines saw a collapse in property values; municipalities had to pay for new electrical work in schools. The real cost, though, is human—millions of parents were terrified to no purpose.”

Remember the cell phone cancer panic? In January 1993, David Reynard of St. Petersburg, Florida, appeared on CNN’s Larry King Live, where he claimed that his wife died of a brain tumor that developed where she held her cellular phone to her head. Reynard filed a suit against the cell phone’s maker and the phone company. Thus was launched the great cell phone cancer scare, which continues to this day. In 2010, the city of San Francisco, California, specifically citing the Wingspread version of the precautionary principle, passed an ordinance requiring radiation warning labels on mobile phones. It took until 2013 for the city to drop its labeling requirement in the face of lawsuits. The National Cancer Institute now states with regard to cell phones that “to date there is no evidence from studies of cells, animals, or humans that radiofrequency energy can cause cancer.”

Consider also how the precautionary principle would have applied to the introduction of cellular phones. The principle mandates that a new technology not be permitted whenever someone alleges that it might potentially cause harm to human health. So it takes little imagination to think about what would have happened to this increasingly important means of communication had the precautionary principle been invoked as the cell phone cancer scare was spreading through the media. In 1993—when Reynard made his claims—10 million Americans were using cell phones and there were probably fewer than 20 million users around the globe. Today, there are 7 billion mobile phone subscriptions worldwide. By the way, Reynard lost his lawsuit.



New Attacks on New Technologies

The promoters of fear never rest—the modern world abounds in new threatening technologies. Consider, for example, the promising new suite of technologies that comprise synthetic biology. In 2012, a coalition of 111 environmental and social activist groups called for a moratorium on the development of synthetic biology. The activists are worried about researchers into synthetic biology who aim to create a toolbox of standardized intracellular parts that can be used to create novel organisms that do things like clean up toxic wastes, make fuels, or produce medicines. The moratorium declaration specifically cites the Wingspread Consensus Statement as its authoritative version of the precautionary principle. The declarants state, “Applying the Precautionary Principle to the field of synthetic biology first necessitates a moratorium on the release and commercial use of synthetic organisms, cells, or genomes.”

Once the moratorium is in place, the groups want governments to conduct “full and inclusive assessments of the implications of this technology, including but not limited to devising a comprehensive means of assessing the human health, environmental, and socio-economic impacts of synthetic biology.” It’s not just risks to health and environment that are to be weighed, but also social and economic risks that are to be assessed. The Friends of the Earth letter accompanying the call for a moratorium noted that it is “rooted in the precautionary principle and the belief that the health of people and our environment must take precedence over corporate profits.” For what it’s worth, President Obama’s Commission for the Study of Bioethical Issues issued a comprehensive report in 2010, noting that “synthetic biology does not necessarily raise radically new concerns or risks.” The commission explicitly rejected applying the precautionary principle to synthetic biology and instead recommended “an ongoing system of prudent vigilance that carefully monitors, identifies, and mitigates potential and realized harms over time.” The commission concluded that with respect to the benefits and harms of synthetic biology, the current regulatory system is robust enough to protect people and the environment.

Nanotechnology is also being targeted by proponents of the precautionary principle. Nanotechnology basically encompasses a suite of new technologies involving the use of materials at scales measuring in billionths of an inch, including tools like 3-D printing and carbon nanotubes. When it comes to regulating nanotechnology, Georgia Miller from Friends of the Earth asks, “Who is afraid of the precautionary principle?” She argues for “a more comprehensive application of the precautionary principle [that] would see nanotechnology’s broader socio-economic and political implications considered and assessed alongside its toxicity risks.” The proponents of the precautionary principle ultimately hope that blocking the development of new technologies will force the rest of us to submit to the more radically communitarian and egalitarian forms of society and economics that they prefer.



The Seen and the Unseen

Promoters of the precautionary principle argue that its great advantage is that implementing it will help avoid deleterious unintended consequences of new technologies. Unfortunately, supporters are most often focusing on the seen while ignoring the unseen. In his brilliant essay “What Is Seen and What Is Unseen,” nineteenth-century French economist Frédéric Bastiat pointed out that the favorable “seen” effects of any policy often produce many disastrous “unseen” later consequences. Bastiat urges us “not to judge things solely by what is seen, but rather by what is not seen.” Banning nuclear power plants reduces the allegedly seen risk of exposure to radiation while boosting the unseen risks associated with man-made global warming. Prohibiting a pesticide aims to diminish the seen risk of cancer, but elevates the unseen risk of malaria. Demanding more drug trials seeks to prevent the seen risks of toxic side effects, but increases the unseen risks of disability and death stemming from delays in getting effective drugs to patients. Mandating the production of biofuels attempts to address the seen risks of dependence on foreign oil, but heightens the unseen risks of starvation.

Jonathan Adler sensibly asks, “Why is it safer or more ‘precautionary’ to focus on the potential harms of new activities or technologies without reference to the activities or technologies they might displace?” He adds, “There is no a priori reason to assume that newer technologies or less-known risks are more dangerous than older technologies or familiar threats. In many cases, the exact opposite will be true. A new, targeted pesticide may pose fewer health and environmental risks than a pesticide developed ten, twenty, or thirty years ago. Shifting the burden of proof, as the Wingspread Statement calls for, is not a ‘precautionary’ policy so much as a reactionary one.”

As we’ve seen, the precautionary principle privileges the status quo by shifting the burden of proof to the proponents of new activities and technologies. But that’s not all. The rhetoric of the precautionary principle enables its promoters to drape themselves in the mantle of the public interest. The precautionary principle “places the speaker on the side of the citizen—I am acting for your health—and portrays the opponents of the contemplated ban or regulation as indifferent or hostile to the public’s health,” explained Aaron Wildavsky. “The rhetoric works in part because it assumes what actually should be proved, namely that the health effects of the regulation will be superior to the alternative. This comparison is made possible in the only possible way—by assuming that there are no health detriments from the proposed regulation.” In other words, proponents of the precautionary principle are trying to get away with claiming that there are no trade-offs; they assert that their policy of suppressing new technologies guarantees benefits without incurring any risks. But as the pesticide, nuclear power, drug approval, and biofuels examples clearly show, that is simply not true. It is impossible to abate just one risk—there are risks on all sides of any technological process, including the risks of banning it.

Precautionists also ignore another vital fact about progress: All technologies serve as bridges to other technologies, to ever better and safer alternatives. For example, without the production of fossil fuels, humanity would not be in the position to make the costly, knowledge-intensive transition to the solar/hydrogen future that many environmentalists wish to subsidize into existence. One technology leads to another. As dirty as burning fossil fuels may be, they aren’t a tenth as dirty as burning wood. And if the world had not switched to fossil fuels, it might well have been the case that all the world’s forests would have been cut down by now.



Precaution and Perfect Foresight

Embedded in the precautionary principle is the notion that humans can somehow anticipate all of the ramifications of a technology in advance and can tell whether on balance it will be a net benefit or a net cost to humanity and the environment. That’s complete nonsense. Human beings are terrible at foresight. To cite a single example, when the optical laser was invented in 1960, it was dismissed as “an invention looking for a job.” No one could imagine what possible use this interesting phenomenon might be. Of course, now the optical laser is integral to the operation of hundreds of everyday products. It runs our printers, transmits our data on optical telephone networks, performs laser surgery to correct myopia, checks us out at the store, plays our CDs, opens clogged arteries, helps level our crop fields, and so forth. It’s ubiquitous. Yet no one anticipated—no one could have anticipated—how incredibly useful lasers would turn out to be, not even the wisest tribunal of environmentalist seers. Permissionless innovation produces progress.

Consider another case of overwrought precaution. In the 1970s, there were extensive efforts to ban genetic engineering research on precautionary grounds (see the next chapter). As late as 1989, in response to Green Party pressure, German regulators forbade the chemical manufacturer Hoechst to open its then-state-of-the-art biotechnology facility outside Frankfurt to produce pure human insulin using gene-spliced bacteria. The process poses no significant threats and biotech insulin is safer for diabetics to use than was the standard pig and cow insulin sourced from slaughterhouses. The anti-biotech precautionary prohibition doubtlessly harmed German diabetics who would have benefited from nonanimal insulin.

Electricity, automobiles, antibiotics, oil production, computers, plastics, vaccinations, chlorination, mining, pesticides, paper manufacture, and nearly everything that constitutes the vast enterprise of modern technology all have risks. On the other hand, it should be perfectly obvious that allowing inventors and entrepreneurs to take those risks has enormously lessened others. How do we know? People in modern societies are enjoying much longer and healthier lives than did our ancestors, with greatly reduced risks of disease, disability, and early death.

“A generic focus on new products is problematic because they often present lower risks than the older products they are intended to replace and failing to adopt new products can increase risks,” observes a 2013 report from the nonprofit Council for Agricultural Science and Technology. “Regardless of whether the subject is automobiles, pharmaceuticals, pesticides, factories, or a myriad of other products, new technologies are generally safer than the older versions. By imposing a barrier to the introduction of newer technologies, the Precautionary Principle favors the status quo, which could often mean higher risks.”

The precautionary principle is profoundly conservative, privileging the old over the new, the past over the future. It amounts to an argument from ignorance, claiming that the truth of a premise is based on the fact that it has not been proven false, or that a premise is false because it has not been proven true. In this case, the wielders of the precautionary principle can simply assert that any new technology they dislike could be dangerous merely because their claim has not been proven false. Conversely, precautionists can contend that claims for the safety of a new technology are false on the grounds that it has not been proven (sufficiently) true.

Prior to the modern era, most societies were dominated by elites that sought to restrict the range of activities and technologies available to their subjects. For example, on precautionary grounds the samurai during the Tokugawa period in Japan forbade their subjects firearms; the Turkish caliph outlawed printing presses throughout the Middle East and North Africa until 1729; and the Chinese emperor burned all oceangoing vessels in 1525 and restricted ships to having just two masts for sails. Now modern environmentalist elites would similarly restrict access to technologies that they find too dangerous and socially disruptive.

The precautionary principle empowers a self-selected elite of the timorous to obstruct progress for the majority. In a sense, the precautionary principle is a return to the era when clerics and nobles (environmentalist ideologues and bureaucrats today) had the power to halt innovations on the grounds that they were bad for the common folk. The precautionary principle is the opposite of the scientific process of trial and error that is the modern engine of knowledge and prosperity. The precautionary principle impossibly demands trials without errors, successes without failures.



Trial Without Error

“The direct implication of trial without error is obvious: If you can do nothing without knowing first how it will turn out, you cannot do anything at all,” explained Aaron Wildavsky in his 1988 book Searching for Safety. “An indirect implication of trial without error is that if trying new things is made more costly, there will be fewer departures from past practice; this very lack of change may itself be dangerous in forgoing chances to reduce existing hazards.”

Wildavsky added, “Existing hazards will continue to cause harm if we fail to reduce them by taking advantage of the opportunity to benefit from repeated trials.” On the other hand, he suggested, “Allowing, indeed, encouraging, trial and error should lead to many more winners, because of (a) increased wealth, (b) increased knowledge, and (c) increased coping mechanisms, i.e., increased resilience in general.” Wildavsky contends that pursuing a strategy of resilience is a far superior way to mitigate any deleterious side effects of new technologies. Greater knowledge, experience, and wealth gained from technological progress supplies societies and individuals with more options for handling whatever problems might arise, either natural or man-made.



Progress and Safety Happen Only Through Trial and Error

Fortunately, two centuries ago, some societies managed to escape the dead hand of elite rule and embark upon the trial-and-error process embodied in science, the market, and democratic politics. The result of the risks taken by social, economic, political, and scientific innovators is modern prosperity. “The true key to the timing of the Industrial Revolution has to be sought in the scientific revolution of the seventeenth century and the Enlightenment movement of the eighteenth century. The key to the Industrial Revolution was technology, technology is knowledge,” explains Northwestern University economic historian Joel Mokyr in his 2002 book The Gifts of Athena: Historical Origins of the Knowledge Economy. Technology is the productive engine that has enabled some happy portion of humanity to escape from our natural state of abject poverty.

Correspondingly, Timothy Ferris, author of The Science of Liberty: Democracy, Reason, and the Laws of Nature, points out: “Liberalism and science are methods, not ideologies.” Both embody the freedom to explore and experiment, enabling people to more systematically use trial and error to seek truths about the physical and social worlds. Both science and liberalism advance in their goal of better understanding their subject matter by falsifying asserted claims. As Nobel Prize economics laureate Friedrich Hayek argued, “Human reason can neither predict nor deliberately shape its own future. Its advances consist in finding out where it has been wrong.” It is through a continual process of trial and error and success and failure that science and liberalism ultimately yield better ways of doing things.

The modern combination of liberal trial-and-error institutions—limited democracy, free markets, and liberal science—emerged in Western Europe and North America and have been spreading around the globe. Wherever the institutions of liberalism have been embraced, prosperity has followed in their wake. Given all the benefits that modern scientific and technological enterprise has bestowed upon humanity, why would some people be against it? “Technological progress inevitably involves losers, and these losers … tend to be concentrated and usually find it easy to organize,” notes Mokyr. “Sooner or later in any society the progress of technology will grind to a halt because the forces that used to support innovation become vested interests,” he explains. “In a purely dialectical fashion, technological progress creates the very forces that eventually destroy it.”

As Jonathan Adler notes, “Economic interests also have reason to adopt precautionary appeals insofar as such appeals enable these groups to erect barriers to competing technologies or firms, close markets, or otherwise use environmental regulations as a tool for rent-seeking.” Candlemakers, after all, cannot be expected to hail the invention of the electric lightbulb, nor hostlers the advent of automobiles, nor canal-boat owners the building of railways, nor coal miners the development of nuclear power. Applying the precautionary approach, candlemakers will urge rejection of the competing technology, citing the dangers of electric shock; hostlers, of car crashes; canal-boat owners, of train engine smoke; and miners, of the risks of radiation. European governments eager to protect their farmers from competition have already cited the precautionary principle as justification for blocking the imports of meat from hormone-treated cows and genetically enhanced grains from the United States.

The great fear of many proponents of the precautionary principle is that if technological decisions are left to people voluntarily acting in markets, those who favor a new technology can vote yes by buying it or switching to it. They can purchase products using new synthetic materials, or foods grown using biotechnology, or energy produced by thorium reactors. Of course, those who oppose a new technology can refuse to buy or use it and its products; but, as Mokyr notes, they “have no control over what others do even if they feel it might affect them. In markets it is difficult to express a no vote.”

Thus it is no surprise that the foes of various new technologies embrace the precautionary principle and urge that decisions about them be moved from the voluntary realm of markets to the domain of political mandates. Of course, they benignly characterize this move as being more “democratic.” In reality, opponents of new technologies believe that they will have more luck in stopping technologies they abhor by lobbying their local congressperson or member of parliament to vote to prohibit their development.

“Activists, bureaucrats, and lawyers are hampering promising research and making it more costly,” writes Mokyr. “But the achievements made possible by new useful knowledge in terms of economic well-being and human capabilities have been unlike anything experienced before by the human race. The question remains, can this advance be sustained?” That is indeed the question for the twenty-first century.

Friedrich Hayek explained that “it is because freedom means the renunciation of direct control of individual efforts that a free society can make use of so much more knowledge than the mind of the wisest ruler could comprehend.” This includes those who think that they can anticipate and prevent harms stemming from the process of technological innovation.

As the history of the last two centuries has shown, Hayek was surely right when he concluded: “Nowhere is freedom more important than where our ignorance is greatest—at the boundaries of knowledge, in other words, where nobody can predict what lies a step ahead.… The ultimate aim of freedom is the enlargement of those capacities in which man surpasses his ancestors and to which each generation must endeavor to add its share—its share in the growth of knowledge and the gradual advance of moral and aesthetic beliefs, where no superior must be allowed to enforce one set of views of what is right or good and where only further experience can decide what should prevail. It is wherever man reaches beyond his present self, where the new emerges and assessment lies in the future, that liberty ultimately shows its value.”

Unfortunately, the precautionary principle sounds sensible to many people, especially those who live in societies already replete with technology. These people have their centrally heated house in the woods; they already enjoy the freedom from want, disease, and ignorance that technology can provide. They may think they can afford the luxury of ultimate precaution. But there are billions of people who still yearn to have their lives transformed. For them, the precautionary principle is a warrant for continued poverty, not safety.

Should we look before we leap? Sure we should. But every utterance of proverbial wisdom has its counterpart, reflecting both the complexity and the variety of life’s situations and the foolishness involved in applying a short list of hard rules to them. Given the manifold challenges of poverty and environmental renewal that technological progress can help us address in this century, the wiser maxim to heed is “He who hesitates is lost.”
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What Cancer Epidemic?

IN MY THIRTIES, I GREATLY REDUCED MY RISK of cancer when I visited a hypnotist in New York City. I started smoking cigarettes in college and quickly became a three- to four-pack-a-day smoker. Even when faced with the pain and sorrow of numerous lung cancer patients while working for a while as a hospital attendant in a radiation oncology department, I didn’t quit. But eventually the data on just how dangerous tobacco smoking is sank in, so I tried stopping cold turkey, chewing packs of nicotine gum, and so forth. Nothing worked.

Thus early one morning in the mid-1980s, I found myself standing in front of an apartment building on New York’s Upper East Side waiting for my appointment with a hypnotist who promised to end my tobacco habit. Although I had little faith in that sort of hocus-pocus, I was so afraid that it might work, I anxiously stood outside the building chain-puffing on what I feared would be my last cigarettes. It turned out that they were. The hypnotism worked, but I suspect that the embarrassment I would have suffered had I continued to smoke after I had told all my friends that I was spending $400 on the hypnosis session might have helped, too. The largest known percentage (30 percent) of US cancer deaths is due to tobacco. Epidemiology suggests that because I stopped smoking in my thirties, my chances of dying of lung cancer before age seventy-five are about double those of someone who never smoked, but they are considerably below the twentyfold higher risk of smokers who never quit.

Activists such as the folks at the Pesticide Action Network frequently claim that Americans are in the midst of a “cancer epidemic” and vaguely assert that there is a “growing scientific consensus that environmental contaminants are causing cancer in humans.” What contaminants? In 2009, Wall Street Journal MarketWatch columnist Paul Farrell pronounced the litany: “Consider the deadly impact of insecticides, pesticides, herbicides, detergents, plastics … the list is endless.”

In 2010, the prestigious President’s Cancer Panel furthered promoted alarm in Reducing Environmental Cancer Risk: What We Can Do Now. The press release heralding the report noted “the growing body of evidence linking environmental exposures to cancer in recent years” and asserted that “the true burden of environmentally-induced cancer is greatly underestimated.” By environmental exposures, the two-member panel, consisting of Howard University surgeon Dr. LaSalle D. Leffall Jr. and MD Anderson Cancer Center immunologist Margaret Kripke, largely meant man-made chemicals like plastics and pesticides.

The panel’s report additionally asserted, “With nearly 80,000 chemicals on the market in the United States, many of which are used by millions of Americans in their daily lives and are un- or understudied and largely unregulated, exposure to potential environmental carcinogens is widespread.” In a statement Leffall also declared, “The increasing number of known or suspected environmental carcinogens compels us to action, even though we may currently lack irrefutable proof of harm.” Leffall was doing nothing less than invoking the precautionary principle. In other words, we don’t know, but let’s ban something anyway.

The panelists are not alone in their alarm. In the prominent journal The Proceedings of the Royal Society B in 2013, Paul and Anne Ehrlich warned, “Another possible threat to the continuation of civilization is global toxification. Adverse symptoms of exposure to synthetic chemicals are making some scientists increasingly nervous about effects on the human population.” The Ehrlichs added that the danger of global toxification “has been clear since the days of Carson, exposing the human population to myriad subtle poisons.”

Given advocacy and reports like these, is it any wonder that a 2007 American Cancer Society poll found that seven out ten Americans believed that the risk of dying of cancer is going up?



No Growing Cancer Epidemic

There’s only one problem—there is no growing cancer epidemic. As the number of man-made chemicals has proliferated, your chances of dying of the disease have been dropping for more than four decades. In fact, not only have cancer death rates been declining significantly, age-adjusted cancer incidence rates have been falling for nearly two decades. That is, of the number of Americans in nearly any age group, fewer are actually coming down with cancer. It is good news that modern medicine has increased the five-year survival rates of cancer patients from 50 percent in the 1970s to 68 percent today. What is more remarkable is that the incidence of cancer has been falling about 0.6 percent per year since 1994. That may not sound like much, but as Dr. John Seffrin, CEO of the American Cancer Society, explains, “Because the rate continues to drop, it means that in recent years, about 100,000 people each year who would have died had cancer rates not declined are living to celebrate another birthday.” Director of the National Cancer Institute Harold Varmus also noted, “It is gratifying to see the continued steady decline in overall cancer incidence and death rates in the United States—the result of improved methods for preventing, detecting, and treating several types of cancer.”

How did it come to be the conventional wisdom that man-made chemicals are especially toxic and the chief sources of a modern cancer epidemic? It all began with the Carson mentioned by the Ehrlichs in 2013—that is, Rachel Carson, the author of Silent Spring.



Rachel Carson Launches Modern Political Environmentalism

The modern environmentalist movement was launched at the beginning of June 1962 when The New Yorker published excerpts from what would become Carson’s all-out attack on synthetic chemicals, especially the pesticide DDT. “Without this book, the environmental movement might have been long delayed or never have developed at all,” declared then Vice President Al Gore in his introduction to the 1994 edition. The foreword to the twenty-fifth anniversary edition accurately declared that this book “led to environmental legislation at every level of government.”

In 1999 Time named Carson one of the 100 People of the Century. Seven years earlier, a panel of distinguished Americans had selected Silent Spring as the most influential book of the previous fifty years. “She was the very first person to knock some of the shine off of modernity,” asserted environmentalist Bill McKibben in a New York Times Magazine article celebrating the book’s fiftieth anniversary.

In Silent Spring, Carson crafted an ardent denunciation of modern technology that drives environmentalist ideology today. At its heart is this belief: Nature is beneficent, stable, and even a source of moral good; humanity is arrogant, heedless, and often the source of moral evil. Rachel Carson, more than any other person, is responsible for the politicization of science that afflicts our public policy debates today.

Carson worked for years at the US Fish and Wildlife Service, eventually becoming the chief editor of that agency’s publications. She achieved financial independence in the 1950s with the publication of her popular celebrations of marine ecosystems, The Sea Around Us and The Edge of the Sea. Rereading Silent Spring reminds one that the book’s effectiveness was due mainly to Carson’s passionate, poetic language describing the alleged horrors that modern synthetic chemicals visit upon defenseless nature and hapless humanity. Carson was moved to write Silent Spring by her increasing concern about the effects of pesticides on wildlife. Her chief villain was the pesticide DDT.

Today, the Pesticide Action Network explains, “Carson used DDT to tell the broader story of the disastrous consequences of the overuse of insecticides, and raised enough concern from her testimony before Congress to trigger the establishment of the Environmental Protection Agency (EPA).” As noted previously, fifty years later Carson has many modern disciples who continue to preach that exposure to trace amounts of synthetic chemicals are responsible for an epidemic of cancer.

The 1950s saw the advent of an array of synthetic pesticides that were hailed as modern miracles in the war against pests and weeds. First and foremost of these pest control chemicals was DDT. DDT’s insecticidal properties were discovered in the late 1930s by Paul Müller, a chemist at the Swiss chemical firm J. R. Geigy. The American military started testing it in 1942, and soon the insecticide was being sprayed in war zones to protect American troops against insect-borne diseases such as typhus and malaria. In 1943 DDT famously stopped a typhus epidemic in Naples in its tracks shortly after the Allies invaded Italy. DDT was hailed as the “wonder insecticide of World War II.”

After the war, American consumers and farmers quickly adopted the wonder insecticide, replacing the old-fashioned arsenic-based pesticides, which were truly nasty. Testing by the US Public Health Service and the Food and Drug Administration’s Division of Pharmacology found no serious human toxicity problems with DDT. Müller, DDT’s inventor, was awarded the Nobel Prize in 1948.

DDT was soon widely deployed by public health officials, who banished malaria from the southern United States with its help. The World Health Organization credits DDT with saving 50 million to 100 million lives by preventing malaria. In 1943 Venezuela had 8,171,115 cases of malaria; by 1958, after the use of DDT, the number was down to 800. India, which had over 10 million cases of malaria in 1935, had 285,962 in 1969. In Italy the number of malaria cases dropped from 411,602 in 1945 to only 37 in 1968. In 1970, a report by the National Academy of Sciences stated that “to only a few chemicals does man owe as great a debt as to DDT.”



Chemical Agriculture

The tone of a Scientific American article by Francis Joseph Weiss celebrating the advent of “Chemical Agriculture” was typical of much of the reporting in the early 1950s. While “[i]n 1820 about 72 per cent of the population worked in agriculture, the proportion in 1950 was only about 15 per cent,” reported Weiss. “Chemical agriculture, still in its infancy, should eventually advance our agricultural efficiency at least as much as machines have in the past 150 years.” This improvement in agricultural efficiency would happen because “farming is being revolutionized by new fertilizers, insecticides, fungicides, weed killers, leaf removers, soil conditioners, plant hormones, trace minerals, antibiotics and synthetic milk for pigs.”

In 1952 insects, weeds, and disease cost farmers $13 billion ($115 billion in today’s dollars) in crops annually. Since gross annual agricultural output at that time totaled $31 billion ($276 billion in today’s dollars), it was estimated that preventing this damage by using pesticides would boost food and fiber production by 42 percent. Agricultural productivity in the United States, spurred by improvements in farming practices and technologies, has continued its exponential increase. In the second decade of the twenty-first century, US crop yield was 360 percent higher and farmers produced 262 percent more food using 2 percent less inputs like labor, seeds, fertilizer, and feed than they did in 1950. As a result, the percentage of Americans living and working on farms has dropped from 15 percent in 1950 to under 2 percent today.

But DDT and other pesticides had a dark side. They not only killed the pests at which they were aimed but sometimes killed beneficial creatures as well. The scientific controversy over the effects of DDT on wildlife, especially birds, still vexes researchers. In the late 1960s, some researchers concluded that exposure to DDT caused eggshell thinning in some bird species, especially raptors such as eagles and peregrine falcons. Thinner shells meant fewer hatchlings and declining numbers. But researchers also found that other bird species, such as quail, pheasants, and chickens, were unaffected even by large doses of DDT. Carson, the passionate defender of wildlife, was determined to spotlight these harms. Memorably, she painted a scenario in which birds had all been poisoned by insecticides, resulting in a “silent spring” in which “no birds sing.”

First, let’s acknowledge that Carson was right about some of the harms that extensive modern pesticide use could and did cause. Carson was correct that the popular pesticide DDT did disrupt reproduction in some raptor species. It is also the case that insect pests over time do develop resistance to pesticides, making them eventually less useful in preventing the spread of insect-borne diseases and protecting crops. In fact, the first cases of evolving insect resistance were identified in California orchards at the beginning of the twentieth century, when species of scale insects became resistant to the primitive insecticides lime sulfur and hydrogen cyanide. By 1960, 137 species of insects had developed resistance to DDT. To preserve their usefulness, pesticides clearly needed to be more judiciously deployed.

To her discredit, however, Carson largely ignored the great good modern pesticides had done, especially in protecting human health by controlling insect-borne scourges such as typhus and malaria. Barely ten years before the publication of Silent Spring the then-new Centers for Disease Control had finally eradicated malaria in the southeastern region of the United States in 1951. Spraying with DDT to control mosquitoes has been central to the CDC’s success. Unfortunately, Carson’s unwillingness to fairly balance the costs and benefits of new technologies would become a hallmark of the modern environmental movement.



Rachel Carson: Cancer Scaremonger

As a polemicist, Carson realized that tales of empty birds’ nests and warnings about pesticide-resistant bugs and weeds were not enough to spur most people to fear the chemicals she opposed. The 1958 passage by Congress of the Delaney Clause, which forbade the addition of any amount of chemicals suspected of causing cancer to food, likely focused Carson’s attention on that disease.

For the previous half century some researchers had been trying to prove that cancer was caused by chemical contaminants in the environment. Wilhelm Hueper, chief of environmental cancer research at the National Cancer Institute and one of the leading researchers in this area, became the major source for Carson. “Dr. Hueper now gives DDT a definite rating as a ‘chemical carcinogen,’” according to Carson. After reviewing the extensive epidemiological and experimental literature, the highly precautionary International Agency for Research on Cancer has now determined that DDT is as carcinogenic as coffee. Oddly, Hueper was so blinkered by his belief that trace exposures to synthetic chemicals were a major cause of cancer in humans that he largely dismissed the notion that smoking cigarettes increased the risk of cancer.

The assertion that pesticides were dangerous human carcinogens was a stroke of public relations genius. Even people who do not care much about wildlife care a lot about their own health and the health of their children.

In 1955 the American Cancer Society (ACS) predicted that “cancer will strike one in every four Americans rather than the present estimate of one in five.” The ACS straightforwardly attributed the increase to “the growing number of older persons in the population.” The ACS did note that the incidence of lung cancer was increasing very rapidly, rising in the previous two decades by more than 200 percent for women and by 600 percent for men. But the ACS also noted that lung cancer “is the only form of cancer which shows so definite a tendency.” Seven years later, Rachel Carson would cannily entitle her chapter on cancer “One in Four.”

William Souder, author of a new biography of Carson, On a Farther Shore, also notes that Carson’s fight against pesticides became personal. “In 1960, at the halfway point in writing Silent Spring, just as she was exploring the connection between pesticide exposure and human cancer, Carson was herself stricken with breast cancer.” Given the relatively primitive state of medicine in the 1950s, few diseases were scarier than cancer. And deaths from cancer had been rising steeply. Carson cited government statistics showing that cancer deaths had dramatically increased from 4 percent of all deaths in 1900 to 15 percent in 1958. 

“The problem that concerns us here is whether any of the chemicals we are using in our attempts to control nature play a direct or indirect role as causes of cancer,” wrote Carson. Her conclusion was that “the evidence is circumstantial” but “nonetheless impressive.” She added the claim that in contrast with disease germs, “man has put the vast majority of carcinogens into the environment.” She noted that the first human exposures to DDT and other pesticides were barely more than a decade in the past. It takes time for cancer to fester, so she ominously warned, “The full maturing of whatever seeds of malignancy have been sown by these chemicals is yet to come.” She further warned that we were “living in a sea of carcinogens.”

Even though Carson vaguely acknowledged the paucity of evidence that man-made chemicals like pesticides were actually causing cancer, she was clearly urging policymakers and the public to take what would now be called precautionary action.

Before the decade of the 1960s was over, activists like population doomster Paul Ehrlich would imaginatively transform and heighten the fears of synthetic chemicals initially spawned by Carson. In his luridly dystopian 1969 “Eco-Catastrophe” article, Ehrlich posited that by 1973 US federal government health officials would estimate “that Americans born since 1946 (when DDT usage began) now had a life expectancy of only 49 years, and predicted that if current patterns continued, this expectancy would reach 42 years by 1980, when it might level out.”

In any case, hinting at cancer doom decades away was not frightening enough. Carson cherry-picked cases in an effort to show that pesticides could wreak their carcinogenic havoc much sooner rather than later. For evidence she cited various anecdotes, including one about a woman “who abhorred spiders” and who sprayed her basement with DDT in mid-August. The woman died of acute leukemia a couple of months later. In another passage, Carson cites a man embarrassed by his roach-infested office who again sprayed DDT and who “within a short time … began to bruise and bleed.” He was within a month of spraying diagnosed with aplastic anemia. Today cancer specialists would dismiss out of hand the implied claims that these patients’ cancers could be traced to such specific pesticide exposures.

To bolster these frightening anecdotes, Carson cited data that deaths from leukemia had increased from 11.1 per 100,000 in 1950 to 14.1 in 1960. Leukemia mortality rose with pesticide use; very suspicious, no? “What does it mean? To what lethal agent or agents, new to our environment, are people now exposed with increasing frequency?” asked Carson. Fifty years later the death rate from leukemia is 7.1 per 100,000—half of what Carson cited in Silent Spring. In fact, the incidence rate is now 13 per 100,000.

Carson surely must have known that cancer is a disease in which the risk goes up as people age. And thanks to vaccines and new antibiotics, Americans in the 1950s were living much longer, long enough to get and die of cancer. In 1900 average life expectancy was forty-seven, and the annual death rate was 1,700 out of 100,000 Americans. By 1960, life expectancy had risen to nearly seventy years, and the annual death rate had fallen to 950 per 100,000 people. Currently, life expectancy is more than seventy-eight years, and the annual death rate is 790 per 100,000 people. Today, although only about 13 percent of Americans are over age sixty-five, they account for 53 percent of new cancer diagnoses and 69 percent of cancer deaths. Another way to think about the relationship of cancer incidence to increasing age is to note that the incidence per 100,000 men is 60 for men between ages twenty and thirty-nine, 552 for men between ages forty and sixty-four, and 2,893 for men over age sixty-five. The incidence figures per 100,000 women are 89 for women whose age is between twenty and thirty-nine, 555 for those aged between forty and sixty-four, and 1,707 for women over age sixty-five.

Carson realized that even if people didn’t worry much about their own health, they did really care about that of their kids. So to ratchet up the fear factor even more, she asserted that children were especially vulnerable to the carcinogenic effects of synthetic chemicals. “The situation with respect to children is even more deeply disturbing,” she wrote. “A quarter century ago, cancer in children was considered a medical rarity. Today, more American school children die of cancer than from any other disease [her emphasis].” In support of this claim, Carson reported that “twelve per cent of all deaths in children between the ages of one and fourteen are caused by cancer.”

Although it sounds alarming, Carson’s statistic is essentially meaningless unless it’s given some context, which she failed to supply. It turns out that the percentage of children dying of cancer was rising because other causes of death, such as infectious diseases, were drastically declining. The American Cancer Society reports that about 10,450 children in the United States will be diagnosed with cancer in 2014 and that childhood cancers make up less than 1 percent of all cancers diagnosed each year. Childhood cancer incidence has been rising slowly over the past couple of decades at a rate of 0.6 percent per year. Consequently, the incidence rate increased from 13 per 100,000 in the 1970s to 16 per 100,000 now. There is no known cause for this slight increase. The good news is that 80 percent of kids with cancer now survive five years or more, up from 50 percent in the 1970s.



Cancer Incidence Rates Are Falling

Did cancer doom ever arrive? No. In fact, cancer incidence rate fell. According to the Centers for Disease Control and Prevention, age-adjusted incidence rates have been dropping for nearly two decades. Why? Largely because fewer Americans are smoking, more are having colonoscopies in which polyps that might become cancerous are removed, and in the early 2000s many women stopped hormone replacement therapy. With regard to hormone replacement therapy, researchers have now concluded it moderately increases the risk of breast cancer.

Back in the early 1990s, based on sketchy research, environmentalists began pushing the hypothesis that past exposure to organochlorine pesticides, such as DDT, was fueling a breast cancer epidemic. However, after years of research a major review article in 2002 in the journal CA: A Cancer Journal for Clinicians reported that exposure of organochlorine compounds “is not believed to be causally related to breast cancer.”

With regard to overall cancer risks posed by synthetic chemicals, the American Cancer Society in its 2014 Cancer Facts and Figures report on cancer trends concludes: “Exposure to carcinogenic agents in occupational, community, and other settings is thought to account for a relatively small percentage of cancer deaths—about 4 percent from occupational exposures and 2 percent from environmental pollutants (man-made and naturally occurring).”

Similarly, the British organization Cancer Research UK observes that for most people “harmful chemicals and pollution pose a very minor risk.” How minor? Cancer Research UK notes, “Large organizations like the World Health Organization and the International Agency for Research into Cancer have estimated that pollution and chemicals in our environment only account for about 3 percent of all cancers. Most of these cases are in people who work in certain industries and are exposed to high levels of chemicals in their jobs.” Like the American Cancer Society, Cancer Research UK advises, “Lifestyle factors such as smoking, alcohol, obesity, unhealthy diets, inactivity, and heavy sun exposure account for a much larger proportion of cancers.”

These statements by the American Cancer Society and Cancer Research UK mirror the findings of Carcinogens and Anticarcinogens in the Human Diet, the definitive 1996 report from the National Academy of Sciences. The NAS concluded that levels of both synthetic and natural carcinogens are “so low that they are unlikely to pose an appreciable cancer risk.” Worse yet from the point of view of anti-chemical crusaders, the NAS added that Mother Nature’s own chemicals probably cause more cancer than anything mankind has dreamed up: “Natural components of the diet may prove to be of greater concern than synthetic components with respect to cancer risk.”

In Silent Spring Carson cites data showing that American farmers were then applying about 637 million pounds of pesticides to their crops. The most recent Environmental Protection Agency estimate is that farmers used 1.1 billion pounds in 2007. (The amount of insecticide applied to crops has been falling recently, as farmers adopt genetically enhanced insect-resistant crop varieties.)

What factors really do increase cancer risk? Smoking, drinking too much alcohol, sunburns, and eating too much food. In fact, while overall cancer incidence has been falling, cancers related to obesity—that is to say, pancreatic, liver, and kidney cancers—have risen slightly.



The DDT Ban: Environmentalism’s First Triumph

The first notable triumph of modern environmentalism occurred in 1972—the banning of the pesticide that Carson so abhorred, DDT.

In 1967, the activist group the Environmental Defense Fund began bringing lawsuits against the manufacturers of DDT and agitating for bans on the pesticide in various state legislatures. By 1971, the first administrator of the newly created Environmental Protection Agency, William Ruckelshaus, ordered a hearing to look into the claims against DDT. After seven months of hearings, which produced 9,362 pages of testimony by 125 witnesses, EPA judge Edmund Sweeney ruled, “DDT is not a carcinogenic hazard to man … is not a mutagenic or teratogenic hazard to man … [and the] use of DDT under the regulations involved here [does] not have a deleterious effect on freshwater fish, estuarine organisms, wild birds or other wildlife.”

But EPA administrator Ruckelshaus overruled Sweeney and banned DDT on January 1, 1972. Later Ruckelshaus would justify his actions by declaring, “The ultimate judgment [on DDT] remains political. Decisions by the government involving the use of toxic substances are political with a small ‘p.’ In the case of pesticides in our country, the power to make this judgment has been delegated to the Administrator of the Environmental Protection Agency.” Ruckelshaus also noted in his decision that “Public concern over the widespread use of pesticides was stirred by Rachel Carson’s book, Silent Spring.” Unfortunately, Ruckelshaus’s decision set a deleterious precedent: politics and panic have figured hugely in environmentalist campaigns and regulation ever since.

Carson described the choice humanity faced as a fork in the road to the future. “The road we have long been traveling is deceptively easy, a smooth superhighway on which we progress at great speed, but at its end lies disaster,” she declared. “The other fork of the road—the one ‘less traveled by’—offers our last, our only chance to reach a destination that assures the preservation of our earth.” This kind of apocalyptic rhetoric is now standard in today’s policy debates. In any case, the opposition to Silent Spring arose not just because Carson was attacking the self-interests of certain corporations (which she certainly was), but also because it was clear that her larger concern was to rein in technological progress and the economic growth it fuels.

Through Silent Spring, Carson provided those who are alienated by modern technological progress with a model of how to wield ostensibly scientific arguments on behalf of policies and results that they prefer for other reasons. “The hostile reaction to Silent Spring contained the seeds of a partisan divide over environmental matters that has since hardened into a permanent wall of bitterness and mistrust,” writes Souder. He adds, “There is no objective reason why environmentalism should be the exclusive province of any one political party or ideology.” That conclusion is flatly wrong.

It is this legacy of public policy confirmation bias that Yale law professor Dan Kahan and his research colleagues are probing at the Yale Cultural Cognition Project. In a recent study concerning how Americans perceive climate change risk published in Nature Climate Change, Kahan and his colleagues find that people listen to information that reinforces their values and ignore that which does not. They observe that people who are broadly identified as being on the political left “tend to be morally suspicious of commerce and industry, to which they attribute social inequity. They therefore find it congenial to believe those forms of behavior are dangerous and worthy of restriction.” On the other hand, those broadly considered as being on the political right are proponents of technological progress who worry about “collective interference with the decisions of individuals” and “tend to be skeptical of environmental risks. Such people intuitively perceive that widespread acceptance of such risks would license restrictions on commerce and industry.”

As trust in other sources of authority—politicians, preachers, business leaders—has withered over the past fifty years, policy partisans are increasingly seeking to cloak their arguments in the mantle of objective science. However, the Yale researchers find that greater scientific literacy actually produces greater political polarization. As Kahan and his fellow researchers report, “For ordinary citizens, the reward for acquiring greater scientific knowledge and more reliable technical-reasoning capacities is a greater facility to discover and use—or explain away—evidence relating to their groups’ positions.” In other words, in policy debates, scientific claims are used to vindicate partisan values, not to reach an agreement about what is actually the case. This sort of motivated reasoning applies to partisans of both the political left and right, and both learned it from Rachel Carson.



DDT and Birds

Rachel Carson heard and cited anecdotal reports of various birds either dying of acute DDT poisoning or experiencing reproductive problems, thus giving birth to her title conceit. Her book was a popular phenomenon, and not surprisingly her claims drew the attention of a lot of researchers.

The situation regarding the harm that DDT caused some bird species is not as straightforward as one might like. Science always deals with provisional conclusions. The main hypothesis is that exposure to DDT thinned the eggshells of birds, causing them to break before hatching. Not much scientific work has been done on eggshell thinning for the past three decades, so most of the relevant scientific literature is quite dated. The significant articles were published before 1980. “[The issue] kind of died out. There’s a general lack of interest,” agreed Daniel W. Anderson. Anderson, at the Department of Wildlife, Fish, and Conservation Biology at the University of California at Davis, was one of the original researchers on eggshell thinning. He blames the lack of new research on a lack of funding. Besides, Anderson observes, “The questions about eggshell thinning were pretty well answered, so people moved onto other things.”

The DDT/eggshell thinning bandwagon got really rolling with two scientific articles. The first study, “Decrease in Eggshell Weight in Certain Birds of Prey,” by British Nature Conservancy researcher D. A. Ratcliffe, was published in Nature on July 8, 1967. Ratcliffe claimed that the incidence of broken eggs in the nests of peregrine falcons, sparrowhawks, and golden eagles had increased considerably since 1950. He compared eggshells collected before 1946 with eggshells collected afterward and found that the eggshells of post-1946 peregrine falcon weighed 19 percent less; those of sparrowhawks weighed 24 percent less; and those of golden eagles 8 percent less. Ratcliffe dismissed lack of food and radioactive contamination as explanations for the thinning, but noted “some physiological change evidently followed a widespread and pervasive environmental change around 1945–1947.… For the species examined, frequency of egg-breakage, scale of decrease in eggshell weight, subsequent status of breeding population, and exposure to persistent organic pesticides are correlated. The possibility that these phenomena are links in a causal chain is being investigated,” he concluded.

Those British results were soon bolstered by the study “Chlorinated Hydrocarbons and Eggshell Changes in Raptorial and Fish-Eating Birds,” published in an October 1968 issue of Science, and authored by Daniel Anderson and Joseph Hickey, both at the University of Wisconsin. “Catastrophic declines of three raptorial species in the United States have been accompanied by decreases in eggshell thickness that began in 1947, and have amounted to 19 percent or more, and were identical to phenomena found in Britain,” they declared. The three species were peregrine falcons, bald eagles, and ospreys. They claimed that the eggshell thinning coincided with the introduction of chlorinated hydrocarbon pesticides such as DDT, and concluded that these compounds were harming certain species of birds at the tops of contaminated food chains.

Still, the researchers just had a correlation between DDT and eggshell thinning. So some did what good scientists should do—they experimented. Joel Bitman at the US Department of Agriculture fed Japanese quail a diet laced with DDT. His study, “DDT Induces a Decrease in Eggshell Calcium,” published in Nature on October 4, 1969, found that the quail dosed with DDT had eggshells that were about 10 percent thinner than those of undosed quail. However, Bitman’s findings were eventually overturned because he had also fed his quail a low-calcium diet. When the quail were fed normal amounts of calcium, the thinning effect disappeared. Studies published in Poultry Science found chicken eggs almost completely unaffected by high dosages of DDT.

It’s not DDT per se that is thought to do the damage to eggshells, but a DDT metabolite known as DDE. Thus the most persuasive feeding study refers to it: “DDE-Induced Eggshell Thinning in the American Kestrel: A Comparison of the Field Situation and Laboratory Results.” This groundbreaking study was published in the Journal of Applied Ecology by Jeffrey Lincer in 1975.

Kestrels, commonly called sparrowhawks, are small falcons. Lincer noted that the “inverse correlation between DDE in North American raptor eggs and eggshell thickness is clear but does not prove a causal relationship since other chemicals or factors could be involved.” So to find out what effect DDE might have, Lincer fed captive kestrels a DDE-laced diet and then compared their eggs with those taken from the nests of wild kestrels. Lincer found that dietary levels of 3, 6, and 10 parts per million (ppm) of DDE resulted in eggshells that were 14 percent, 17.4 percent, and 21.7 percent thinner respectively. “Despite the recent controversy, there can be little doubt now as to the causal relationship between the global contaminant DDE and the observed eggshell thinning and the consequent population declines in several birds of prey,” concluded Lincer.

Still, there is a piece missing in the full scientific picture. Despite considerable research, no one has ever identified the physiological mechanism(s) by which DDE causes eggshell thinning, according to Anderson.

There is another possibly confounding issue as well. In 1998, Royal Society for the Protection of Birds researcher Rhys Green published a study in the Proceedings of the Royal Society B that found that eggshell thinning of some bird species had begun fifty years before the introduction of DDT.

On the contrary side are studies that showed that DDT did not cause eggshell thinning in chickens and Japanese quail. Anderson agrees that the evidence shows that gallinaceous birds (poultry and fowls), herring gulls, and most passerine birds “aren’t as sensitive to DDE as raptors.” More than half of all bird species are passerine or perching birds, including crows, robins, and sparrows. But even though chickens and quail fed very high concentrations of DDE and an adequate amount of food experienced essentially no eggshell thinning or other reproductive problems, science shows pretty conclusively that it’s another story for raptors.

Anderson notes that DDT and DDE levels in nature have been falling for decades. Populations of bald eagles, peregrine falcons, ospreys, and brown pelicans have all bounced back. In 1969, researchers reported finding total DDT accumulations ranging from 5,000 ppm to 2,600 ppm in the fat of North American peregrine falcons. Today, one would typically find 50 ppm in raptors, according to Anderson. Such body burdens would yield only about 2.5 ppm in eggs. Anderson notes that there appears to be a threshold of 1 to 3 ppm for DDE in eggs below which there is no eggshell thinning in even sensitive bird species. Dusting DDT on the walls of houses in developing countries to control for mosquitoes seems unlikely to cross that threshold for birds.



The Pesticide Fight Today

The environmentalists won the fight about DDT in America, so why is it still a sensitive political issue today? The main reason is the continuing fight to save millions of people from malaria. Whatever it does to different types of eggshells, DDT remains unquestionably one of the most effective ways to control the mosquitoes that carry the malaria parasite. Still, international environmentalists have instituted through the UN strict controls on DDT, with an eye on an eventual permanent ban.

In Silent Spring, Rachel Carson asked, “Who has decided—who has the right to decide—for the countless legions of people who were not consulted that the supreme value is a world without insects, even though it be also a sterile world ungraced by the curving wing of a bird in flight? The decision is that of the authoritarian temporarily entrusted with power.”

Banning DDT saved thousands of raptors over the past thirty years, but outright bans and misguided fears about the pesticide cost the lives of millions of people who died of insect-borne diseases like malaria. The 200 million people who come down with malaria and the 600,000 who die of the disease every year might well wonder what authoritarian made that decision.



DDT and Breast Cancer

In 2002, National Cancer Institute (NCI) researchers, in the most exhaustive study of its kind, could find no link between increased breast cancer rates and exposure to chemicals such as the pesticides DDT and chlordane or PCBs used as coolants in electrical transformers. This study is one more in a long line that can find no link between breast cancer and exposure to synthetic chemicals.

Human brains are adapted to be pattern recognition machines. Being able to recognize a tiger’s stripes in a sun-dappled bamboo forest enhances one’s chances of escaping its jaws. But it turns out that we over-recognize patterns. Our brains can find patterns in anything, which is why tarot cards and astrology remain popular. Researchers have shown that people will consistently claim to identify patterns in tables of randomly generated numbers. Just as our brains succumb to optical illusions, they fall victim to causality illusions.

Another point to keep in mind is that low-probability events do occur. Even if there is only a one in a million chance of something occurring to someone, with 7 billion people on the earth, it will occur 7,000 times somewhere. As the Internet reaches its tentacles further into human society, these odd occurrences have ever greater chances of being marveled at by wider and wider audiences.

From a public policy perspective, one of the most common and problematic misperceived patterns is cancer clusters. Every year we are treated to reports of communities that purportedly suffer more than their share of cancer. We all know the script by heart: Ten people in a small town are diagnosed with cancer—say, leukemia—within five years. Victims, reporters, regulators, and trial lawyers frantically search for a corporation manufacturing some allegedly toxic chemical nearby on which to pin the blame. The victims’ suffering, it’s assumed, must be the result of corporate greed.

This is exactly the script that played out on Long Island back in the 1990s. Under orders from Congress, the NCI conducted the most searching inquiry ever into an alleged cancer cluster and came up with exactly nothing. The NCI’s Deborah Winn told The New York Times the data “were very, very conclusive” that the synthetic chemicals studied “are not associated with breast cancer.”

Interestingly, another study, reported just a month earlier, did find a very high correlation between a risk factor and a woman’s chances of getting breast cancer. That study confirmed that the longer a woman breast-fed, the lower her risk of getting breast cancer. Could it be that long-term breast-feeding was not fashionable among well-off suburban moms on Long Island two or three decades ago?

Fate or bad luck are not acceptable to us pattern-searching humans. What we once blamed on the malevolence of witchcraft, we now blame on the malevolence of corporations. In a sense, we are still in hot pursuit of witches.



We Are Now Living Long Enough to Get Cancer

As our deepening knowledge of biology is revealing, many of the human body’s resources are aimed at keeping our cells’ natural tendency to become cancerous at bay long enough for us to reproduce successfully. The plain, unavoidable fact of life is that our bodies’ defenses against cancer break down as we age. It is true that high, prolonged exposures to some synthetic chemicals (or, in the case of cigarettes, natural chemicals) can cause cancer. But as the NCI epidemiologists found on Long Island, trace exposures to “environmental toxins” generally can’t be linked to cancer. Nevertheless, our built-in drive to identify patterns will guarantee that we will continue to seek someone to blame for our ills and that we will suffer through many more expensive, unnecessary, and self-defeating witch hunts for a long time to come.

Even the US National Cancer Institute denies that there is a “cancer epidemic.” As the institute explains, the common misconception that we are experiencing a “cancer epidemic” stems largely from sensationalized media reports. “This only appears to be the case because the number of new cancer cases reported is rising as the population is both expanding and aging. Older people are more likely to develop cancer,” notes the institute. “So as more and more members of a 75-million-strong ‘baby-boomer’ cohort begin shifting en masse to older, more cancer-prone ages, the number of new cancer cases is expected to increase in the next several decades.”

If you are male in the United States your lifetime risk of developing cancer is approximately 1 in 2, and your risk of dying of cancer is 1 in 4. If you are female your lifetime risk of contracting cancer is 1 in 3, and your risk of dying of malignancy is 1 in 5. Is an especially toxic environment responsible for these grim statistics? Actually, no. What these statistics signal is that you are likely to live a long time. If you live long enough you will get cancer.

A look back in time is instructive. In 2012, the New England Journal of Medicine published a fascinating article comparing the annual death rates between 1900 and 2010. The annual death rate in 1900 from the top ten causes of death was 1,100 per 100,000 (the all-cause death rate was just over 1,700 per 100,000). Of those deaths, more than half were caused by infectious diseases. Pneumonia or influenza killed 202 per 100,000; tuberculosis 194 per 100,000; gastrointestinal infections 143 per 100,000; and diphtheria 40 per 100,000. What about cancer? Cancer accounted for just 64 deaths out of 100,000 in 1900.

By 2010, the top ten causes of death killed just over half as many Americans, at the rate of about 600 per 100,000 (the all-cause death rate was just shy of 800 per 100,000). In the list of contemporary leading causes of death, infectious diseases hardly figure at all in the New England Journal of Medicine statistics. In fact, the infectious diseases listed are pneumonia and influenza, which kill 16 per 100,000 annually now. Cancer? In 2010, the disease caused 186 out of 100,000 deaths annually, triple the number in 1900. That initially sounds terrible until one considers the fact that only 47 percent of Americans lived past age sixty in 1900. Today, 88 percent of Americans live past age sixty.

The median age at which cancer is diagnosed is sixty-five, and 53 percent of all cancers are diagnosed in people over age sixty-five. Seventy percent are diagnosed in people over age fifty-five. In 1929, the first year for which the US Centers of Disease Control has national data, average life expectancy in the United States was fifty-seven years. Roughly speaking, this suggests that in the first decades of the twentieth century Americans were not living long enough for them to have developed around 75 percent of today’s cases of cancer. That’s why cancer was then comparatively rarer. And that’s not taking into account the lower incidence rates that would likely have existed due to higher levels of physical activity and lower rates of obesity, cigarette smoking, and alcohol consumption that prevailed among Americans in the early part of the twentieth century. For example, the lung cancer death rate for men was just shy of 5 per 100,000 in 1930; by 1990, the rate had risen to 76 per 100,000.



Hormone Havoc: Half the Men Our Fathers Were?

While some environmental groups remain loyal to the old belief that exposures to trace amounts of synthetic chemicals are causing a cancer epidemic, others are now pushing the notion that these chemicals are generating hormone havoc. In Silent Spring, Carson does vaguely speculate that pesticide residues might increase endogenous estrogens, and she also worries about the exposures to synthetic estrogens in cosmetics, drugs, foods, and workplaces. She mentions in passing medical reports that suggest there is reduced sperm production among crop dusters. Nearly thirty years later, a group of Carson disciples meeting in 1991 at the Wingspread Center in Wisconsin under the auspices of the World Wildlife Fund developed their guru’s suspicions about the effects of synthetic chemicals on sex hormones into the endocrine disruptor conjecture. The idea is that some synthetic chemicals harmfully produce the effects of estrogen, testosterone, and other hormones on human bodies and in wildlife.

I suspect the endocrine disrupting chemical (EDC) controversy will play out much the same way as the cancer controversy has. Basically it will turn out that some synthetic compounds in high doses will have deleterious effects on those exposed, but background exposures will have no detectable effects on the larger population.

As it happens, proponents of the idea that endocrine disruption is a major public health problem have issued a couple of consensus statements recently. For example, one such was issued in 2013 by a group working under the auspices of the United Nations Environment Programme. The State of the Science of Endocrine Disrupting Chemicals report begins by confidently asserting that many endocrine-related disorders are on the rise, including low semen quality and deformed penises, early breast development in girls, attention deficit and hyperactivity disorder in children, obesity and type 2 diabetes, and testicular, prostate, breast, and thyroid cancer. The “consensus” on all of these damaging effects was derived by combing selectively through the epidemiological literature. Interestingly, if you read through the data cited by the consensus architects, it becomes clear that the confident assertions in the State of the Science consensus are based on a lot of vigorous hand-waving and embarrassingly weak data.

For example, it bears noting that the State of the Science report itself admits that current research does not support the claim that synthetic endocrine disrupting chemicals are responsible for the trends that it identifies. The State of the Science report observes that “evidence linking estrogenic environmental chemicals with [breast cancer] is not available.” In addition, the State of the Science report acknowledges that “there is very little epidemiological evidence to link EDC [endocrine disrupting chemical] exposure with adverse pregnancy outcomes, early onset of breast development, obesity or diabetes.” Furthermore, the State of the Science report concedes, “There is almost no information about associations between EDC exposure and endometrial or ovarian cancer,” and “no studies exist that explore the potential link between fetal exposure to EDCs and the risk of testicular cancer occurring 20–40 years later.” Additionally, the State of the Science report notes that “high accidental exposures to PCBs [polychlorinated biphenyls] during fetal development or to dioxins in childhood increase the risk of reduced semen quality in adulthood.” If PCBs do lower sperm quality, it’s a problem of the past rather than the future, since the production of PCBs was banned in the United States in 1979. Let’s look beyond the feeble findings of the State of the Science report and see what other research has to say about the asserted trends.



Penis Problems and the Sperm Apocalypse?

Alarm about allegedly falling sperm counts due to exposure to synthetic estrogens was first raised in a 1992 article by Scandinavian researchers, who reported there had been a decline of nearly 50 percent in fifty years. Ever ready to fan the flames of panic, the publicists at Greenpeace quickly initiated a clever campaign of advertisements declaring, “You’re not half the man your father was.”

Although the originators of the 1992 finding of falling semen quality and increasing penile anomalies continue to produce epidemiology to bolster those claims, many other researchers report contrary trends. For example, a 2013 comprehensive review of thirty-five sperm quality studies published after the purported decline was first announced in 1992 finds no such overall trend. The researchers report that eight studies involving a total of 18,109 men suggest a decline in semen quality; twenty-one studies encompassing 112,386 men show either no change or an increase in semen quality; and six studies involving 26,007 men show ambiguous or conflicting results. According to the researchers, the upshot is that “allegations for a worldwide decline in semen parameter values have not withstood scientific scrutiny.”

What about the epidemic of deformed penises that endocrine disruptors are supposedly engendering? One of the more common birth defects in males is hypospadias, in which the urethral opening occurs elsewhere along the penis rather than at the tip. A 2012 comprehensive review of data on trends for this birth defect reported that “generalized statements that hypospadias is increasing are unsupported” and that “firm conclusions cannot be made regarding the association of endocrine-disrupting exposures with hypospadias.” Another systematic review of studies looking for genetic and environmental influences on hypospadias found that “[w]hile genes involved in the aetiology of hypospadias have received a considerable amount of attention, research on environmental factors has been even more extensive. Despite the large number of studies, however, clear evidence for causal environmental factors is still lacking.”

A similar 2009 report, “Rising Hypospadias Rates: Disproving a Myth,” concluded, “A review of the epidemiologic data on this issue amassed to date clearly demonstrates that the bulk of evidence refutes claims for an increase in hypospadias rates.”

Testicular cancer does appear to be increasing in many developed nations. Proponents of the endocrine disruption thesis have conducted epidemiological studies that weakly suggest that they do correlate with greater risk for testicular cancer. On the other hand, lots of other physiological phenomena also correlate with higher testicular cancer rates. A 2012 study reports that one of the stronger correlations uncovered by several studies is that the risk of testicular cancer increases with adult height. The researchers in that study find that men over six feet tall have a higher risk of testicular cancer, and they suggest that “the trend of increasing adult height and the increasing TC [testicular cancer] incidence are biologically interconnected with improved nutrition in early life.” They note that while testicular cancer rates in Europe increased throughout the twentieth century, they stalled for the generation that suffered nutritional deprivation as a result of World War II. Interestingly, being overweight reduces the chances of testicular cancer, so one might think that as the obesity rate rises, the testicular cancer rate should fall.

The State of the Science consensus report notes, “The prevalence of obesity and type 2 diabetes has dramatically increased worldwide over the last 40 years.” As noted above, the consensus report, however, admits there is very little epidemiological evidence linking endocrine disrupting chemicals to increasing obesity rates, but that does not stop researchers from trying to do so. A typical study, “Association of Endocrine Disruptors and Obesity: Perspectives from Epidemiologic Studies,” published in 2010, found a correlation between excess weight and endocrine disrupting chemicals. However, that study begins by acknowledging that “changes in diet and physical activity are undoubtedly key causal factors related to the increase in obesity.” Well, yes.

A far more plausible explanation for the rise in obesity can be found in a 2013 study that tracked the changes in the number of calories Americans consumed daily between 1971 and 2010. The researchers found that in 1971, Americans ate an average of 1,955 calories daily. That average rose to 2,269 per day by 2003 and has recently dropped a bit, to 2,195 calories daily. While Americans are eating more, they are also exercising less. A 2011 study reported, “Over the last 50 years in the U.S. we estimate that daily occupation-related energy expenditure has decreased by more than 100 calories, and this reduction in energy expenditure accounts for a significant portion of the increase in mean U.S. body weights for women and men.” It is well established that being overweight escalates considerably the risk of type 2 diabetes. A 2012 workshop organized by the US National Institute of Environmental Health Sciences reviewed seventy-five studies relating exposures to synthetic endocrine disruptors to type 2 diabetes and concluded, “In no case was the body of data considered sufficient to establish causality.” It’s hard not to conclude that in comparison to eating more calories and increasingly sedentary lifestyles, the effects of endocrine disrupting chemicals on rising obesity and the prevalence of type 2 diabetes, if such effects exist, would be negligible.

The State of the Science report also asserts that there is a “trend towards earlier onset of breast development in young girls.” Again, some epidemiologists have sought to identify synthetic endocrine disruptors as the possible villains behind this trend. However, considerable research persuasively suggests that earlier breast development and puberty onset in girls is linked to increases in body fat. In other words, rising obesity rates strongly correlate with earlier onset of puberty in girls. There does appear to be an epidemic of diagnoses of attention deficit hyperactivity disorder (ADHD), but many researchers question the claim that actual cases are increasing. A 2014 comprehensive review in the International Journal of Epidemiology analyzed 135 studies dealing with trends in ADHD and reports, “In the past three decades, there has been no evidence to suggest an increase in the number of children in the community who meet criteria for ADHD when standardized diagnostic procedures are followed.”

A devastating article, “Endocrine Disruption: Fact or Urban Legend,” by a team of European and American toxicologists, published in the journal Toxicology Letters in December 2013, reviews hundreds of studies on the effects of alleged endocrine disrupting chemicals. Their review of the science finds no effects on sperm counts, no effects on the rate of penile deformations, no effects on any cancer, no effects on diabetes, no effects on breast development, and … simply no effects whatsoever from exposures to chemicals, natural and synthetic, that emit a weak hormonal signal in very sensitive lab tests. Among many other things, the researchers point out that voluntary human exposures to powerful hormone modifying substances such as the estrogens in birth control pills have resulted in practically no significant health effects on either those who take them or their progeny. The effective potency of contraceptive pills is more than a million times greater than the potencies of the weak endocrine disrupting chemicals on which environmental activists focus. Taking this and much other evidence into account, the researchers assert that “the hypothesis that the negligible exposure of humans to chemicals of negligible hormonal potency could have an effect on human fertility is absurd, defying a scientific basis as well as common sense.” They conclude that the man-made environmental disruptor hypothesis “has now been evaluated experimentally and epidemiologically for nearly 20 years and no convincing evidence has been found of an actual decline in human fertility, and even less of a causal relation with synthetic hormonally active substances.”



The Problem of Epidemiology

Epidemiologists are hard at work sincerely trying to uncover relationships between all sorts of exposures and health outcomes. Many of the assertions made about the possible effects of endocrine disrupting chemicals in the State of the Science report are based on the results of observational studies by epidemiologists. The number of observational studies has increased from 80,000 in the 1990s to more than 260,000 in the first decade of the twenty-first century. Most observational studies are case-control studies in which epidemiologists identify a population that suffers from a disease or other condition and then attempt to match them with a similar population free of the disease or condition. They then look for differences in lifestyle, diet, or the environment that might account for the disease. This should work in theory, but the problems with controlling for biases in the data and for confounding factors are well known to epidemiologists. Confounding factors are variables that have been overlooked by researchers. Confounders can easily generate spurious associations.

For example, one famous study found a link between heavy coffee drinking and pancreatic cancer that disappeared once the smoking and alcohol consumption habits of coffee drinkers were taken into account. In addition, biases can creep in because it turns out that the control population differs in significant but unrecognized ways. For example, a finding that exposure to electromagnetic fields caused leukemia disappeared when differences in the incomes of the case population and the control population were taken into account. There is a well-known epidemiological relationship between poverty and cancer.

The problem is, epidemiologists generally find far more false positives than they do true positives—that is, they identify far more associations between phenomena than eventually are found to be the case. How do we know that there are far more false positives than true positives? Because the vast majority of epidemiological studies are not replicated. In other words, other, later researchers do not find that the risk factor identified in the initial observational study is in fact associated with a disease. S. Stanley Young of the US National Institute of Statistical Sciences estimates that only 5 to 10 percent of observational studies can be replicated.

In addition, there is a strong tendency among epidemiologists to publish only studies with positive results. Reporting only positive results (that is, a finding that some risk factor is associated with disease) skews the literature toward implying that various risk factors are more dangerous than is really the case. Others worry that researchers may try to please their sponsors, especially the government regulatory agencies that fund their research. As one anonymous researcher at the National Institute of Environmental Health Sciences told Science, “Investigators who find an effect get support, and investigators who don’t find an effect don’t get support. When times are rough it becomes extremely difficult for investigators to be objective.”

Even with the best of scientific intentions, it is not easy to sort actual risk factors from the statistical background noise of confounders and researcher biases. “With epidemiology you can tell a little thing from a big thing. What’s very hard to do is to tell a little thing from nothing at all,” said Michael Thun, an American Cancer Society epidemiologist, in 1995. Former Boston University epidemiologist Samuel Shapiro agrees: “Epidemiologists have only primitive tools, which for small relative risks are too crude to enable us to distinguish between bias, confounding, and causation.”

So, most epidemiologists will agree that one study that identifies a small effect means very little. However, if a number of studies consistently find a similar small relative risk for a factor, then perhaps the factor is causal. But consistency among studies can go only so far. If all of the studies have the same design, they could all be implementing the same biases and missing the same confounders and thus producing the same spurious positive results. That brings up the issue of pathological science.



Possibly Pathological Science?

In 1953, Nobel Prize–winning chemist Irving Langmuir identified what he called “pathological science,” or “the science of things that aren’t so.” In his 1992 summary of Langmuir’s insights, Denis Rousseau noted that “the first characteristic of pathological science is that the effect being studied is often at the limits of detectability or has very low statistical significance. Thus it can be difficult to do experiments that reliably test the effect.” In such scientific situations “unconscious personal bias may affect the results.”

Experimental researchers into the effects of endocrine disrupting chemicals have devised a set of exquisitely sensitive cell-based and animal model tests to detect their subtle influences. They then turn around and justify the relevance of the barely detectable responses conjured from their hypersensitive assays by citing supposed endocrine disruptor effects found in human epidemiological studies. Amusingly, some epidemiologists return the favor and suggest that the plausibility of their very weak findings is justified by the experiments using the sensitive assays. Neither bothers to explain why the results of these highly sensitive tests have any relevance to human health.

Rousseau adds, “Because the effect is weak or of such low statistical significance, there may be no consistent relationship between the magnitude of the effect and the causative agent. Increasing the strength of the causative agent may not increase the size of the effect.” Another hallmark of pathological science is that its effects can be elicited by only some researchers, who are then unable to communicate how they achieve them to other researchers. Proponents of endocrine disruption generally respond that outside researchers who can’t replicate their findings are simply not careful enough. Naturally, practitioners of pathological science are impervious to critiques and accusations of sloppiness on their part from other scientists.

In addition, practitioners of pathological science propose eccentric theories, positing mechanisms that appear nowhere else in related sciences. In this case, champions of the environmental endocrine disruption hypothesis reject the standard thinking in toxicology, according to which the biological effects of a substance increase as the dose increases, often summarized as “the dose makes the poison.” Instead, they propose the concept of nonmonotonic dose response, in which exposures to allegedly endocrine disrupting compounds exhibit a U-shaped dose response curve—that is to say, barely detectable doses produce a big effect that falls off as the dose increases to a certain level, at which point bigger doses also produce big effects.

Perhaps environmental endocrine disruptor researchers have uncovered a real phenomenon, but most toxicologists doubt it. “Although this hypothesis is consistent with the ideas of homoeopathy, it contradicts centuries of toxicological and pharmacological experience demonstrating that active substances produce a specific dose-response in the affected organism,” tartly asserted one group of critical toxicologists. Homeopathy is a medical pseudoscience in which the alleged remedies are so diluted that they often do not contain a single molecule of any supposed therapeutic substance. Low-dose effects indeed.

To explain how researchers and whole fields of science can end up studying phenomena that don’t actually exist, Stanford University biostatistician John Ioannidis fancifully describes the highly active areas of scientific investigation on Planet F345 in the Andromeda Galaxy. The Andromedean researchers are hard at work on such null fields of study as “nutribogus epidemiology, pompompomics, social psychojunkology, and all the multifarious disciplines of brown cockroach research—brown cockroaches are considered to provide adequate models that can be readily extended to humanoids.”

The problem is that the Andromedean scientists don’t know that their data dredging and highly sensitive nonreplicated tests are massively producing false positives. In fact, the Andromedean researchers have every incentive—publication pressure, tenure, and funding—to find effects, the more extravagant the better. But in fact, the manufactured discoveries are just estimating the net bias operating in each of these “null fields.”

During the past twenty years hundreds of millions of euros and dollars of taxpayer money have been spent on endocrine disruptor research with essentially no results. In a remarkable and thorough 2013 scientific review article, a team of toxicologists bluntly suggests that all this funding has likely produced “a vested interest of scientists in the endocrine disruption field to keep the endocrine disruption hypothesis on the agenda in order to stay in business.” Decades of research and hundreds of millions of dollars in funding have resulted in the publication of more than 4,000 different articles. “Taking into account the large resources spent on this topic, one should expect that, in the meantime, some endocrine disruptors that cause actual human injury or disease should have been identified,” the researchers argue. “However, this is not the case. To date, with the exception of natural or synthetic hormones, not a single, man-made chemical endocrine disruptor has been identified that poses an identifiable, measurable risk to human health.” They damningly add, “Certainly, there has been much media hype about imaginary health risks from bisphenol A, parabens, or phthalates. However, no actual evidence of adverse human health effects from these substances has ever been established. To the contrary, there is increasing evidence that their health risks are absent or negligible—or imaginary.”

As Denis Rousseau cogently reminds us, his description of “science gone bad is not a portrait of deliberately fraudulent behavior. Pathological science arises from self-delusion—cases in which scientists believe that they are acting in a methodical, scientific manner but instead have lost their objectivity. The practitioners of pathological science believe that their findings simply cannot be wrong. But any ideas can be wrong and any observation can be misinterpreted.”

On the basis of the evidence so far, there is a very good chance that the study of endocrine disruption will ultimately turn out to be what Ioannidis calls a null field. In which case, apocalyptic researchers will have provoked the public and policymakers into spending a great deal of time, energy, funding, and regulatory attention on another exaggerated environmental scare.
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The Attack of the Killer Tomatoes?

THE CRYSTALS AND GEMS GALLERY IN HANALEI, a trendy little town on Kauai, displayed several posters protesting GMOs and offered flyers urging a ban on biotech crops. The gallery is the sort of place where, when my wife picked up an attractive stone and asked a clerk what it was, the reply came back, “Do you mean, what does it do?” Apparently, that particular rock can dispel negativity.

After being advised on the therapeutic properties of various crystals, we asked the clerk what all the anti-biotech literature around the shop was about. Among other things, she informed us that biotech crops cause cancer, stating emphatically that Kauai’s cancer rates were exceptionally high, especially among people who live close to the seed company fields on the island where biotech crop varieties are grown.

As it happens, the state Health Department reported earlier in 2013 that “overall cancer incidence rates (all cancers combined) were significantly lower on Kauai compared to the entire state of Hawaii.” Nor did the department find higher rates of cancer in those districts where the seed company farms are located.

Some readers will recognize that the title of this chapter is taken from the 1977 comedy horror movie of the same name in which giant mutant tomatoes nearly destroy humanity. Unfortunately, it is not just winsome clerks in crystal shops who fear that modern biotech crops are the moral equivalent of homicidal tomatoes. Major environmental lobbying groups claim to be troubled by them too. For example, Doug Gurian-Sherman, a scientist formerly with the Union of Concerned Scientists and now at the Center for Food Safety, asserted in 2014, “There’s no real consensus on GMO crop safety.” In 2012, a statement issued by the Friends of the Earth in Europe demanded a moratorium on all foods derived from biotech crops. That FOE statement declared, “As well as posing unnecessary risks to human health, Friends of the Earth Europe believes GMOs destroy biodiversity, lead to increased costs for conventional farmers, increase corporate control of the food chain, and fail to combat global hunger.” In 2013, Daniel M. Ocampo, Sustainable Agriculture and Genetic Engineering Campaigner for Greenpeace in Southeast Asia, stated, “There is no scientific proof that GMOs pose no danger to human health and the environment.” Ocampo added, “Even the scientific community is divided on whether GMOs are safe.”

All of these statements by representatives from the world’s leading environmentalist organizations are false. There is, in fact, a broad scientific consensus that modern biotech crop varieties are safe for people and the environment. Why, then, are prominent environmentalist groups opposed to this technology? That takes a bit of history to explain.



Biotech Born Precautionary

Biotechnology was born precautionary, and that’s been a problem ever since. Modern biotechnology got its start in 1971 when Stanford University biochemist Paul Berg figured out how to splice segments of DNA together. He called this process recombining, and it enabled researchers to move genes from one organism to another. In 1980 Berg won the Nobel Prize in chemistry for this discovery. This new capability made some researchers uncomfortable, so a committee of prominent molecular biologists published a letter in the journal Science in July 1974 asking for a worldwide moratorium on certain types of gene-splicing experiments. The moratorium was supposed to last until the hazards that might be posed by gene splicing could be assessed. The researchers also asked that the National Institutes of Health devise a set of safety procedures for working with recombinant DNA. This was the first self-imposed ban on basic research in the history of science and it lasted two years.

Naturally, the moratorium attracted the attention of a wide variety of activists, many of whom worried about researchers playing God with nature. Some warned that super-plagues would escape the laboratories. Alarmed members of Congress including Senator Ted Kennedy (D-MA) and Representative Al Gore (D-TN) proposed significant and burdensome regulation, including the creation of a National Biohazards Commission modeled on the Nuclear Regulatory Commission.

In 1976, The New York Times Magazine published an alarming front-page article, “New Strains of Life—or Death,” by Cornell University biochemist Liebe Cavalieri. Cavalieri asserted, among other horrors, that gene splicing could lead to accidental outbreaks of infectious cancer. “In the case of recombinant DNA, it is an all or none situation—only one accident is needed to endanger the future of mankind,” he warned.

Also in 1976, Alfred Vellucci, the mayor of Cambridge, Massachusetts, guided by the left-leaning group Science for the People, wanted to ban gene-splicing research in his city. Of course, Cambridge is home to Harvard University and the Massachusetts Institute of Technology. “We want to be damned sure the people of Cambridge won’t be affected by anything that could crawl out of that laboratory,” Vellucci told The New York Times. He added, “They may come up with a disease that can’t be cured—even a monster. Is this the answer to Dr. Frankenstein’s dream?” There is no little irony that today Cambridge promotes itself as “one of the world’s major biotech centers.” Needless to say, more than forty years after gene splicing was invented, no plagues, much less epidemics of infectious cancer, have emerged from the world’s biotech labs.

In the context of this furor, some 140 molecular biologists convened in 1975 at the Asilomar Conference Grounds in Pacific Grove, California, to draft guidelines for conducting gene-splicing experiments. They self-consciously thought that they were avoiding what they saw as the mistakes made a generation earlier by Manhattan Project nuclear physicists when they unleashed the power of the atom. The initially restrictive guidelines have been greatly relaxed, not least because it turns out that microorganisms are natural and promiscuous exchangers of genes.

Reflecting later on the hysteria and rush to regulate, James Watson, codiscoverer of the double-helix structure of DNA, for which he won the Nobel Prize, succinctly noted, “Scientifically I was a nut. There is no evidence at all that recombinant DNA poses the slightest danger.” Similarly, biophysicist Burke Zimmerman, who participated in the congressional debates over regulating biotechnology, concluded, “In looking back, it would be hard to insist that a law was necessary, or, perhaps, that guidelines were necessary.”



“We Shall Not Be Cloned”

However, once fears are raised, they are hard to allay, especially if some groups find them useful for advancing other agendas. One master promoter of fear is onetime radical organizer Jeremy Rifkin, who early on became an anti-biotech campaigner. In 1977, Rifkin led a group of protesters into a meeting of molecular biologists at the National Academy of Sciences, where they joined hands singing, “We shall not be cloned.” Also in 1977, Rifkin and his fellow activist Ted Howard published Who Should Play God? The Artificial Creation of Life and What It Means for the Future of the Human Race. “The traditional notion of ruthlessly exploiting and controlling nature in the name of progress is being challenged by an environmentalist creed that emphasizes a reintegration into the ecosystem,” wrote Rifkin and Howard. They also railed against “unbridled scientific and technological progress” and creeping “corporate hegemony” and called for a “new spiritual awakening,” which would produce “a fundamental change in the values and institutional relationships of American society.”

In 1984, Rifkin penned a semi-mystical tract, Algeny: A New Word—A New World, in which he disparaged biotechnology by likening it to medieval alchemy. Modern technology was alienating humanity from nature, argued Rifkin. “Humanity seeks the elation that goes with the drive for mastery over the world,” he asserted. “Nature offers us the sublime resignation that goes with an undifferentiated participation in the world around us.”10 Nature may indeed offer sublimity, but it also deals out plague, floods, droughts, and starvation quite liberally. In a review, Harvard University paleontologist Stephen Jay Gould correctly decried Algeny “as a cleverly constructed tract of anti-intellectual propaganda masquerading as scholarship.”

Rifkin established the Foundation on Economic Trends, from which he launched many protests and legal challenges against the nascent biotechnology industry. For example, he challenged researchers who wanted to field-test a genetically modified version of the ubiquitous Pseudomonas syringae bacteria as a way to prevent frost damage to crops. The natural bacteria carry a gene that causes ice crystals to form around them when temperatures drop below freezing so that they can dine on the frost-damaged plants. Researchers had simply removed the gene and wanted to spread the modified bacteria over crops in the field to see if it would protect against frost damage. In what would later become a standard operating procedure for opponents of biotech, members of the group Earth First! ripped up one of the test plots in 1987. Eventually research showed that the modified bacteria did protect against frost damage, but efforts to commercialize it were dropped as threats to vandalize test plots persisted.

Rifkin was also a big player in the campaign that delayed the Food and Drug Administration’s approval of a biotech version of the hormone bovine somatotropin (BST) to boost milk production by as much as 25 percent. In 1986 the FDA had determined that BST was safe, since it is inactive in people. In addition, tests cannot differentiate milk from dairy cows treated with the hormone from milk from cows not so treated. The FDA finally approved BST in 1993 after finding that “milk from treated cows was safe for human food.” Every subsequent review by the agency has confirmed its safety. Spooked by the controversy and eager to avoid producing surpluses of highly subsidized meat and milk, regulators in Europe took the precautionary step of banning its use and the import of meat from treated cows. In 1999, the World Trade Organization ruled that the European ban on imports was based on phony safety concerns, the chief goal of which was to shield its farmers from competition and to protect its system of bloated farm subsidies.

In 1994, Calgene’s delayed-ripening Flavr Savr tomato became the first genetically modified food crop grown and consumed in an industrialized country. Unfortunately, the tomato did not actually taste all that good, so the product failed among consumers. The first commercially successful modern biotech crops were planted in the United States in 1996. They included corn, potato, and cotton varieties that had been enhanced to resist pests and soybeans with an added herbicide resistance trait.



Modern Crop Biotechnology Arrives

For pest resistance, researchers installed versions of a gene from the Bacillus thuringiensis (Bt) that kills insect pests with alkaline digestive systems. Bacillus thuringiensis has been used for decades in agriculture, especially by organic farmers, as an insecticide. Pest insects, usually caterpillars, ingest the bacteria, and their highly alkaline guts activate it to release protein crystals that poke holes in their digestive tracts, causing them to die. Studies accepted by the US Environmental Protection Agency (EPA) show that Bt protein is safe for people to eat; it is degraded by human gastric fluids within thirty seconds. The herbicide resistance trait is derived from a gene isolated from another soil bacterium that prevents the glyphosate herbicide (Roundup) from interfering with the production of plant-specific amino acids needed for growth and development. The EPA pointed out that the bacterial gene that confers herbicide resistance differs little from the same gene that all plants already have. Reviewing the test data, the agency also found that the herbicide resistance trait is not toxic to mammals or birds.

Since 1996, biotech crops have been adopted faster than any previous agricultural technology. In 1996, farmers planted 4.2 million acres of biotech crops. In 2013, 18 million farmers in twenty-seven countries planted 433 million acres, a hundredfold increase over eighteen years. Some 16.5 million of the farmers growing biotech crops are resource-poor farmers living in developing countries. Between 1996 and 2012, economic gains to farmers amounted to nearly $120 billion, 58 percent from saved inputs such as less pesticide, less plowing, and less labor. The remainder came from higher yields, totaling about 377 million tons over the past eighteen years. Due to these boosted yields, farmers did not have to plow up to an additional 300 million acres to keep up with the growing demand for food. This helped to preserve tropical forests and other biodiversity-rich ecosystems. Furthermore, by switching to biotech crops, farmers were able to cut their use of pesticides over the period by more than 1 million pounds of active ingredient, a reduction of nearly 9 percent.



The Politics of Anti-Biotech Environmentalism

Given these well-established advantages, including benefits to the natural environment such as lessening pesticide use, preventing soil erosion, and saving wild lands from being converted to farming, why do many leading environmentalist groups so strenuously oppose biotech crops? The chief problem is that just as biotech crops were being commercialized in the 1990s, they ran into a perfect storm of food and health safety scandals in Europe. In order to protect beef farmers and suppliers, British food safety authorities were downplaying the dangers of “mad cow” disease, which was spread by feeding cattle infected sheeps’ brains. Even though there were tests that could have identified donations from people infected with HIV, the agency in charge of French public health was permitting transfusions of contaminated blood. And the asbestos industry had exercised undue influence over its regulators in evaluating the risks posed by that mineral.

These feckless incidents “led to strong distrust and caused people to think that firms and public authorities sometimes disregard certain health risks in order to protect certain economic or political interests,” argues French National Institute of Agricultural Research analyst Sylvie Bonny. Consequently, Bonny notes that these events “increased the public’s attention to critical voices, and so the principle of precaution became an omnipresent reference.” So when biotech crops were being introduced, much of the European public was primed to credit any claims that this new technology might carry hidden risks.

Bonny points out that opposition to biotech crops arose first among “ecologist associations,” including Greenpeace and Friends of the Earth. In fact, hyping their opposition to biotech crops served as a lifeline to organizations like Greenpeace. Bonny notes that in the late 1990s, Greenpeace in France was experiencing a serious falloff in membership and donations, but the GMO issue rescued the group. “Its anti-GMO action was instrumental in strengthening Greenpeace-France which had been in serious financial straits,” she reports. It should always be borne in mind that environmentalist organizations raise money to support themselves by scaring people. More generally, Bonny observes, “For some people, especially many activists, biotechnology also symbolizes the negative aspects of globalization and economic liberalism.” She adds, “Since the collapse of the communist ideal has made direct opposition to capitalism more difficult today, it seems to have found new forms of expression including, in particular, criticism of globalization, certain aspects of consumption, technical developments, etc.”

These concerns are obviously well beyond any scientific considerations regarding the safety of biotech crops for health and the environment. In any case, as the result of the institutional survival imperatives of environmentalist and social movement organizations, opposition to biotech crops became a major strand of their anti-globalization ideology. That had significant negative consequences for the acceptance of this useful technology around the world, especially in poor countries. To illustrate the destructive effects of this ideology, here are a few disturbing vignettes.

In October 1999, a cyclone killed 10,000 people and left 10 million homeless when it slammed into India’s eastern coastal state of Orissa (now known as Odisha). In the aftermath, nonprofit private aid agencies distributed a high-nutrition mixture of corn and soy meal to the hungry in Orissa. This act of charity outraged Indian ecofeminist Vandana Shiva. “We call on the government of India and the state government of Orissa to immediately withdraw the corn-soya blend from distribution,” demanded Shiva, director of the New Delhi–based Research Foundation for Science, Technology, and Ecology. “The U.S. has been using the Orissa victims as guinea pigs for GM [genetically modified] products which have been rejected by consumers in the North, especially Europe.”

In response to Shiva’s unscientific rant, Per Pinstrup-Andersen, then director general of the International Food Policy Research Institute, observed: “To accuse the US of sending genetically modified food to Orissa in order to use the people there as guinea pigs is not only wrong; it is stupid. Worse than rhetoric, it’s false. After all, the US doesn’t need to use Indians as guinea pigs, since millions of Americans have been eating genetically modified food for years now with no ill effects.”

In 2002, 2.5 million Zambians were on the edge of starvation. To alleviate the impending famine, the United States sent food aid, including tons of biotech corn. The president of Zambia refused the food. “We would rather starve than get something toxic,” said Zambian President Levy Mwanawasa. Mwanawasa also stated, “Simply because my people are hungry, that is no justification to give them poison, to give them food that is intrinsically dangerous to their health.” On the other hand, as the Los Angeles Times reported, some of his citizens disagreed. “I would rather eat that maize than die because the government has no alternative to the hunger problem,” said Bweengwa Nzala, a twenty-eight-year-old farmhand. The reason that Mwanawasa thought biotech crops were toxic had everything to do with the propaganda peddled by international environmental organizations and the European Union’s official efforts to get developing nations to adopt anti-biotech regulations. After all, Americans had been safely eating foods made with ingredients from biotech corn for seven years at that point.

Also in 2002 the United Nations convened a World Summit on Sustainable Development in Johannesburg, South Africa. As is usual with such confabs, the UN arranged for youth representatives to meet. At one such session, a young Kenyan announced his opposition to GMOs. Why? Because he had heard that GMOs weakened the immune systems of Africans so that they would more easily succumb to AIDS. From whom could he have gotten this disinformation? What could be more demoralizing than to believe that white scientists from rich countries had devised a technology that aimed to kill you?

In 2003, I watched a Brazilian member of the Friends of the Earth repeatedly yell at a group of poor Mexican women to whom food made with biotech ingredients was being distributed that it was “contaminated” and “toxic” and would harm their children. The food included boxes of Kellogg’s Corn Flakes. The good news is that the women ignored him and his fellow activists and took the food.

As the opening quotations from representatives of leading environmental lobbying groups show, they still are fighting crop biotechnology. Let us go through many of the claims made by the activists and see what the science shows. First, what about the activist assertion that there is “no real consensus on GMO crop safety”? Flatly false.



The Overwhelming Scientific Consensus on Biotech Crop Safety

No one has ever gotten so much as a cough, sneeze, sniffle, or stomachache from eating foods made with ingredients from modern biotech crops. Every independent scientific body that has ever evaluated the safety of biotech crops has found them to be safe for humans to eat.

“We have reviewed the scientific literature on GE [genetically engineered] crop safety for the last 10 years that catches the scientific consensus matured since GE plants became widely cultivated worldwide, and we can conclude that the scientific research conducted so far has not detected any significant hazard directly connected with the use of GM crops,” asserted a team of Italian university researchers in September 2013. And they should know, since they conducted the largest ever survey of scientific studies—more than 1,700—that evaluated the safety of biotech crops.

A statement issued by the board of directors of the American Association for the Advancement of Science, the largest scientific organization in the United States, on October 20, 2012, point-blank asserted that “contrary to popular misconceptions, GM crops are the most extensively tested crops ever added to our food supply. There are occasional claims that feeding GM foods to animals causes aberrations ranging from digestive disorders, to sterility, tumors and premature death. Although such claims are often sensationalized and receive a great deal of media attention, none have stood up to rigorous scientific scrutiny.” The AAAS board concluded, “Indeed, the science is quite clear: crop improvement by the modern molecular techniques of biotechnology is safe.”

In July 2012, the European Commission’s chief scientific adviser, Anne Glover, declared, “There is no substantiated case of any adverse impact on human health, animal health, or environmental health, so that’s pretty robust evidence, and I would be confident in saying that there is no more risk in eating GMO food than eating conventionally farmed food.” At its annual meeting in June 2012, the American Medical Association endorsed a report arguing against the labeling of bioengineered foods from its Council on Science and Public Health. The report concluded, “Bioengineered foods have been consumed for close to 20 years, and during that time, no overt consequences on human health have been reported and/or substantiated in the peer-reviewed literature.” In December 2010, a European Commission review of 130 EU-funded biotechnology research projects, covering a period of more than 25 years and involving more than 500 independent research groups, found “no scientific evidence associating GMOs with higher risks for the environment or for food and feed safety than conventional plants and organisms.”

A 2004 report from the National Academy of Sciences (NAS) concluded that “no adverse health effects attributed to genetic engineering have been documented in the human population.” In 2003 the International Council for Science, representing 111 national academies of science and 29 scientific unions, found “no evidence of any ill effects from the consumption of foods containing genetically modified ingredients.” The World Health Organization states, “No effects on human health have been shown as a result of the consumption of such foods by the general population in the countries where they have been approved.”

A 2002 position paper by the Society of Toxicology found that “[t]he level of safety of current BD [biotechnology-derived] foods to consumers appears to be equivalent to that of traditional foods.” In 2002, the US Government Accountability Office (GAO) reviewed the scientific literature and sought expert advice about the safety of genetically modified foods. The GAO concluded, “Biotechnology experts believe that the current regimen of tests has been adequate for ensuring that GM (genetically modified) foods marketed to consumers are as safe as conventional foods.” The experts with whom the GAO consulted also pointed out that “there is no scientific evidence that GM foods cause long-term harm, such as increased cancer rates,” and that “there is no plausible hypothesis of harm.” GM foods might have adverse effects if they produced harmful proteins that remained stable during digestion. However, the GAO noted that the proteins produced through genetic enhancement are in fact rapidly digested.

In 2000 the report Transgenic Plants and World Agriculture, issued under the auspices of seven national academies of science, including the US National Academy of Sciences and the British Royal Society, found that “no human health problems associated specifically with the ingestion of transgenic crops or their products have been identified.” In a 2014 op-ed in The New York Times, even the notorious food puritan Mark Bittman declared of crop biotechnology that “the technology itself is not even a little bit nervous making,” adding, “the technology itself has not been found to be harmful [emphasis his].”



Fringe Anti-Biotech Science

Unfortunately, there is no shortage of fringe scientists to gin up bogus studies suggesting that biotech crops are not safe. My personal favorite in this genre is Russian researcher Irina Ermakova’s claim, unpublished in any peer-reviewed scientific journal, that eating biotech soybeans turned mouse testicles blue.

One widely publicized specious study was done by the French researcher Gilles-Éric Séralini and his colleagues. They reported that rats fed herbicide resistant corn died of mammary tumors and liver diseases. Séralini is the president of the scientific council of the Committee for Research and Independent Information on Genetic Engineering, which describes itself as an “independent non-profit organization of scientific counter-expertise to study GMOs, pesticides and impacts of pollutants on health and environment, and to develop non polluting alternatives.” The committee clearly knows in advance what its researchers will find with regard to the health risks of biotech crops. But when truly independent groups, such as the European Society of Toxicologic Pathology and the French Society of Toxicologic Pathology, reviewed Séralini’s study, they found it to be meretricious rubbish. Six French academies of science issued a statement declaring that the journal should never have published such a low-quality study and excoriating Séralini for orchestrating a media campaign in advance of publication. The European Food Safety Authority’s review of the Seralini study “found [it] to be inadequately designed, analysed and reported.”

In November 2013, Food and Chemical Toxicology, the journal that published the Séralini research, decided to retract the badly flawed study. All to the good. Sadly, however, such junk science has real-world consequences, since Seralini’s article was apparently cited when Kenya made the decision to ban the importation of foods made with biotech crops. Unhappily, a different low-quality journal, which exercised no additional peer review, decided to republish Séralini’s paper in June 2014.



Climate Consensus Yes—Biotech Consensus No

Leading environmentalist organizations insist that the public and policymakers accept the strong consensus regarding the reality of man-made climate change. “You have the strongest consensus we have seen in the science community about global climate change since the conclusion that tobacco caused lung cancer,” asserts Union of Concerned Scientists (UCS) president Kevin Knobloch. Greenpeace also argues, “There is, in fact, a broad and overwhelming scientific consensus that climate change is occurring, is caused in large part by human activities.” And Friends of the Earth has gone after ExxonMobil because it “has repeatedly attempted to undermine the scientific consensus on climate change and actively resisted attempts to limit carbon dioxide emissions through law.” Good for them for defending the research results of climate science. But for these same environmentalist groups, not all scientific consensuses are equal.

Oddly, in trying to rebut the established scientific consensus with regard to the safety of biotech crops, the Center for Food Safety analyst Gurian-Sherman linked to a “statement” issued in October 2013 by the European Network of Scientists for Social and Environmental Responsibility asserting that no such consensus exists. Who is ENSSER? A collection of longtime foes of agricultural biotechnology. The disingenuous statement has so far been signed by fewer than three hundred scientists, including such anti-biotech luminaries as Charles Benbrook, Vandana Shiva, Gilles-Éric Séralini, and Gurian-Sherman himself. Referring to this declaration as evidence against biotech crop safety is akin to citing a statement from tobacco company scientists asserting that cigarette smoking isn’t a risk factor for lung cancer.

Environmental activists regularly accuse those who question the climate change consensus of bad faith and worse. But aren’t they exhibiting a similar bad faith when they reject the broad scientific consensus on genetically modified crops? It is just pathetic that major environmentalist organizations reject mainstream science with regard to biotech crop safety, and further, it is a colossal betrayal of the trust of their members.



Biotech Crops and Pesticide Use

Another oft-heard claim by activists is that GMOs increase herbicide use. First, so what? This claim is simply an attempt to mislead people into thinking that more herbicide use must somehow be more dangerous. As a US Department of Agriculture report has noted, planting herbicide-resistant biotech crops enables farmers to substitute the more environmentally benign herbicide glyphosate (commercially sold as Roundup) for “other synthetic herbicides that are at least 3 times as toxic and that persist in the environment nearly twice as long as glyphosate.” Glyphosate has very low toxicity, breaks down quickly in the environment, and enables farmers to practice conservation tillage, which reduces topsoil erosion by up to 90 percent. So the net environmental effect is quite positive.

However, it must be admitted that there are few honest brokers when it comes to this issue. Most of the research on biotech crops and herbicides is underwritten by either activist groups or industry. I have drawn my own conclusions, but I provide a fairly comprehensive review of the various studies on this question below.

When it comes to biotech crops and pesticide use data, the go-to guy for anti-biotech activists is Charles Benbrook. After a long career with various anti-biotech groups, Benbrook now serves as a research professor in the Center for Sustaining Agriculture and Natural Resources at Washington State University. He has an extensive history of publishing studies allegedly showing that the adoption of biotech crops boosts the use of pesticides. Four years after commercial biotech crops were first planted in the United States, for example, he concluded in 2001 that herbicide use had “modestly increased.” Benbrook’s article contradicted research published the year before by scientists with the US Department of Agriculture, who had found that biotech crops had reduced pesticide applications.

In a 2004 report funded by the Union of Concerned Scientists, Benbrook asserted that “GE [genetically engineered] corn, soybeans, and cotton have led to a 122 million pound increase in pesticide use since 1996.” In contrast, a 2005 study in Pest Management Science, by a researcher associated with the pesticide lobby group CropLife, reported that planting biotech crops had “reduced herbicide use by 37.5 million lbs.” A 2006 study done for the self-described nonadvocacy think tank National Center for Food and Agricultural Policy, founded in 1984 with a grant from the W. K. Kellogg Foundation, reported that planting biotech crops in the United States had in 2005 reduced herbicide use by 64 million pounds and insecticide applications by about 4 million pounds. Another 2007 study, by a team of international academic researchers led by Gijs Kleter from the Institute of Food Safety at Wageningen University in the Netherlands, concluded that in the United States, crops genetically improved to resist herbicides used 25 to 30 percent less herbicide per hectare than conventional crops did. In 2009, Benbrook issued a report for the anti-GMO Organic Center claiming that “GE crops have been responsible for an increase of 383 million pounds of herbicide use in the U.S. over the first 13 years of commercial use of GE crops.”

Benbrook’s latest study, issued in 2012, found that the adoption of pest-resistant crops had reduced the application of insecticides by 123 million pounds since 1996 but increased the application of herbicides by 527 million pounds, an overall increase of about 404 million pounds of pesticides. The media—including Mother Jones’s ever-credulous anti-biotech advocate Tom Philpott—reported these results unskeptically.

Benbrook largely got his 2012 results by making some strategic extrapolations of herbicide use trends to make up for missing data from the US Department of Agriculture.

Meanwhile, a 2012 study by Graham Brookes and Peter Barfoot at the PG Economics consultancy found planting modern biotech crop varieties had globally cut pesticide spraying by 997 million pounds from 1996 to 2010, an overall reduction of 9.1 percent. Brookes and Barfoot calculated the amount of pesticide used by multiplying the acreage planted for each variety by the average amounts applied per acre.

In May 2014 the USDA’s National Agricultural Statistics Service issued its comprehensive Pesticide Use in U.S. Agriculture: 21 Selected Crops, 1960–2008 report updating national herbicide and insecticide usage trends. The USDA finds that herbicide usage peaked at 478 million pounds in 1981—a decade and half prior to the introduction of the first biotech crop varieties—and fell to 394 million pounds in 2008. By the way, farmers applied 409 million pounds of herbicides to their crops in 1996. So instead of a massive increase in herbicide spraying, as claimed by Benbrook, the USDA actually reports a modest decline. Insecticide applications peaked in 1972 at 158 million pounds, dropping to 29 million pounds in 2008. It’s worth noting that the insecticide DDT accounted for 11 percent of all agricultural pesticides used in 1972. Since biotech crops can protect themselves against insect pests, there is far less need for farmers to spray their crops.

This conclusion was further bolstered in a November 2014 study by German university researchers that reviewed 147 agronomic studies of pesticide use trends in biotech crops. They reported that genetic modification (GM) technology has increased crop yields by 21 percent, largely by lowering crop damage from pests. In addition, biotech crops “have reduced pesticide quantity by 37 percent and pesticide cost by 39 percent.” While noting that biotech seeds are more expensive than those of conventional varieties, those costs are more than compensated for through savings in chemical and mechanical pest control. Consequently, they found that “average profit gains for GM-adopting farmers are 69 percent.” More yield and lower pesticide applications means less potential damage to the natural environment. And more profits for farmers too! What’s not to like?



Biotech Crop “Side Effects”

The anti-biotech Institute for Responsible Technology claims, “By mixing genes from totally unrelated species, genetic engineering unleashes a host of unpredictable side effects.” Not really.

All types of plant breeding—conventional, mutagenic, and biotech—can, on rare occasions, produce crops with unintended consequences. The 2004 NAS report cited earlier includes a section comparing the unintended consequences of each approach; it concludes that biotech is “not inherently hazardous.” Conventional breeding transfers thousands of unknown genes with unknown functions along with desired genes, and mutation breeding induces thousands of random mutations via chemicals or radiation. In contrast, the NAS report notes that biotech is arguably “more precise than conventional breeding methods because only known and precisely characterized genes are transferred.”

The case of mutation breeding is particularly interesting. In that method, researchers basically blast crop seeds with gamma radiation or bathe them in harsh chemicals to produce thousands of uncharacterized mutations, then plant them to see what comes up. The most interesting new mutants are then crossed with commercial varieties, which are then released to farmers. The Food and Agriculture Organization’s Mutant Varieties Database offers more 3,000 different mutated crop varieties to farmers. Many of these mutated varieties are planted as organic crops. Among the more recent new mutant offerings are two corn varieties, Kneja 546 and Kneja 627. Whatever genetic changes have been wrought in these corn varieties by induced mutagenesis, they must be far less known to researchers than any changes made to standard-issue biotech crops, yet these mutants get practically no regulatory scrutiny or activist censure.

The contention here is not that mutation breeding is inherently dangerous. Given its solid record of eighty years of safety, it’s not. The point is that the more precise methods of modern gene splicing are even safer than that.

The Institute for Responsible Technology warns that producing biotech crops can produce “new toxins, allergens, carcinogens, and nutritional deficiencies.” There is no evidence for any of this. Consider the panic back in 2000 over StarLink corn, in which a biotech variety approved by the EPA as feed corn got into two brands of taco shells. Some twenty-eight people claimed that they had experienced allergic reactions to eating “contaminated” tacos. The Centers for Disease Control and Prevention tested their blood and found that none reacted in a way that suggested an allergic response to StarLink.

The Union of Concerned Scientists cites a 1996 experiment in which researchers added a Brazil nut protein to a soybean variety that did produce allergic reactions. The company naturally did not proceed and that variety never made it out of the laboratory. One would think that that would actually be an example of the care with which biotech crop researchers test their products to make sure that they are safe before they are commercialized.

As far as cancer goes, it is worth noting that even as Americans have chowed down on billions of biotech meals, the age-adjusted cancer incidence rate has been going down (see Chapter 4). In fact, research shows that biotech corn engineered to resist insects is much lower in potent cancer-causing mycotoxins.



Biotech Crops and the Environment

The Institute for Responsible Technology recycles the fable that biotech crops harm monarch butterflies. This particular meme had its origins in 1999 when a researcher at Cornell University poisoned monarch butterfly caterpillars in his laboratory by forcing them to eat milkweed leaves coated with pollen from an insect-resistant corn variety. Of course the larvae died, since the Bacillus thuringiensis gene inserted into the corn specifically targets caterpillar pests like rootworms.

Countering misinformation takes a lot of work, but eventually the Proceedings of the National Academy of Sciences published a series of articles evaluating the effects of biotech corn on monarch butterflies in the wild. The researchers described the product’s impact on monarch butterfly populations as “negligible.” A 2011 review of more than 150 scientific articles found that “commercialized GM crops have reduced the impacts of agriculture on biodiversity, through enhanced adoption of conservation tillage practices, reduction of insecticide use and use of more environmentally benign herbicides, and increasing yields to alleviate pressure to convert additional land into agricultural use.”

Consider also the comprehensive 2010 report by the National Research Council of the National Academy of Sciences that analyzed the effects of biotech crops on farmers and the environment. “Many U.S. farmers who grow genetically engineered (GE) crops are realizing substantial economic and environmental benefits—such as lower production costs, fewer pest problems, reduced use of pesticides, and better yields—compared with conventional crops,” notes the study. Although the report does discuss the problem of increasing pest resistance to biotech crops, the development of weeds resistant to herbicides is not a problem peculiar to biotech crops, but is likely exacerbated by the fact that so many biotech varieties incorporate resistance to a single herbicide, glyphosate. The good news is that new varieties are including tolerance to other herbicides. Mixing and matching these crops will better control the development of herbicide-resistant weeds.

Some environmentalist critics claim that genes from genetically modified crops will “contaminate” the natural environment and conventional crops. A 2003 report by the International Council for Science (ICSU) found that “there is no evidence of any deleterious environmental effects having occurred from the trait/species combinations currently available.”

Meanwhile, no matter what effects either conventional or GM crops have on biodiversity in crop fields, they pale in comparison to the impact that the introduction of modern herbicides and pesticides sixty years ago had on farmland biology. Thanks to GMOs, farmers’ fields became dramatically more productive and comparatively weed- and pest-free.



Biotech Crops and Feeding a Hungry World

In 2009, the Union of Concerned Scientists issued a report, Failure to Yield, by chief scientist Doug Gurian-Sherman claiming that modern biotechnology had not increased “intrinsic” crop yields—that is, the highest yield possible under ideal conditions. This assertion is a red herring. Current varieties of biotech crops boost yields chiefly by preventing weeds from using up sunlight and nutrients and insects from destroying them. In other words, biotech crops increase operational yields, the yields actually obtainable in the field taking into account factors such as pests and environmental stresses.

Keep in mind that farmers are not stupid, especially not poor farmers in developing countries. The UCS report acknowledged that American farmers had widely adopted biotech crops in the previous thirteen years. Why? “The fact that the herbicide-tolerant soybeans have been so widely adopted suggests that factors such as lower energy costs and convenience of GE (genetically engineered) soybeans also influence farmer choices,” noted the report. Indeed. Surely a UCS advocacy scientist should view saving fossil fuels that emit greenhouse gases as an environmental good. And what does Gurian-Sherman mean by “convenience”? Later, he admits that biotech herbicide-resistant crops save costs and time for farmers. Herbicide resistance is also a key technology for expanding soil-saving no-till agriculture, which, according to a report in 2003, saves 1 billion tons of topsoil from eroding annually. In addition, no-till farming significantly reduces the runoff of fertilizers into streams and rivers.

The UCS report correctly observed, “It is also important to keep in mind where increased food production is most needed—in developing countries, especially in Africa, rather than in the developed world.” Which is exactly what is happening with biotech crops in poor countries. Currently, 18 million farmers around the world are planting biotech crops. Notably 90 percent of the world’s biotech farmers—that is, 16.5 million—are small and resource-poor farmers in developing countries such as China, India, and South Africa. Gurian-Sherman is right that biotech contributions to yields in developed countries are comparatively modest.

Farmers in the United States and Canada already have access to and can afford to deploy the full armamentarium of modern agricultural technologies, so improvements are going to be at the margins. Nevertheless, it is instructive to compare the rate of increase in corn yields between the biotech-friendly United States and biotech-hostile France and Italy over the past ten years. University of Georgia crop scientist Wayne Parrott notes, “In marked contrast to yield increases in the U.S., yields in France and Italy have leveled off.”



Biotech Crops Are Pro-Poor

Yield increases are much greater in poor countries. In 2004, the UN’s Food and Agriculture Organization declared that crop biotechnology can be a “pro-poor agricultural technology.” The FAO pointed out that crop biotechnology “can be used by small farmers as well as larger ones; it does not require large capital investments or costly external inputs and it is relatively simple to use. Biotechnologies that are embodied in a seed, such as transgenic insect resistance, are scale neutral and may be more affordable and easier to use than other crop technologies.”

A 2006 study found that biotech insect-resistant cotton varieties boosted the yields for India’s cotton farmers by 44 to 63 percent. Exasperatingly, some anti-biotech activists counter that these are not really yield increases, merely the prevention of crop losses. Of course, another way to look at it is that these are increases in operational yields. Yield increase or crop loss prevention, this success led in 2013 to nearly 90 percent of India’s cotton fields being planted with biotech varieties. Similarly, biotech insect-resistant corn varieties increased yields (or prevented losses) by 24 percent in the Philippines.

More recently, a 2010 review article in Nature Biotechnology found that “of 168 results comparing yields of GM and conventional crops, 124 show positive results for adopters compared to non-adopters, 32 indicate no difference and 13 are negative.” With regard to feeding the world, yield increases are greater for poor farmers in developing countries than for farmers in rich countries. “The average yield increases for developing countries range from 16 percent for insect-resistant corn to 30 percent for insect-resistant cotton,” the Nature Biotechnology article notes, “with an 85 percent yield increase observed in a single study on herbicide-tolerant corn.”

In 2013 the Centre for Environmental Strategy at the University of Surrey published a working paper that looked at the agronomic, environmental, and socioeconomic impacts of biotech crops since they were commercialized in 1996. The researchers found, “Overall, the impact of GM crops has been positive in both the developed and developing worlds.” The adoption of biotech crops increased yields and used less energy. “Ecologically, non-target and beneficial organisms have benefitted from reduced pesticide use, surface and ground water contamination is less significant and fewer accidents occur to cause health issues in farm workers,” they noted.

The Centre for Environmental Strategy basically confirmed the earlier findings of a 2011 study by four agronomists at the University of Reading. Those researchers reported, “A considerable body of evidence has accrued since the first commercial growing of transgenic crops which suggests that they can contribute in all three traditional pillars of sustainability, i.e. economically, environmentally and socially.” With respect to social and economic aspects of sustainable agriculture, the researchers found that the adoption of biotech crops can increase farmers’ incomes. “The increase in income to small-scale farmers in developing countries can have a direct impact on poverty alleviation and quality of life, a key component of sustainable development,” they noted.

In 2012, two British environmental scientists reviewed the past fifteen years of published literature on the agronomic and environmental effects of biotech crops and found that such crops increase yields and produce impacts that are largely “positive in both developed and developing world contexts.” They add, “The often claimed negative impacts of GM crops have yet to materialize on large scales in the field.”

Indeed they have not.



Anti-Biotech Activists Kill and Blind Poor Children

Many leading environmental groups are against Golden Rice, a crop that could prevent blindness in half a million to 3 million poor children a year and alleviate vitamin A deficiency in some 250 million people in the developing world. By inserting three genes, two from daffodils and one from a bacterium, scientists at the nonprofit Swiss Federal Institute of Technology created a variety of rice that produces the nutrient beta-carotene, the precursor to vitamin A.

Agronomists at the nonprofit International Rice Research Institute in the Philippines have been crossbreeding the variety, called Golden Rice because of the color produced by the beta-carotene, with well-adapted local varieties and want to distribute the resulting plants to farmers all over the developing world who eat it as a staple food. In 2013, some Filipino “farmers” rampaged through the fields where the IRRI was growing the Golden Rice variety. The “farmers” were later identified as anti-biotech activists who have worked with Greenpeace in the past to block other biotech crop varieties.

Frankly, the scientific community has been far too passive for way too long in confronting the disinformation campaigns of anti-biotech groups such as Greenpeace, Friends of the Earth, and the Union of Concerned Scientists. But the Golden Rice atrocity finally aroused researchers. In August of 2013, Science magazine published a strong editorial, “Standing Up for GMOs,” condemning activists for their anti-scientific attacks on crop biotechnology.

From the editorial: “If ever there was a clear-cut cause for outrage, it is the concerted campaign by Greenpeace and other nongovernmental organizations, as well as by individuals, against Golden Rice.” The scientists pointed out that vitamin A deficiency causes blindness and compromises the body’s immune system. The result is blindness for half a million children and 1.9 to 2.8 million preventable deaths annually, mostly of children under five years old and women. The statement notes that environmentalist campaigns are responsible for stalling the release of Golden Rice to farmers for more than a decade.

“Introduced into commercial production over 17 years ago, GM crops have had an exemplary safety record,” reads the statement. It adds, “And precisely because they benefit farmers, the environment, and consumers, GM crops have been adopted faster than any other agricultural advance in the history of humanity.”

Despite this clear record of safety, the statement continues, “The anti-GMO fever still burns brightly, fanned by electronic gossip and well-organized fear-mongering that profits some individuals and organizations.” Hooray! It’s great that thousands of researchers have finally called out Greenpeace and other anti-biotech activist groups for peddling and profiting from their disinformation.

In 2014, researchers in Germany and California published another study that calculated that the delay in getting Golden Rice into the fields of poor farmers in India has resulted in the loss of 1.4 million life-years in India that would otherwise have been saved. As the study noted, Golden Rice is “a cost efficient solution that can substantially reduce health costs.” Continued environmentalist opposition to this technology is just plain evil.



Biotech Crops and Superpests

Always willing to push its campaign against biotech crops, the Union of Concerned Scientists darkly advises that “genetically engineered crops can potentially cause environmental problems that result directly from the engineered traits.” The UCS adds that “the most damaging impact of GE in agriculture so far is the phenomenon of pesticide resistance.” The UCS goes on to warn that some insect and plant pests are already becoming resistant to biotech crop protection technologies.

What the UCS and other environmental lobbying groups must know is that researchers have documented for decades the evolution of pests resistant to conventional and organic insecticides and herbicides. It’s almost as though the environmentalists had never heard of DDT. This is basic natural selection at work.

Consider, for example, the 1984 article “History, Evolution, and Consequences of Insecticide Resistance,” in the journal Pesticide Biochemistry and Physiology. Note that the first commercial biotech corn was planted in 1996—that is, twelve years after this article appeared. From the abstract:

The first inkling of what the future held with respect to pesticide resistance of arthropods may be found in 1897 writings concerning the difficulties of controlling San Jose scale (Quadraspidiotus perniciosus (Comstock)) and codling moth (Laspeyresia pomonella (L.)). Eighty-three years later, the ever-growing list of resistant species involved 14 orders and 83 families, and numbered 428 different insects and acarines (e.g., ticks), of which 61 percent are of agricultural importance and the remainder of medical/veterinary concern.

So what to do to address the emerging pesticide resistance problem? Hit them twice or thrice. Researchers well before the advent of the biotech crop era had devised strategies for slowing down the evolution of pesticide resistance in insects. For example, a 1989 article entitled “The Evolution of Insecticide Resistance: Have the Insects Won?” in the journal Trends in Ecology and Evolution noted: “A mixture of insecticides … can delay the evolution of resistance by several orders of magnitude compared with a rotation. Mixtures work because insects that receive a lethal dose of one insecticide are simultaneously dosed with the other insecticide as well. Only extremely rare individual pests, which have resistance mechanisms against both chemicals, will survive.” Those few that do survive will have difficulty passing along their double resistance because they will typically breed with untreated nonresistant mates.

This multiple-treatment regimen is precisely the strategy that plant breeders use when they “stack” several traits as a way to thwart pest resistance. Stacking traits is how researchers at Monsanto have created the Genuity SmartStax crop varieties. The new Monsanto Genuity corn variety incorporates six different genes aimed at controlling insect pests plus two for herbicide resistance. In addition, the company is developing Genuity varieties that are drought resistant and use less fertilizer.

What about “superweeds”? Again, the evolution of resistance by weeds to herbicides is nothing new and is certainly not a problem specifically related to genetically enhanced crops. As of April 2014, the International Survey of Herbicide Resistant Weeds reports that there are currently 429 uniquely evolved cases of herbicide-resistant weeds globally involving 234 different species. Weeds have evolved resistance to 22 of the 25 known herbicide sites of action and to 154 different herbicides. Herbicide-resistant weeds have been reported in 81 crops in sixty-five countries.

A preliminary analysis by University of Wyoming weed scientist Andrew Kniss parses the data on herbicide resistance from 1986 to 2012. He finds no increase in the rate at which weeds become resistant to herbicides after biotech crops were introduced in 1996. Since Roundup (glyphosate) is the most popular herbicide used with biotech crops, have the number of weed species resistant to Roundup increased? Kniss finds that the development of Roundup-resistant weeds has occurred more frequently among non-biotech crops. “Glyphosate-resistant weeds evolved due to glyphosate use, not directly due to GM crops,” he points out. “Herbicide resistant weed development is not a GMO problem, it is a herbicide problem.”



Biotech Crops and “Contamination”

Another environmentalist attack on biotech crops is the assertion that GMO pollen “contaminates” organic crops and thus economically harms organic farmers. Not so, says University of Oklahoma law professor Drew Kershen. First, Kershen points out that organic standards are process standards, not product standards. Organic crops receive certification because of the way they are produced: no chemical fertilizers, no synthetic pesticides, and so forth. Saying a product is organic does not mean it is totally free of chemical fertilizers and synthetic pesticides. Organic farmers already experience accidental pesticide drift and the admixture of conventional seeds. They can still obtain organic certification, provided they conscientiously follow all the rules specified by the federal government’s National Organic Program. The same standard could easily apply to organic farmers whose crops have experienced minor interbreeding with transgenic crops.

Second, Kershen notes that US law generally does not allow those with special sensitivity to an activity to declare that they have been harmed by it. It is their responsibility to protect themselves from the activities they dislike. “You do not have a claim based on your assertion of increased sensitivity,” Kershen explains. “If you don’t like to hear rock music, you can’t prohibit your neighbors from playing it at reasonable levels. You have to protect yourself. Stay away from concerts. Soundproof your home.” Similarly, organic farmers could perhaps grow borders that would insulate their crops from their neighbors’ pollen flow.

But won’t consumers of organic products reject a farmer’s crops if they think it is “contaminated” with genes from genetically enhanced crops? Kershen says that argument won’t wash either. He offers an example in which a tattoo parlor legally opens between a florist and a Christian bookstore and advertises a special on satanic tattoos. Customers offended by the tattoo shop begin avoiding the florist and bookstore. Under American common law, the florist and the bookstore do not have a cause of action, because “economic expectation is not recoverable.” Similarly, an organic farmer who expected to sell his crop at a premium would nevertheless be able to sell it at market rates as a conventional crop; he loses only the premium he expected to gain.

Kershen makes the further point that those who have created a niche market should be the ones responsible for protecting it. “After all, they are the ones trying to differentiate their products in order to obtain higher profits,” he notes. “Therefore, the rest of us who don’t care shouldn’t be saddled with the costs of defending their self-imposed standards and labeling.” That would be akin to forcing conventional meat packers to carry “nonkosher” labels on all their meats for the benefit of kosher meat producers.

One method of dealing with the question of pollen flow is for organic farmers to set reasonable tolerances. Many activists and organic farmers advocate “zero tolerance” standards that would in effect outlaw genetically enhanced crops. Since every independent scientific body that has ever looked into the safety of biotech crops has found them to be safe, this would be an absurd requirement.

Crops have exchanged pollen for millennia, and they will continue to do so. Seed breeders have decades of experience in setting tolerances for seed purity. As Mark Condon, vice president for international marketing at the American Seed Trade Association, has explained, “seed purity certification standards were commonly set at 98 percent to 99 percent varietal purity levels or a standard of 1 percent to 2 percent adventitious genetic impurity.” It should be possible to maintain similar standards for organic crops. Since organic farmers set their own standards, they could easily adopt these tolerances and save themselves and conventional farmers a lot of trouble.

Another possibility is that biotechnology itself may come to the aid of organic farmers. Already researchers have developed a way to make genetically enhanced crops sterile, which would limit the spread of transgenes. It might turn out that such technical fixes will make biotech farmers the low cost avoiders and thus shift the balance in favor of organic farmers’ claims. You’d think organic farmers and environmentalists would be clamoring for these gene-sequestering technologies, but instead they strenuously oppose them. Why?

One amusing and particularly telling argument for opposition to this technology comes from Vandana Shiva. “The possibility that [biotech sterility] may spread to surrounding food crops or to the natural environment is a serious one,” Shiva gloomily posits in her book Stolen Harvest. “The gradual spread of sterility in seeding plants would result in a global catastrophe that could eventually wipe out higher life forms, including humans, from the planet.” Really? This dire scenario is not just implausible but biologically impossible: The gene technology causes sterility; that means, by definition, that the sterility can’t spread.



Biotech Seed Companies Do Not Sue Farmers for Accidental Pollination

Why are there patents in the first place? As Abraham Lincoln (himself a patent holder) explained in 1858, patents add “the fuel of interest to the fire of genius, in the discovery and production of new and useful things.” Patents are also a disclosure mechanism in which inventors are awarded exclusive use of their inventions for twenty years in exchange for clearly revealing to the rest of us how they are made, thus avoiding a world encumbered by trade secrets.

Activists have vigorously pushed the notion that biotech seed companies regularly and aggressively sue farmers who accidentally acquire patented genetically engineered germplasm via pollen drifting onto their farms from neighboring biotech crops. Their chief villain in this anti-biotech morality tale is nearly always the biotech seed company Monsanto. Such a situation would obviously be unfair and wrong. Fortunately, it has never happened.

Take the notorious case of Saskatchewan canola farmer Percy Schmeiser. Activists made a hero out of Schmeiser, who was sued by Monsanto for sowing its variety of herbicide-resistant canola without paying for it. Schmeiser claimed that the canola seed had somehow blown across his fence line. That is not a problem for Monsanto; accidents happen. How did Schmeiser find out that this had supposedly happened? He sprayed three acres of canola underneath some power lines with some Roundup and the plants didn’t die. Later testing showed that they were in fact a Monsanto herbicide-resistant variety.

In its decision, the Supreme Court of Canada outlined what then happened. “Mr. Schmeiser complained that the original plants came onto his land without his intervention. However, he did not at all explain why he sprayed Roundup to isolate the Roundup Ready plants he found on his land; why he then harvested the plants and segregated the seeds, saved them, and kept them for seed; why he next planted them; and why, through this husbandry, he ended up with 1,030 acres of Roundup Ready Canola which would otherwise have cost him $15,000,” wrote the court. Given these circumstances, it is not surprising that the court decided against Schmeiser.

In a more recent case, Indiana soybean farmer Vernon Hugh Bowman admitted that he had saved Monsanto soybeans and replanted them. He claimed that once he bought the seeds, what he did with them afterward, including saving and replanting, did not violate Monsanto’s patents. Bowman had the option of planting conventional soybeans whose seeds he could legally save for replanting each year. It’s clear that he chose not to do this because he specifically wanted the weed-control convenience Roundup Ready seeds afforded him; he just didn’t want to pay for them.

The case of Bowman v. Monsanto Co. made it to the US Supreme Court in 2013. During oral argument, Chief Justice John Roberts got right to the heart of the matter by asking: “Why in the world would anybody spend any money to try to improve the seed if as soon as they sold the first one anybody could grow more and have as many of those seeds as they want?” The court ruled unanimously against Bowman.

Given the hullabaloo spread by activists, one might be forgiven for thinking that big biotech companies are suing farmers all of the time. That’s not so. In fact, the vast majority of farmers in the United States keep their promise not to save seeds from crop varieties they purchase from biotech companies. Consider Monsanto’s record. The company sells its seeds to about 250,000 American farmers every year. Between 1997 and 2012, Monsanto filed only 145 lawsuits over seed patents, of which only 9 actually went to trial. Monsanto won each case at trial. An additional 700 or so cases have been settled out of court.



GMO Labeling?

Don’t consumers have the right to know that they are eating foods made with ingredients from biotech crops? Concerned consumers should already know that in the United States, somewhere around 80 percent of all prepared foods in grocery stores contain ingredients from biotech crops. What sort of ingredients? Mostly soybean oil and corn syrup, in which biotech proteins and DNA are very nearly undetectable.

If consumers don’t know this, perhaps it means that they are not all that concerned. Nevertheless, polls regularly find that large majorities favor labeling biotech foods. There are good reasons to suspect that this may be because, after all, what self-respecting person ever would tell a pollster that he or she didn’t want to know something about an apparently important issue? A 2010 European Commission report, however, maintains that polls may not be a good way to evaluate actual consumer attitudes toward foods made with biotech crops. The researchers report that despite strongly negative polls, when it came to looking at actual buying behavior, “most people do not actively avoid GM food, suggesting that they are not greatly concerned with the GM issue.”

Under the specious banner of consumer rights, an unholy alliance of donation-hungry fear-mongering environmental groups and profit-hungry organic foods companies in the United States is campaigning for mandatory labeling of food made using ingredients from biotech crops. In several states, ballot initiatives have come up for a vote, and in others, legislatures are considering such a mandate. So why not label the foods and be done with it? Because the opponents of biotech farming are not actually interested in trying to give consumers information. Instead, their fond hope is that consumers will mistake such labels as warning labels and then shy away from buying foods made from biotech crops. In other words, they aim to spread disinformation, not provide real information.

This is why the US Food and Drug Administration has refused to require labels on foods made from biotech crops. As has been shown earlier, every independent scientific body that has considered the issue has determined that the current varieties of biotech crops are safe to eat. The FDA states that the agency “requires special labeling … in cases where the absence of such information may pose special health or environmental risks.” The FDA further notes that it “has no basis for concluding that bioengineered foods differ from other foods in any meaningful or uniform way, or that, as a class, foods developed by the new techniques present any different or greater safety concern than foods developed by traditional plant breeding.” Since foods using biotech ingredients do not pose special health or environmental risks, they need not be labeled. A statement issued in 2012 by the board of directors for the American Association for the Advancement of Science noted, “The FDA does not require labeling of a food based on the specific genetic modification procedure used in the development of its input crops. Legally mandating such a label can only serve to mislead and falsely alarm consumers.” Misleading and alarming is the goal of activists.

In a March 14, 2013, editorial, “Why Label Genetically Engineered Foods?” The New York Times pointed out that there is no scientific reason for requiring such labels. The Times editorial made the sensible observation that if people wanted to avoid foods made with biotech ingredients, they could simply buy foods labeled organic.

In 2013, the grocery chain Whole Foods Market announced that it will require its suppliers to either source non-GMO ingredients or to clearly label products with ingredients containing GMOs by 2018. Of course, private companies have a perfect right to make such contractual arrangements.

In April 2014, Representative Mike Pompeo (R-KS) and Representative G. K. Butterfield (D-NC) introduced the Safe and Accurate Food Labeling Act. The act would require the FDA to promulgate rules with regard to voluntarily labeling foods as containing or not containing ingredients from bioengineered crops. The new FDA labels “may not suggest either expressly or by implication that foods developed without the use of bioengineering are safer than foods produced from, containing, or consisting of a bioengineered organism,” and vice versa. In addition, the act would preempt individual state biotech labeling mandates. Naturally, this preemption provision has riled anti-biotech activists. Given the vexed politics of the labeling fight, it is doubtful that this act will become law.

University of California agronomist David Zilberman worries that compulsory labeling would stigmatize biotech products and reduce investment in new GM traits. “The net effect will be to slow the development of agricultural biotechnology, and this in turn may negatively affect health, the economy, and the environment,” he writes. “It is actually counterproductive to the many environmental and social goals that we cherish. Therefore, labeling of GMOs will be a step in the wrong direction.”

Looking at the political trajectory of the battle over labels, it is probable that food companies will end up simply slapping a label on everything saying: “This product may contain ingredients from modern biotech crops.” The information should merely be included in the list of ingredients. One can hope that as the EU report suggests, for most consumers, including those shopping at Whole Foods, such information will pretty soon go in one eye and out the other with little effect on their purchasing decisions.



Biotech Corporate Domination

In developed countries, the production of biotech crop varieties is currently dominated by six seed companies. Anti-biotech activists make much of this corporate concentration, slyly suggesting that food security is somehow threatened by corporate control. It didn’t have to be this way. This corporate concentration is the predictable result of the restrictive regulatory system promoted by the activists themselves. Prior to the 1990s, there were scores of seed companies in the United States alone. As modern biotech crop seeds were being developed, environmentalists insisted that each new variety had to undergo separate approvals, even though seed companies were enhancing crops using essentially the same set of traits—that is to say, pest and herbicide resistance. This is wholly unnecessary since, if due care is observed, a trait that is safe in one crop or variety is safe in another.

Environmentalists hoped that this onerous procedure of regulatory approval for each individual variety would make biotech crops uneconomic. Instead, it drove most of the small seed companies out of business. Today it costs about $136 million, in part because of regulatory requirements, to bring a new bioenhanced variety to market. Small companies and nonprofit researchers cannot afford this process. BASF Corporation, Bayer CropScience, Dow AgroSciences, DuPont/Pioneer Hi-Bred, Monsanto, and Syngenta have the financial and legal resources to navigate the regulatory maze. These companies have a great deal to thank environmentalists for, since the regulations the activists demanded have significantly enhanced their corporate bottom lines by blocking competition.



The Farmer Suicide Myth

There is apparently no evil of which crop biotechnology cannot be accused by anti-biotech campaigners, up to and including “genocide.” One of the more egregious examples of outright falsehoods being peddled by activists is that the introduction of modern pest-resistant cotton in India provoked hundreds of thousands of farmer suicides. In 2002, a local Indian seed company made available bioenhanced cotton seeds using Monsanto’s Bt insect resistance trait. Farmers flocked to it.

Activist-charlatan Vandana Shiva has been a particularly enthusiastic hawker of the “suicide seeds” accusation. In 2006, her institute issued a report that asserted that Bt cotton had failed, driving poor farmers into debt and despair, from which tens of thousands sought escape by killing themselves. “Genetic engineering is killing Indian farmers,” starkly concludes the report. As recently as 2013, Shiva has insisted, “Two hundred and seventy thousand Indian farmers have committed suicide since Monsanto entered the Indian seed market. That’s more than a quarter-million. It’s a genocide.” Shiva’s charges have been the subject of numerous credulous articles and documentaries. They are completely false.

In a comprehensive analysis, “The GMO-Suicide Myth,” published in 2014 in Issues in Science and Technology, science journalist Keith Kloor eviscerates Shiva’s stories, revealing her as the liar that she is. First, since 2002, Indian farmers have eagerly embraced Bt cotton. Ninety percent of India’s cotton farmers now grow Bt cotton. As a consequence, farmers use much less pesticide and yields have soared. Kloor reports that India’s agricultural minister said in 2012 that the country “has harvested an average of 5.1 million tons of cotton per year, which is well above the highest production of 3 million tons before the introduction of Bt cotton.”

And more than that, Bt cotton has dramatically improved farmers’ incomes and consequently boosted their food security. In 2013, two German university researchers reported that “the adoption of GM cotton has significantly improved calorie consumption and dietary quality, resulting from increased family incomes. This technology has reduced food insecurity by 15–20% among cotton-producing households.” Farmers are not stupid. They plant only crops that they think will benefit them.

It is true that far too many Indian farmers have committed suicide. So what is really going on? Recent research by University of Syracuse political scientist Anoop Sadanandan finds that many Indian farmers commit suicide largely as the result of changes to banking made by the Indian government that have had the side effect of throwing them onto the mercies of local loan sharks. “There is, however, no evidence to suggest that the cultivation of a particular crop was related to suicides in India,” reports Sadanandan. “For instance, I did not find a systematic relation between cotton cultivation, which is often linked to farmer suicides in the country, and farm suicide rates.” A recent preliminary analysis by University of Manchester social statistician Ian Plewis concludes that “the available evidence does not support the view that farmer suicides have increased following the introduction of Bt cotton.” Plewis adds, “Taking all [Indian] states together, there is evidence to support the hypothesis that the reverse is true: male farmer suicide rates have actually declined after 2005 having been increasing before then.” He also notes that the farmer suicide rate in India is similar to the rates among farmers in Scotland and France.

“Blaming farmer suicides on Bt cotton thus seems to be not only incorrect but also a distraction from the real causes of a tragic problem,” concludes Kloor. “One is left wondering what problem Vandana Shiva and other like-minded activists are actually interested in solving, since it does not seem to be the livelihoods of Indian farmers.” Indeed.



Future Biotech Developments

The benefits of biotechnological progress are so overwhelming that it is unlikely that environmentalist opposition can entirely stop it. So let’s take a brief look at what biotech researchers are currently trying to bring to consumers.

Researchers are using biotechnology to endow trees with useful qualities. For example, ArborGen has created a fast-growing freeze-tolerant eucalyptus tree that can flourish on tree plantations in the southern United States. Eucalyptus grows very fast, and its wood is used to produce pulp and paper. It produces about seventeen tons of wood per acre per year and is harvested after seven years. Natural hardwood forests produce about two tons of wood per year and are harvested after forty years of growth. In addition, the biotech eucalyptus is engineered to produce no pollen or seeds so that it cannot escape into the wild.

Consider, too, that choosing to plant a conventional poplar or, say, a poplar genetically modified to produce less lignin will have far fewer ecological effects than choosing between planting a poplar, modified or not, and a conifer species. “The specific changes in wood chemistry imparted by GM [genetic modification] will be orders of magnitude less than the vast number of new chemicals that distinguish a pine from an aspen,” notes a 2001 Oregon State University study. In other words, planting pine trees would have much greater effects on soil, pests, water retention, and biodiversity than the comparatively minor effects entailed by choosing to plant either conventional poplars or modified ones. Not bad effects, just different ones.

Anti-biotech activists unaccountably miss the crucial point that improving the productivity of trees grown on plantations reduces the pressure to cut down trees in wild forests. Resources for the Future analyst Roger Sedjo estimates that most of the world’s wood products could be derived from tree plantations occupying about 7 percent of the world’s currently forested area. Improving the productivity of tree plantations by means of biotechnology would shrink that area even further. Cultivating trees on plantations spares land for natural forests to grow, and the more productive the trees, the more the land that can be spared for nature.

Biotechnology could also restore the majestic American chestnut to its home in the forests of the eastern United States. In the early twentieth century, chestnut blight fungus introduced from overseas devastated American chestnuts—the then-dominant trees in eastern forests stretching from Maine to Mississippi. Researchers at the State University of New York College of Environmental Science and Forestry (SUNY), working with the American Chestnut Research and Restoration Project, used genetic engineering techniques to introduce a gene from wheat that confers strong blight resistance into American chestnut trees. They recently ceremonially planted some of the new blight-resistant chestnuts at the New York Botanical Garden in the Bronx, where the blight was first identified. Nevertheless, some activists have denounced these trees as “wheat-gene tweaked freaks.”

Currently crops typically use only 30 to 50 percent of the nitrogen fertilizer they receive. Nitrogen fertilizer runoff contributes to water pollution and is the primary source of anthropogenic nitrous oxide, a greenhouse gas that is 300 times more potent than carbon dioxide. Agriculture contributes up 12 percent of man-made global warming emissions. So one would think that environmentalists would welcome Arcadia Biosciences’s new biotech variety of rice that needs 50 to 60 percent less nitrogen fertilizer than conventional varieties, but they haven’t. The really good news is that research into transferring this same set of fertilizer-thrifty genes into other crops is moving rapidly forward. For example, Arcadia has created a biotech canola that uses two-thirds less nitrogen fertilizer but yields the same as conventional varieties. This application of biotechnology to increase the efficiency of nitrogen use not only protects the environment but also reduces the amount that farmers have to pay for fertilizer.

Even more remarkably, Arcadia Biosciences announced in 2014 successful field trials of a biotech rice variety that combines salt tolerance, drought tolerance, and nitrogen use efficiency. The salt tolerance is derived from thale cress, the drought tolerance from a common soil bacterium, and the nitrogen use efficiency from barley. To state the obvious, there is no way that conventional breeding could have produced this type of rice. This “super-rice” will be particularly advantageous to farmers in developing countries, who must cope with poor soils, spotty rains and no irrigation, and high fertilizer prices.

Another promising area of research being done at the nonprofit International Rice Research Institute in the Philippines involves using genetic engineering to transfer the C4 photosynthetic pathway into rice, which uses the less efficient C3 pathway now. This could boost rice yields tremendously, perhaps as much as 50 percent, while reducing water use. In addition to salt and drought tolerance, researchers are pursuing all manner of other ways to boost crop production, including heat tolerance, along with viral, fungal, and bacterial disease resistance.

For example, Danforth Center is working on a biotech cassava that can resist the viral cassava mosaic disease that destroys a third of Africa’s cassava crop annually. One of the first great successes of crop biotechnology was engineering resistance to ringspot virus into Hawaiian papayas back in the 1990s. Recently anti-biotech activists in Hawaii have taken to hacking down papayas in the middle of the night. Researchers created a biotech wheat that reduced losses from powdery mildew fungus by as much as 30 percent. The nonprofit Swiss research was halted when anti-biotech activists vandalized the test fields. British researchers endowed a variety of potato to resist infection by a relative of the same pest that caused the Irish potato famine. The new bioenhanced potato cut losses by between 50 and 75 percent. If these biotech techniques pan out, they could improve crop productivity and thus reduce agriculture’s call on land, water, and air resources.

Exciting biotech research is not confined just to plants. Instead of turning a third of the American corn crop into biofuels, biotech researchers are working to generate algae that can suck carbon dioxide out of the air and secrete fuels. Canadian researchers at the University of Guelph have created the “enviropig.” Combining genes from a common bacterium with those from mice, the researchers have endowed the enviropigs with the ability to digest phosphorus from plants. Ordinary pigs cannot digest about 75 percent of the plant phosphorus in their feed. The new biotech trait boosts their growth and reduces the amount of phosphorus in their manure.

AquaBounty Technologies, which is based in Waltham, Massachusetts, has developed a fast-growing biotech salmon. AquaBounty’s salmon eat 10 to 25 percent less feed than do conventional Atlantic salmon. AquaBounty salmon grow twice as fast as wild Atlantic salmon as the result of the installation of two genes, a promoter gene derived from the eel-like ocean pout and a growth hormone gene from Chinook salmon. People have long eaten both species. The fish would be raised onshore in physically contained facilities so that there is no chance they could escape.

The company has been seeking FDA approval since 1995. Finally, in 2012, the agency’s Veterinary Medicine Advisory Committee found no biologically relevant differences between conventional and biotech salmon on nutrition and allergenicity. Consequently, the committee concluded, “With respect to food safety, FDA has concluded that food from AquAdvantage Salmon is as safe as food from conventional Atlantic salmon.” Naturally, environmental organizations oppose this technology even though most of the world’s wild fisheries are woefully overexploited. And adding insult to injury, members of Congress from states with fishers of wild salmon who fear competition introduced legislation to ban the biotech salmon.

Biotechnologists are also developing resource-thrifty ways to produce foods and ingredients through fermentation using genetically modified yeasts and bacteria. For example, the California start-up Muufri (pronounced “moo free”) is engineering yeast to produce the components of cow’s milk. The company hopes to bring its animal-free milk to market by 2017. In conventional dairy production, it takes about a thousand liters of water to produce one liter of milk, and the waste generated by one cow equals that of twenty to forty people. In addition, vast amounts of land are devoted to growing pasture, alfalfa, and corn as feed for cows. On a global basis, dairy cattle emit 17 percent of the greenhouse gases produced by livestock. If Muufri milk finds favor with consumers, the environmental benefits are potentially enormous.



The Biotech Farmer and the Organic Environmentalists Should Be Friends

“The farmer and the cowman should be friends,” sing the folks in the 1943 Rodgers and Hammerstein musical Oklahoma! So why shouldn’t biotech and organic growers be friends, too? After all, both want to make decent livings as they produce nutritious food for a hungry world while enhancing soil fertility; fending off diseases, pests, and weeds; reducing costly and environmentally damaging inputs; preventing erosion and fertilizer runoff; conserving water; and protecting biodiversity. Some environmentalists are arguing that the world should “freeze” the amount of cropland at current levels and produce food for the 9 billion people living in 2050 only from the acres already being cultivated. Since organic agriculture as currently practiced produces on average about 75 percent of the yields of conventional farming, a global switch to organic farming would make it impossible to freeze cropland for today’s population, much less for 9 billion in four decades.

On the other hand, high-yielding biotech seeds combined with organic soil management techniques could deliver just the sort of “sustainable intensification” that humanity needs. Organic soil management recycles nutrients, increases organic content, and enhances moisture retention. Adding crop varieties that can generate their own fertilizer, resist drought, flourish in saline soils, fight off diseases and pests without chemical sprays, and grow without weeding and plowing makes organic agriculture that much gentler on the natural environment.

In their 2008 book Tomorrow’s Table: Organic Farming, Genetics, and the Future of Food, the wife-and-husband team of University of California at Davis plant geneticist Pamela Ronald and organic farmer Raoul Adamchak write, “We believe that the judicious incorporation of two important strands of agriculture—genetic engineering and organic farming—is key to helping feed the growing population in an ecologically balanced manner.” Sounds about right.
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Can We Cope with the Heat?

IN 2005, I PUBLICLY CHANGED MY MIND ABOUT climate change. I concluded that the balance of the scientific evidence indicated that man-made global warming likely posed a significant problem for humanity. My new assessment did not please a number of my public policy friends, some of whom made their disappointment clear. Perhaps the most amusing but nevertheless painful episode occurred during the 2007 annual gala dinner of the Competitive Enterprise Institute, a Washington, D.C.–based free-market think tank.

The master of ceremonies was former National Review editor John O’Sullivan. To entertain the crowd, O’Sullivan put together a counterfeit tale in which I ostensibly had given a recent lecture on environmental trends pointing out that most were positive. After the lecture, O’Sullivan told the audience, a young woman supposedly approached me to express her displeasure with regard to my change of mind on climate change. Continuing his fable, O’Sullivan recounted to the hundreds of diners that I had tried to explain why my views had shifted. Eventually realizing that the young woman was having none of it, I then purportedly asked her if it wasn’t enough that we two actually agreed on most environmental policy issues. The young woman paused for a moment, said O’Sullivan, and then retorted, “I suppose that Pontius Pilate made some good decisions, too.” Being compared, even in jest, to the Roman governor who consented to the crucifixion of Jesus is, to say the least, somewhat disconcerting. 

Welcome to the most politicized science of our time. As such, sorting through the claims and counterclaims of assorted “alarmists” and “deniers” with regard to the scientific research and policy prescriptions is a fraught undertaking.

On the catastrophe side stands former U.S. vice president Al Gore, who has warned Congress that man-made global warming is “a true planetary emergency.” Joining Gore is environmentalist Bill McKibben, founder of the 350.org activist group, who promotes the goal of reducing atmospheric concentrations of carbon dioxide to back below 350 parts per million (ppm) from the current 400 ppm. In his 2014 book, Oil and Honey, McKibben sees future climate change as portending “an endless chain of disasters that will turn civilization into a never-ending emergency response drill.” McKibben’s prescription is a turn away from global consumerism toward the organic and local, to “a nation of careful, small-scale farmers who can adapt to the crazed new world with care and grace, and who don’t do much more damage in the process.” Fierce progressive activist Naomi Klein in her newest screed, This Changes Everything: Capitalism vs. the Climate, declares, “Our economic system and our planetary system are now at war.” Klein asserts that the progressive values and policies she advocates are “currently being vindicated, rather than refuted, by the laws of nature.” Climate science, she further claims, has given progressives “the most powerful argument against unfettered capitalism” ever. McKibben called Klein’s book “the key new text on climate change.”

Across the ideological divide, the criers of climate crisis are passionately opposed by a cohort of skeptics who reject the claims of impending climate catastrophe, arguing that they are largely based on corrupted and politicized science. One leading voice challenging climate doom is Senator James Inhofe (R-OK), who is now the chairman of the US Senate Committee on Environment and Public Works. Inhofe declared in 2003 that “man-made global warming is the greatest hoax ever perpetrated on the American people.” Another of the fiercest challengers of orthodox climate science is Marc Morano, the publisher of the influential Climate Depot website. “The scientific reality is that on virtually every claim—from A-Z—the claims of the promoters of man-made climate fears are failing, and in many instances the claims are moving in the opposite direction,” asserted Morano in congressional testimony. He added, “The global warming movement is suffering the scientific death of a thousand cuts.” Fred Singer, former director of the US National Weather Service’s Satellite Service Center and now head of the Science and Environmental Policy Project, asserts, “There would be very little public interest in funding climate science, were it not for an assertion by alarmists in the political and environmental communities that a human-caused global warming crisis exists.” Despite the billions spent on climate research, Singer argues, “There is no convincing evidence that it has been warming.”

I have been reporting on climate change for a quarter of a century. I covered the 1992 Earth Summit in Rio de Janeiro, Brazil, at which the United Nations Framework Convention on Climate Change was negotiated. I have since reported from ten of the United Nations annual Climate Change conferences. The anecdote at the beginning of this chapter reveals that after years of reporting on the subject, attending scientific conferences, talking with scientists, and extensively reading the research literature, I have concluded that the balance of the evidence indicates that climate change could become a significant problem for humanity as the twenty-first century unfolds.

First, let’s look at what the best scientific evidence is (and is not) telling us about the likely trajectory of future climate change. This includes future temperature increases, sea level rise, shifts in the amounts of snow and rain, and ocean acidification. Next, we will analyze the possibilities of adapting to a changing climate and ask what we owe to future generations. Third, we will parse the costs and benefits of policies proposed to prevent or slow future warming. Fourth, we will probe the sorry history of global climate negotiations. Finally, we examine how human ingenuity can most likely deliver the energy technologies that will address and solve the climate problem well before the end of this century.



How Hot Is It?

According to the reckoning of various international meteorological organizations, 2014 was either the hottest year or close to the hottest year since fairly accurate instrumental temperature records started being kept in the mid-nineteenth century. For example, in January 2015 the US National Oceanic and Atmospheric Administration (NOAA) reported that there is 38 percent chance that 2014 was warmer than 2010 or 2005, the next two warmest years in the NOAA records. The independent climate research group Berkeley Earth also concluded that 2014 was nominally the warmest since the global instrumental record began in 1850 while noting, however, that within the margin of error, it is tied with 2005 and 2010. The UK Met Office and the Climatic Research Unit at University of East Anglia ranked 2014 as tied with 2010 for the warmest year in the record, but added that the uncertainty ranges mean it’s not possible to definitively say which of several recent years was the warmest.

Climatologists at the University of Alabama in Huntsville have been tracking global temperatures for the past thirty-six years using satellite data that measure the bottom five miles of the atmosphere. They reported that 2014 was the third warmest year in that record. As analyzed by Remote Sensing Systems, 2014 was only the sixth warmest year in the satellite record. For both satellite data sets, 1998 is the hottest year. All data sets agree that the last ten years or so have been the warmest period during the instrumental record.



What the Science Says

The amount of greenhouse gases in the atmosphere is increasing; the world has warmed; glaciers are melting; and the seas are rising. These facts are not scientifically in dispute. As Climate Change 2013: The Physical Science Basis, the 2013 report from the United Nations Intergovernmental Panel on Climate Change (IPCC), states: “Warming of the climate system is unequivocal, and since the 1950s, many of the observed changes are unprecedented over decades to millennia.” The report adds, “Each of the last three decades has been successively warmer at the Earth’s surface than any preceding decade since 1850.” These findings were restated and bolstered in November 2014 in the IPCC’s Climate Change 2014: Synthesis Report. The vast majority of climate researchers agree that man-made global warming is now under way.

The amounts of carbon dioxide, methane, and nitrous oxide, gases that tend to warm the atmosphere (greenhouse gases or GHG), are at levels unprecedented in at least the last 800,000 years. Atmospheric carbon dioxide is increasing chiefly because humanity releases more as it burns fossil fuels and cuts down forests. Methane is released through natural gas drilling and the flatulence of growing livestock herds. And nitrogen oxide rises as a side effect of fertilizer use and emissions from vehicles. Carbon dioxide concentrations are 40 percent higher than during preindustrial times back in 1750. Thirty percent of the carbon dioxide emitted by human activities has dissolved into the oceans, where it has increased the acidity of the water by 26 percent.

Since the 1880s, the planet has warmed by an average of 0.85°C (1.5°F). The IPCC report notes that since 1951 average global temperature has been increasing at a rate of 0.12°C (0.22°F) per decade. “It is extremely likely that human influence has been the dominant cause of the observed warming since the mid-20th century,” states that report. In November 2014, the IPCC’s Synthesis 2014 Report stated, “It is extremely likely that more than half of the observed increase in global average surface temperature from 1951 to 2010 was caused by the anthropogenic increase in greenhouse gas concentrations and other anthropogenic forcings together.”

In addition, most mountain glaciers and the ice sheets that cover Antarctica and Greenland are melting, and the extent of spring snow cover in the Northern Hemisphere has been declining since 1967. The area of Arctic Ocean summer sea ice has been falling at a rate of between 9.4 and 13.6 percent per decade since 1979. Between 1901 and 2010, sea level rose at a rate of 1.7 millimeters (0.7 inch) per year, increasing average sea level by 0.19 meters (about 8 inches) over that period. As more ice on land drains into the warming oceans, the IPCC estimates that sea level is now rising at 3.2 millimeters (0.12 inches) per year. At this rate, global average sea level would rise by about 0.27 meters (11 inches) by 2100.

In trying to discern how future climate change will play out over the remainder of this century, the IPCC scientists rely on the outputs from computer climate models. As part of the process of computer modeling, they have set up scenarios called Representative Concentration Pathways (RCPs). Each RCP more or less corresponds to certain specified levels of carbon dioxide concentrations in the atmosphere that might be reached by 2100. Currently, the level of greenhouse gases in the atmosphere tallies at about the equivalent of 400 parts per million (ppm) of carbon dioxide, up from 280 ppm in 1750. For example, RCP2.6 reaches 475 ppm carbon dioxide equivalent; RCP4.5 is up to 630 ppm; RCP6 grows to 800 ppm; and RCP8.5 rises to 1313 ppm.

The IPCC reports, “Global surface temperature change for the end of the 21st century is likely to exceed 1.5°C [2.7°F] relative to 1850 to 1900 for all RCP scenarios except RCP2.6. It is likely to exceed 2°C [3.6°F] for RCP6 and RCP8.5, and more likely than not to exceed 2°C [3.6°F] for RCP4.5.” The 2°C number is significant since in ongoing negotiations under the United Nations Framework Convention on Climate Change the agreed international goal is to keep the future average global temperature increase below that threshold. It bears noting that the IPCC reports that “the total increase between the average of the 1850–1900 period and the 2003–2012 period is 0.78°C [1.4°F].” More generally, the computer models on which the IPCC relies project by 2100 that the average increase in global temperature above the 1850–1900 average will be 1°C, 1.8°C, 2.2°C, and 3.7°C, for the RCP2.6, RCP4.5, RCP6, and RCP8.5 scenarios, respectively.

The IPCC reports that computer models forecast that average sea level rise by 2100 will range from 0.26 to 0.98 meters (10 to 38 inches). Two scientific studies published in May 2014 indicated that the glaciers of the West Antarctic Ice Sheet are beginning to melt and so will likely push the estimates of sea level rise by the end of this century toward the higher end of that spread. In an effort to set a highly unlikely worst-case upper limit on possible sea level rise, a study in the October 2014 issue of Environmental Research Letters reckoned that sea level could at worst rise by no more than about 6 feet during this century. In another October 2014 analysis, a team of researchers led by Australian National University earth scientist Kurt Lambeck indicated that global average sea level has begun steadily rising in the past 150 years, after having fluctuated no more than 6 to 8 inches during the past 6,000 years. At the Earth’s northern pole, the IPCC expects significant reductions in Arctic sea ice extent by 2100 ranging from a low of 43 percent to a high of 94 percent during the annual summer melt. Spring snow cover is projected to decrease in the Northern Hemisphere by 7 to 25 percent by 2100.

The IPCC Physical Science report also sets out essentially a “carbon budget” that delineates what quantity of additional greenhouse gases can be emitted without exceeding the 2°C (3.6°F) limit. The IPCC estimates that cumulative carbon dioxide emissions amounting to 5760 gigatonnes (one gigatonne equals one billion metric tons) would mean that there is less than a 33 percent chance of remaining below 2°C. Emitting 4440 gigatonnes raises that to a fifty-fifty chance and emitting even less at 3670 gigatonnes boosts the odds of staying below 2°C rises to 66 percent. Since preindustrial times, humanity has already emitted about 1890 gigatonnes of carbon dioxide. In other words, if the goal is to remain below the 2°C threshold, the IPCC reckons that humanity has already used up about half of its carbon dioxide budget. In November 2014, the IPCC’s Synthesis Report concluded, “Scenarios that are likely to maintain warming at below 2°C are characterized by a 40% to 70% reduction in GHG emissions by 2050, relative to 2010 levels, and an emissions level near zero or below in 2100.”

Back in his 2007 testimony before a congressional committee, former US vice president and prominent climate change crusader Al Gore sought to summarize the consensus view of climate scientists by declaring, “The science is settled.” US EPA administrator Lisa Jackson reiterated that view in her 2010 testimony to Congress: “The science behind climate change is settled, and human activity is responsible for global warming.” As outlined above, there is indeed broad agreement among climate researchers with regard to a lot of the climate change data and forecasts. Nonetheless, many researchers acknowledge there are some significant unresolved scientific questions that remain to be settled. Further research on these outstanding issues might yield happy results that tend to lower the more dire estimates of future climate change. Let’s turn to those questions now.



The Science Is Settled—The Global Temperature Hiatus

“The 5-year running mean of global temperature has been flat for the past decade,” admitted a 2013 global temperature update from the NASA Goddard Institute for Space Studies (GISS) at Columbia University, one of the world’s leading climate change research centers. At the time of the GISS update, the hiatus in the increase of global average temperature had actually been going on for nearly sixteen years, ever since 1998. In an August 2014 article, longtime IPCC critic Ross McKitrick applied advanced statistical techniques to global temperature data sets that extended the period during which the global temperature has been essentially flat to encompass the past nineteen years.

The fact that global average temperatures have not significantly increased in the past sixteen to eighteen years is a difficult conundrum for climate researchers to explain. Such a long pause was not predicted by any of the climate computer models relied upon by the IPCC. The 2014 Synthesis Report deals with this awkward situation basically by waving it away, asserting that a sixteen-year pause is too short a time from which to draw any conclusions regarding future warming trends.

“Due to natural variability, trends based on short records are very sensitive to the beginning and end dates and do not in general reflect long-term climate trends,” the IPCC’s 2013 Physical Science report states. Nevertheless, the report asserts this: “The long-term climate model simulations show a trend in global-mean surface temperature from 1951 to 2012 that agrees with the observed trend (very high confidence).” What is the observed long-term trend? As previously noted, the trend has been increasing at the rate of 0.12°C per decade. To illustrate how sensitive temperature trends are to starting and ending dates, the IPCC report notes that for fifteen-year periods starting in 1995, 1996, and 1997 the global average temperature trends are 0.13, 0.14, and 0.07°C per decade, respectively. Nevertheless, the IPCC’s 2014 Synthesis Report observes that the rate of warming over the past fifteen years has been only 0.05°C (0.09°F) per decade, which is considerably lower than the 0.12°C (0.22°F) per decade rate observed since 1951.

So are the models relied upon by the IPCC really all that good at simulating trends in global average temperature? An August 28, 2013, article in the journal Nature Climate Change suggests that they are not. In that study Canadian climate researchers pointed out that while global average temperatures rose over the past twenty years at a rate of 0.14 ± 0.06°C per decade, thirty-seven of the models relied upon by the IPCC simulated an average rise of 0.30 ± 0.02°C per decade. “The observed rate of warming given above is less than half of this simulated rate, and only a few simulations provide warming trends within the range of observational uncertainty,” the authors conclude. It gets worse. For the period after 1998 until 2013, the researchers note, “The observed trend of 0.05 ± 0.08°C per decade is more than four times smaller than the average simulated trend of 0.21 ± 0.03°C per decade.” The upshot is that, according to this study, the climate models are running four times hotter than the observed temperature trends.

John Christy, a climatologist at the University of Alabama in Huntsville who has long been skeptical of IPCC projections, compared the outputs of seventy-three climate models for the tropical troposphere used by the IPCC in its latest report with satellite and weather balloon temperature trends since 1979 until 2030. “The tropics is so important because that is where models show the clearest and most distinct signal of greenhouse warming—so that is where the comparison should be made (rather than, say, for temperatures in North Dakota),” explains Christy. “Plus, the key cloud and water vapor feedback processes occur in the tropics.” When it comes to simulating the atmospheric temperature trends of the past thirty-five years, Christy found, all of the IPCC models are running hotter than the actual climate. To deflect accusations that he is cherry-picking data, Christy notes that his “comparisons start in 1979, so these are thirty-five-year time series comparisons”—rather longer than the fifteen-year periods whose importance the IPCC report downplays. The private research group Remote Sensing Systems (RSS) also analyzes the satellite temperature data. Like the University of Alabama climatologists RSS reports that “the troposphere has not (their emphasis) warmed as fast as almost all climate models predict.” Comparing IPCC climate model simulations to actual temperatures, RSS finds that “after 1998, the observations are likely to be below the simulated values, indicating that the simulations as a whole are predicting too much warming.” Even the IPCC report admits, “Most, though not all, of [the climate models] overestimate the observed warming trend in the tropical troposphere during the satellite period 1979–2012.”

The IPCC Physical Science report also concedes that “[a]lmost all [climate model] historical simulations do not reproduce the observed recent warming hiatus.” In fact, the IPCC’s technical summary reveals that 111 out of 114 climate models run hotter than the actual observed temperature trend between 1998 and 2012. What accounts for this apparent predictive failure?

The IPCC’s Physical Science report suggests with “medium confidence” that internal decadal variability is the cause of much of the difference between observations and the simulations. It’s fair to say that this pause is something of an embarrassment to many in the climate research community, since the computer models failed to indicate that any such thing could happen. Spurred by the mismatch between computer projections and empirical data, lots of climate scientists have been trying to figure out why the average global temperature has not been increasing significantly.

For example, a 2010 study in Science attributed part of the temperature slowdown to decreases in stratospheric water vapor. A September 2011 article in Nature Climate Change outlined one of the more popular explanations for the pause. Specifically, the missing heat is supposedly hiding in the deep oceans.

A 2011 article in Atmospheric Chemistry and Physics suggested that a prolonged solar minimum combined with atmospheric aerosols left over from volcanic eruptions reduced the amount of heat reaching the surface of the planet.

But as noted previously, the most popular explanation by far for why the atmosphere was not warming even as greenhouse gas concentrations were rising was that the excess heat is hiding in the oceans. Some researchers in March 2014 argued in Nature Climate Change that the Pacific Ocean trade winds have speeded up, thus pushing extra greenhouse heat beneath the waves.

In August 2014 researchers at the University of Washington in Seattle and Ocean University of China in Qingdao countered in Science that the real reason the atmosphere is not warming is that changes in North Atlantic Ocean circulation are burying the extra warmth. The researchers reported that this process could go on for as long as another twenty years before the ocean begins releasing the stored heat, greatly boosting future rates of warming.

In late August 2014, a team of Japanese climatologists suggested in Nature Climate Change that natural variations in Pacific trade winds account for nearly half of the changes in temperature seen over the past three decades. The bad news, according the researchers, is that natural variation is now being overwhelmed by climate change caused by increasing greenhouse gas concentrations in the atmosphere. Consequently, they predict that man-made warming will dominate future temperature trends soon and the hiatus will end.

Also in August, Australian researchers associated with the Pacific trade winds theory report in Geophysical Research Letters the results of thirty-one climate models. They find that “under high rates of greenhouse gas emissions there is little chance of a hiatus decade occurring beyond 2030, even in the event of a large volcanic eruption.” As it happens, a study published in October 2014 in Geophysical Research Letters reports that the effects of volcanic particles on global atmospheric temperatures since 2000 have been underestimated, and they have actually cooled the planet by between 0.05 and 0.12 °C. A January 2015 study by researchers at the Lawrence Livermore National Laboratory in California published in Geophysical Research Letters bolstered the findings that sulfuric acid particles from small volcanic eruptions lingering in the boundary between the troposphere and the stratosphere reflect enough sunlight to contribute significantly to the warming hiatus. While volcanic particles in the atmosphere may be masking a warming trend, researchers from the National Center for Atmospheric Research and Duke University in their January 2015 study in Climate Dynamics concluded, “We do not find that aerosols exerted a significant global negative forcing over the last decade or so.” In other words, man-made particulate air pollution has not been significantly cooling the planet during the hiatus. This finding contradicts earlier speculations that man-made aerosols might be responsible for a quarter of the discrepancy between model temperature projections and actual temperature trends.

In October 2014, two new papers in Nature Climate Change significantly challenged the popular theory that extra heat from greenhouse warming is being buried in the deep ocean. One study analyzed satellite and direct ocean temperature data from 2005 to 2013 and found the ocean abyss below 2,000 meters has not warmed measurably. Basically, satellite measurements between 2005 and 2013 find that sea level has been increasing at rate of 2.78 millimeters per year. Some 0.9 millimeters results from expansion due to warming, and 2.0 millimeters is due to additions of freshwater—for example, melting glaciers. Since 2.9 millimeters is greater than the measured increase of 2.78 millimeters, the researchers concluded that the deep ocean is likely cooling down and thus contracting. In its release describing the work of its researchers, the Jet Propulsion Laboratory noted, “The cold waters of Earth’s deep ocean have not warmed measurably since 2005,” thus “leaving unsolved the mystery of why global warming appears to have slowed in recent years.”

In a simultaneously published companion paper, JPL researchers suggest that since the extra heat is not hiding in the deep oceans, it must be instead cached in the upper layers of the southern oceans, where it had gone unnoticed due to spotty measurements over the past thirty-five years. As the JPL release explained, “Using satellite measurements and climate simulations of sea level changes around the world, the new study found the global ocean absorbed far more heat in those 35 years than previously thought—a whopping 24 to 58 percent more than early estimates.” It’s always interesting when models find discrepancies in observational data.

The effort to explain or explain away the current warming hiatus is ongoing. In a January 2015 Geophysical Research Letters article a French research group noted, “The observed global mean surface air temperature (GMST) has not risen over the last 15 years, spurring outbreaks of skepticism regarding the nature of global warming and challenging the upper-range transient response of the current-generation global climate models.” In an attempt to explain the hiatus, the researchers adjust their climate model to try to take into account how surface winds in the Pacific Ocean could be driving heat uptake in the ocean. Even so, they find that their model still overestimates warming compared to actual temperature trends.

Also in January, Duke University climatologists analyzed outputs from thirty-four of the climate models used by the Intergovernmental Panel on Climate Change (IPCC) in its Fifth Assessment Report. They report in the Journal of Geophysical Research that the models more or less tracked each other with regard to year-to-year temperature ups and downs but diverged in their explanations for decade-to-decade variability “such as why global mean surface temperatures warmed quickly during the 1980s and 1990s, but have remained relatively stable since then.” Lead author Patrick Brown cautioned, “If you’re worried about climate change in 2100, don’t over-interpret short-term trends. Don’t assume that the reduced rate of global warming over the last 10 years foreshadows what the climate will be like in 50 or 100 years.” On the other hand, Brown also noted, “The inconsistencies we found among the models are a reality check showing we may not know as much as we thought we did.”

In a January 2015 Nature article, two European climate researchers report the results of comparing the outputs of eighteen climate models used by the IPCC to simulate average global temperature trends from 1900 to 2010 to see how well they match with observed temperature trends. They find that the models actually do simulate similar lengthy hiatuses during that period; they just don’t happen to coincide with the current observational hiatus. They find that due to natural variation, the observed warming might be at the upper or lower limit of simulated rates, but there is no indication of a systematic bias in model process. “Our conclusion is that climate models are fundamentally doing the right thing,” University of Leeds researcher Piers Forster explained. “They [climate models] do in fact correctly represent these 15-year short-term fluctuations but because they are inherently chaotic they don’t get them at the right time.” The Nature article concludes, “The claim that climate models systematically overestimate the response to radiative forcing from increasing greenhouse gas concentrations therefore seems to be unfounded.” Accordingly, the current pause in global average temperature increases is just the result of natural fluctuations in the climate and the man-made trend toward higher temperatures will resume eventually. What natural fluctuations might be responsible for slowing global temperature increases? In a February 2015 article in Science University of Pennsylvania climatologist Michael Mann and his colleagues used climate model simulations to estimate natural variability in North Atlantic and North Pacific Ocean temperatures. They conclude that temperatures in the northern Pacific just so happen to be in cold phase right now which has “produce[d] a slowdown or “false pause” in warming of the past decade.”

Interestingly, the IPCC’s Synthesis Report found that “ocean warming dominates the increase in energy stored in the climate system, accounting for more than 90% of the energy accumulated between 1971 and 2010 (high confidence) with only about 1% stored in the atmosphere.” The report also suggested that most of the excess heat was stored in the upper ocean, but added that “it is likely that the ocean warmed from 700 m[eters] to 2000 m[eters] from 1957 to 2009 and from 3000 m[eters] to the bottom for the period 1992 to 2005.” Of course, the JPL studies published the month before contradict this assertion.

Just how long the temperature pause must last before it would falsify the more catastrophic versions of man-made climate change obviously remains an open question for many researchers. For the time being, most are betting that it will get real hot real fast when the hiatus ends.

The upshot is that many researchers remain convinced that natural fluctuations in the climate unaccounted for in the computer models are responsible for keeping average global temperature flat for the past sixteen to eighteen years. The IPCC’s Physical Science report asserts that the models cannot be expected to simulate the timing of the sort of natural climate variability that has produced the current sixteen- to eighteen-year pause. Georgia Tech climatologist Judith Curry contrarily observed, “If the IPCC attributes to the pause to natural internal variability, then this begs the question as to what extent the warming between 1975 and 2000 can also be explained by natural internal variability. Not to mention raising questions about the confidence that we should place in the IPCC’s projections of future climate change.”

Overall, the IPCC suggests that the difference between the models and the actual recent temperature trend “could be caused by some combination of (a) internal climate variability, (b) missing or incorrect radiative forcing, and (c) model response error.” That is to say, the projections are off owing to pesky natural climate fluctuations, possible errors regarding estimates of how much warming a given increase in greenhouse gases will produce, and/or boosting temperature projections too high in response to given increases in greenhouse gases.

Nevertheless, the IPCC believes that the current temperature slowdown will soon end and states, “It is more likely than not that internal climate variability in the near-term will enhance and not counteract the surface warming expected to arise from the increasing anthropogenic forcing.” In other words, when the warm-up resumes, it will soar. By how much? The IPCC Physical Science report projects, “The global mean surface temperature change for the period 2016–2035 relative to 1986–2005 will likely be in the range of 0.3°C to 0.7°C.” This implies increases of 0.15°C to 0.35°C per decade. That would mean that warming could increase at nearly triple the rate the IPCC reports for the period after 1951, and seven times higher than the rate of increase it reports for the last fifteen years. Researchers from the Pacific Northwest National Laboratory published an article in Nature Climate Change in March 2015 in which they compared past rates of temperature change over forty-year periods with future projections. They predict that global average temperature will be increasing at a rate of 0.25C° per decade by 2020. That rate of change would be “unprecedented for at least the past 1,000 years.” If average global temperature began to rise at this rate, it would vindicate the climate models. If not, then what?

What sorts of changes in “internal climate variability” might soon increase global average temperatures? Warmer and colder water sloshes back and forth periodically in the tropical Pacific Ocean, producing significant changes in global weather. When this El Niño Southern Oscillation (ENSO) pattern is in its warm phase, it substantially boosts the average global temperature. In 2014, many meteorologists were waiting to see if 2014–2015 would conjure up a big ENSO warm phase that would end the hiatus and finally increase global average temperatures above the big 1998 ENSO spike. As of January 2015, the National Oceanic and Atmospheric Administration noted the existence of mild El Niño–like conditions and suggested that Pacific Ocean sea surface temperatures have a good chance of subsiding to a neutral state in 2015.

The computer climate models are supposed to give policymakers reliable data regarding future trends in man-made global warming. The failure to predict the sixteen- to eighteen-year temperature hiatus has caused some policymakers to wonder if the findings in the IPCC’s Physical Science report really do inspire the kind of confidence that could justify the entailed multitrillion-dollar bet on massive changes to humanity’s energy supply programs.



The Science Is Settled—Climate Sensitivity

Another possible explanation for why the computer climate models may be running too hot is what the IPCC refers to as model response error. That is, they may overestimate the amount of warming that results from a given increase in greenhouse gas concentrations in the atmosphere. This brings up the crucial issue of climate sensitivity, conventionally defined as the amount of warming that doubling carbon dioxide in the atmosphere would eventually produce. Temperature increases lag increases in atmospheric carbon dioxide, so another important process is the transient climate response (TCR), which is the amount of warming expected at the time a carbon dioxide concentration crosses the doubling line.

In its 2007 report, the IPCC estimated that climate sensitivity was between 2° and 4.5°C, with the best estimate being 3°C. The 2013 IPCC Physical Science report drops the lower bound and finds that climate sensitivity is likely in the range 1.5° to 4.5°C. It also states that it is extremely unlikely climate sensitivity is less than 1°C and very unlikely to be greater than 6°C. In addition, the report notes with “high confidence” that the transient climate response is “likely in the range 1° to 2.5°C and extremely unlikely greater than 3°C, based on observed climate change and climate models.” In IPCC parlance, likely means that the authors believe that there is more than a 66 percent chance that they’ve gotten the right estimate for climate sensitivity, whereas extremely unlikely means that they think there is less than 5 percent chance that they are wrong. Just how sensitive the climate is to increases in greenhouse gases is a controversial and hotly disputed area of climate research.

Several recent studies have reported that climate sensitivity could be lower than the Physical Science summary suggests. For example, an article in the June 2013 Nature Geoscience concluded that the “most likely value of equilibrium climate sensitivity based on the energy budget of the most recent decade is 2.0 °C, with a 5–95% confidence interval of 1.2–3.9 °C.” A confidence interval is basically the probability that a value will fall between an upper and lower bound of a probability distribution. In other words, these researchers are 90 percent confident that climate sensitivity lies somewhere between 1.2° and 3.9°C. The researchers also reported that the best estimate for transient climate response based on observations of the most recent decade is 1.3°C, ranging between 0.9° to 2.0°C.

The Nature Geoscience estimate is a whole degree lower than the best estimate calculated by the IPCC in 2007. Interestingly, the 2013 Physical Science report, unlike its predecessor reports, provides no best estimate of climate sensitivity. Research on this topic continues. For example, in a March 2014 study, Norwegian researchers take into account the last ten years of temperature records and trends in ocean heat buildup. Their estimates for climate sensitivity and transient climate response are even lower. They report that the best estimate of climate sensitivity “is 1.8°C, with 90% C.I. [confidence interval], ranging from 0.9 to 3.2°C, which is tighter than most previously published estimates.” They also calculate that there is only 1.4 percent chance that climate sensitivity would turn out to be greater than 4.5°C. Since the amount of warming that a doubling of carbon dioxide would produce is lower, so too is the transient climate response, which the researchers estimate to be about 1.4°C, ranging between 0.8° and 2.2°C.

Other researchers, however, come to more worrisome conclusions about how sensitive the climate is. Two new studies, one in March and another in May 2014, argue that the many researchers who have reported lower climate sensitivities have failed to take the cooling effects of various pollutants into account. Once the dampening of airborne particles like sulfates and black soot and ground-level ozone is properly included in calculations, the March Nature Climate Change study by GISS researcher Drew Shindell calculated a transient climate response of about 1.7°C. Building on Shindell’s insights, researchers at Texas A&M University estimated in May 2014 that climate sensitivity is likely to be 3.0°C, ranging between 1.9° and 6.8°C. This range is a bit higher and wider than the one reported by the IPCC in 2013. However, more recent research cited earlier that now finds that man-made aerosols have had a negligible effect on current global average temperatures might suggest that these climate sensitivity ranges are too high.

In September 2014 the climate sensitivity research pendulum swung back toward a lower estimate. In their article published in Climate Dynamics, Georgia Tech climatologist Judith Curry and British statistician Nicholas Lewis reported results using temperature data from 1850 to 2011 along with estimates of the effects on climate of various factors taken from the IPCC’s Fifth Assessment Report, such as land-use changes, volcanic activity, and atmospheric pollutants. They calculate that the best estimate for climate sensitivity is 1.64°C, with an uncertainty range of 1.05° to 4.05°C. The corresponding transient climate response is 1.33°C, with an uncertainty range of 0.90° to 2.50°C. These new values are at the low end of the IPCC climate sensitivity and transient climate response estimates.

Is there any way to resolve this scientific dispute? Yes. Wait and see what the climate actually does. But climatologists may have to wait at least a couple of decades before they can know the answer for sure. In an April 16, 2014, article in Geophysical Research Letters, researchers sort through various climate sensitivity scenarios ranging from a low of 1.5° to a high of 6.0°C. They calculate that it would take another twenty years of temperature observations for us to be confident that climate sensitivity is on the low end and more than fifty years of data to confirm the high end of the projections. This ongoing controversy is important because lower climate sensitivity would mean that future warming will be slower, giving humanity more time to adapt and to decarbonize its energy production technologies. Higher climate sensitivity would mean the opposite.



Ocean Acidification

As the oceans absorb carbon dioxide from the atmosphere, the amount of carbonic acid is increased, thus making the ocean more acidic. As noted previously, the acidity of the surface waters of the oceans has increased by about 26 percent since the beginning of the Industrial Revolution. The IPCC 2014 Adaptation report observes, “Impacts of ocean acidification range from changes in organismal physiology and behavior to population dynamics and will affect marine ecosystems for centuries if emissions continue.” Some ocean denizens like plants and algae will most likely benefit from increased carbon dioxide levels, whereas other creatures such as corals and mollusks might suffer significant harm. Corals, echinoderms, and mollusks absorb carbonate minerals from the oceans to make their shells, and higher acid levels lower dissolved amounts of that mineral in seawater. Various computer model projections suggest that as acidity increases, it will be harder to calcifying creatures to survive. However, the 2014 Adaptation report observes, “Limits to adaptive capacity exist but remain largely unexplored.”

Some researchers are worried that calcifiers like corals might reach a tipping point at which they “collapse.” More recent experimental research on eight species of Pacific reef calcifiers has been a bit more reassuring. Biologists from California State University at Northridge report, “In contrast to previous studies that have predicted rapid decreases in calcification of corals and coral reefs exposed to [more than doubled carbon dioxide], our study, performed at the organismic level on eight of the main calcifiers in Moorea, suggests that tropical reefs might not be affected by OA [ocean acidification] as strongly or as rapidly as previously supposed.” They found that overall reef calcification declined by about 10 percent when carbon dioxide was doubled. In addition, while calcification rates declined with higher and higher levels of carbon dioxide, even when carbon dioxide reached ten times its preindustrial levels, the researchers could identify no tipping points beyond which calcification collapsed. Studies on cold-water Mediterranean corals similarly found that their rates of calcification remained constant even when exposed to levels of carbon dioxide in high-end projections for the end of this century. Nevertheless, published reviews of research on the effects of ocean acidification resulting from high levels of extra carbon dioxide find the overall effects on marine organisms are negative. Of course, if emissions are cut to keep future temperature increases down, that would also limit the effects of ocean acidification.



How Much Will Global Warming Cost?

Assume global warming. There are two ways to address concerns about warming: adaptation and mitigation. In 2014, the IPCC issued two reports dealing with both sorts of responses. Climate Change 2014: Impacts, Adaptation, and Vulnerability (hereafter the Adaptation report) describes adaptation as the “process of adjustment to actual or expected climate and its effects.” Climate Change 2014: Mitigation (hereafter the Mitigation report) defines mitigation as “a human intervention to reduce the sources or enhance the sinks of greenhouse gases.” Mitigation basically means cutting the emissions of greenhouse gases like carbon dioxide and/or figuring out how to suck carbon dioxide out of the atmosphere—for example, planting more forests. In other words, people can take steps to defend themselves against the impacts of man-made climate change and/or reduce impacts by trying to slow or stop man-made climate change. Most climate researchers believe that some additional warming is inevitable, so people will have to engage in both activities.

The IPCC reports offer cost estimates for both adaptation and mitigation. The 2014 Adaptation report reckons, assuming that the world takes no steps to deal with climate change, that “global annual economic losses for additional temperature increases of around 2°C are between 0.2 and 2.0 percent of income.” The report adds, “Losses are more likely than not to be greater, rather than smaller, than this range.”

In a 2010 Proceedings of the National Academy of Sciences article, Yale economist William Nordhaus assumed that humanity does nothing to cut greenhouse gas emissions. Nordhaus uses an integrated assessment model that combines the scientific and socioeconomic aspects of climate change to assess policy options for climate change control. His RICE-2010 integrated assessment model found that “of the estimated damages in the uncontrolled (baseline) case, those damages in 2095 are $12 trillion, or 2.8% of global output, for a global temperature increase of 3.4°C above 1900 levels.” Nordhaus’s estimate evidently assumes that the world’s economy will grow at about 2.5 percent annually, reaching a total GDP of roughly $450 trillion in 2095.

What might the world’s economy look like by 2100 if no policies are adopted with the aim of mitigating or adapting to climate change? In 2012, the IPCC asked the economists in the Environment Directorate at the Organisation for Economic Co-operation and Development to peer into the future and devise a plausible set of shared socioeconomic pathways (SSPs) to the year 2100. The OECD economists came up with five baseline scenarios. Let’s take a look at a couple of the scenarios to get some idea of how the world’s economy might evolve over the remainder of this century. The OECD analysis begins in 2010 with a world population of 6.8 billion and a total world gross product of $67 trillion (2005 dollars), yielding a global per capita income just shy of $10,000. For reference the OECD notes that US 2010 per capita income averaged $42,000.

The SSP2 scenario is described as the “middle of the road” projection in which “trends typical of recent decades continue, with some progress towards achieving development goals, reductions in resource and energy intensity at historic rates, and slowly decreasing fossil fuel dependency.” If economic and demographic history unfolds as that scenario suggests, world population will have peaked at around 9.6 billion in 2065 and fallen to just over 9 billion by 2100. The world’s economy will have grown more than eightfold, from $67 trillion to $577 trillion (2005 dollars). Average income per person globally will have increased from around $10,000 today to $60,000 by 2100. US annual incomes would average just over $100,000.

In the SSP5 “conventional development” scenario, the world economy grows flat out, which “leads to an energy system dominated by fossil fuels, resulting in high GHG emissions and challenges to mitigation.” Because there is more urbanization and because there are higher levels of education, world population peaks at 8.6 billion in 2055 and will have fallen to 7.4 billion by 2100. The world’s economy will grow fifteenfold to just over $1 quadrillion, and the average person in 2100 will be earning about $138,000 per year. US annual incomes would exceed $187,000 per capita.

It is of more than passing interest that people living in the warmer world of SSP5 are much better off than people in the cooler SSP2 world. The OECD analysis adds with regard to climate change in this scenario that the much richer and more highly educated people in 2100 will face “lower socio-environmental challenges to adaptation result[ing] from attainment of human development goals, robust economic growth, highly engineered infrastructure with redundancy to minimize disruptions from extreme events, and highly managed ecosystems.” In other words, greater wealth and advanced technologies will significantly enhance the capabilities of people to deal with whatever the deleterious consequences of climate change turn out to be.

As noted above, the IPCC estimates that failure to adapt to climate change will reduce future incomes by between 0.2 to 2 percent for temperatures exceeding 2°C. Yale’s William Nordhaus is one of the more accomplished researchers in this area, trying to calculate the costs and benefits of climate change. In his 2013 book The Climate Casino: Risk, Uncertainty, and Economics for a Warming World, Nordhaus notes that a survey of studies that try to estimate the aggregated damages that climate change might inflict at 2.5°C warming comes in at an average of about 1.5 percent of global output. The highest climate damage estimate Nordhaus cites is a 5 percent reduction in income. The much criticized 2006 Stern Review: The Economics of Climate Change suggested that the business-as-usual path of economic growth and greenhouse gas emissions could even reduce future incomes by as much as 20 percent.

Future temperatures will perhaps exceed these, but transient climate response temperatures over the remainder of the century are likely to be close to the 2.5°C benchmark cited by the IPCC. In the scenarios sketched out above, a 2 percent loss of income would mean that the $60,000 and $138,000 per capita income averages would fall to $58,800 and $135,240, respectively. Stern’s more apocalyptic estimate would cut 2100 per capita incomes to $48,000 and $110,400, respectively. How much should people living now on incomes averaging $10,000 per year spend to make sure that people whose incomes will likely be 6 to 14 times higher aren’t reduced by a couple of percentage points? As Nordhaus observes, “Most philosophers and economists hold that rich generations have a lower ethical claim on resources than poorer generations.”



The Costs and Benefits of Trying to Stop Warming

Making the heroic set of assumptions that all countries of the world begin mitigation immediately and adopt a single global carbon price, and all key low- and no-carbon technologies are now available, the IPCC’s 2014 Mitigation report estimates that keeping carbon dioxide concentrations below 450 ppm by 2100 would result in “an annualized reduction of consumption growth by 0.04 to 0.14 percentage points over the century relative to annualized consumption growth in the baseline that is between 1.6 percent and 3 percent per year.” The median estimate in reduced annualized growth in consumption is 0.06 percent.

The IPCC Mitigation report notes that the optimal scenario that it sketches out for keeping greenhouse gas concentrations below 450 ppm would cut future incomes by 2100 by between 3 and 11 percent. How much would that be? As was done with regard to the losses from a lack of adaptation, let’s look at how much the worst-case mitigation scenario might reduce future incomes. Without extra mitigation, the increase of global gross product to $577 trillion in the middle-of-the-road scenario implies an economic growth rate of 2.42 percent between 2010 and 2100. Cutting that growth rate by 0.14 percentage point to 2.28 percent yields an income of $510 trillion in 2100, reducing per capita incomes from $60,000 to $57,000 per capita. Growth in the conventional-development scenario is cut from an implied 3.07 percent to 2.93 percent, reducing overall income from over $1.015 quadrillion to $901 trillion and cutting average incomes from $138,000 to $122,000.

All of these figures must be taken with a vat of salt since they are projections for economic, demographic, and biophysical events nearly a century from now. That being acknowledged, projected IPCC income losses that would result from doing nothing to adapt to climate change appear to be roughly comparable to the losses in income that would occur following efforts to slow climate change. In other words, it appears that doing nothing about climate change now will cost future generations about the same as doing something now.



Climate Change Is Not Increasing Damage—Yet

People concerned about catastrophic man-made climate change have been seeking evidence that it is boosting risks now among the weather damage and loss data. “This is climate change. We were warned about extreme weather. Not just hot weather, but extreme weather,” Senator Barbara Boxer (D-CA) declared on the floor of the US Senate in May 2013 in response to the tornado that devastated Moore, Oklahoma. “You’re going to have tornadoes and all the rest.” The activists over at Greenpeace did not put too fine a point on the destruction caused by Superstorm Sandy hitting New York and New Jersey in the fall of 2013: “Hurricane Sandy = Climate Change.” One problem: Researchers can find no such trends with respect to the damage caused by tornadoes and hurricanes.

The 2012 United Nations’ Special Report for Managing the Risks of Extreme Events and Disasters to Advance Climate Change Adaptation (SREX) projects man-made global warming will boost the damage caused by heat waves, coastal floods, and droughts as they get worse by the end of the century. The researchers, however, could not draw firm conclusions about the effects of climate change on any current trends in hurricanes, typhoons, hailstorms, or tornadoes. The IPCC’s Climate Change 2014: Synthesis Report noted that there is low confidence that climate change has so far affected any global trends toward increased flooding, hurricanes and typhoons, or droughts. That report did note that “increasing exposure of people and economic assets has been the major cause of long-term increases in economic losses from weather- and climate-related disasters.” In other words, the weather is not necessarily getting worse; there are simply more people and property for storms to damage.

The SREX study expressed medium confidence that droughts had increased in some areas as a result of man-made climate change. An authoritative November 2012 article in Nature later found that the previously reported increase in global drought is overestimated because the widely used Palmer Drought Severity Index doesn’t, among other issues, properly account for evaporation rates. Consequently, based on more realistic calculations that take into account changes in available energy, humidity and wind speed, the researchers concluded that “there has been little change in drought over the past 60 years.” The 2013 IPCC Physical Science report essentially concurred, observing that there was “low confidence in detection and attribution of changes in drought over global land areas.” (In December 2014, NOAA issued a study that concluded that man-made climate change was not a factor in the extreme drought that has beset California since 2011.)

The 2012 SREX report acknowledges, “In many regions, the main drivers for future increases in economic losses due to some climate extremes will be socioeconomic in nature.” In other words, any surge in weather disaster damage is largely due to an increase in what can potentially be destroyed and the number of people exposed to it.

Can researchers now discern any effect that the recent increase in global average temperature has had on people and their property? Not really.

For example, a 2011 report by the libertarian Reason Foundation, Wealth and Safety: The Amazing Decline in Deaths from Extreme Weather in an Era of Global Warming, 1900–2010, notes, “Aggregate mortality attributed to all extreme weather events globally has declined by more than 90 percent since the 1920s, in spite of a four-fold rise in population and much more complete reporting of such events.” The death rate from droughts is 99.9 percent lower than it was in the 1920s; the death rate from floods is 98 percent lower; and the death rate from big storms like hurricanes has declined more than 55 percent since the 1970s. 

Keep in mind that the death rate due to extreme weather between 2001 and 2010 averaged about 38,000 per year compared to about 59 million annual deaths for all causes. The Reason Foundation report concludes, “While extreme weather-related events, because of their episodic nature, garner plenty of attention worldwide, their contribution to the global mortality burden—0.07 percent of global deaths—is relatively minor.”

What about economic losses? The IPCC’s 2014 Adaptation report observes, “Economic costs of extreme weather events have increased over the period 1960–2000, with insured losses increasing more rapidly than overall losses.” The report, however, goes on to note that “the greatest contributor to increased cost is rising exposure associated with population growth and growing value of assets.” Similarly, the 2014 Synthesis report notes that “increasing exposure of people and economic assets has been the major cause of long-term increases in economic losses from weather- and climate-related disasters.” To repeat: There is more damage because there are more people and more stuff to be harmed by storms, floods, wind, and drought.

In order to see if climate change is adding to the destruction, researchers “normalize” losses by taking into account the number of people and the value of the property exposed to extreme weather events. For example, far more people live in Florida now than fifty years ago, with lots more houses and businesses, so hurricanes that strike there today are more likely to cause damage than those than hit that state, say, in the 1920s. Taking such increases in population and wealth into account, the IPCC Adaptation report contradicts the claims of Senator Boxer and Greenpeace. “Studies of normalized losses from extreme winds associated with hurricanes in the U.S. and the Caribbean, tornadoes in the U.S. and wind storms in Europe have failed to detect trends consistent with anthropogenic climate change,” notes the report.

A January 2011 review article, “Have Disaster Losses Increased Due to Anthropogenic Climate Change?,” by Laurens Bouwer, which was published in the Bulletin of the American Meteorological Society (BAMS), surveyed twenty-two studies looking at trends in natural hazard losses. Bouwer, who was then a researcher at the Institute for Environmental Studies at Vrije University in the Netherlands, included studies that all looked at economic losses, covered at least thirty years of data, and were peer reviewed. The BAMS review found, “The studies show no trends in the losses, corrected for change (increases) in population and capital at risk, that could be attributed to anthropogenic climate change. Therefore, it can be concluded that anthropogenic climate change so far has not had a significant impact on losses from natural disasters.”

Another 2010 study, “Normalizing Economic Loss from Natural Disasters: Global Analysis,” by Eric Neumayer and Fabian Barthel, two researchers associated with the Grantham Research Institute on Climate Change and the Environment at the London School of Economics and Political Science, also probed trends in weather disaster loss data in search of a global warming signal. Besides using conventional techniques that take into account increases in population and wealth to normalize losses, they also develop an alternative technique that looks at relative losses over time. Briefly, their new measure looks at how much actual loss occurred relative to the amount that was at risk. For example, what percentage of wealth in Miami was destroyed by hurricanes in 1920 versus 2010? If the actual-to-potential-loss ratio is increasing over time, this suggests that the weather is having a growing impact.

Analyzing weather disasters between 1980 and 2009, Neumayer and Barthel find, “Both methods lead to the same result for all disasters: no significant trend over time according to the conventional method, a marginally significant downward trend according to the alternative method.” Applying both normalization methods, they find no significant trends in weather related losses for both developed and developing countries. Looking regionally at North America, Western Europe, Latin America and the Caribbean, and South and East Asia also uncovers no statistically significant trend in losses caused by weather disasters. In addition, two 2009 studies found no upward trend in normalized losses dues to windstorms or floods in Western Europe since 1970. One concluded, “Results show no detectable sign of human-induced climate change in normalised flood losses in Europe.”

Neumayer and Barthel, using their alternative normalization method, do identify a “strongly negative trend” in normalized weather disaster damages in developed countries. Translation: The amount of damage caused by severe weather is declining in relative terms. They speculate, “This could possibly indicate a stronger capability of richer nations to fund defensive mitigating measures, which decrease vulnerability to natural disasters over time.” Richer societies are likely reducing their weather losses by establishing better early warning systems, enacting stronger building codes, and constructing firmer levees. People may be protecting themselves ever better against the consequences of storms and floods, even though the weather is getting worse.

A review of the relevant weather damage studies, according to the IPCC Adaptation report, concluded, “A majority of studies have found no detectable trend in normalized losses.” Given that the data it reviewed showed no significant evidence for current damages attributable to climate change, it is odd that the 2014 Adaptation report did nevertheless feebly conclude that “climate change cannot be excluded as at least one of the drivers involved in changes of normalized losses over time in some regions and for some hazards.”

It is generally agreed that the average temperatures over land have increased by about 0.7°C since the 1950s. Looking toward the end of the twenty-first century, the 2012 SREX report relies on computer model projections, which suggest that one-in-twenty-year hottest day events are to become one-in-two-year events. The report also projects that inundations that once happened every twenty years are likely to occur every five years. 

Sounds bad, but that’s nearly a hundred years from now. With regard to the next few decades, the SREX researchers more sanguinely report: “Projected changes in climate extremes under different emissions scenarios generally do not strongly diverge in the coming two to three decades, but these signals are relatively small compared to natural climate variability over this time frame. Even the sign of projected changes in some climate extremes over this time frame is uncertain.” That means that weather extremes for the next several decades will likely be within the bounds of natural variation, making it almost impossible to discern any effect of man-made climate change on them. In other words, whatever weather disasters do occur will not be on a scale or frequency beyond those that humanity has experienced in recent decades.

Although no upward trend in weather damages can be found in developing countries, the UN’s SREX report does note that fatality rates and economic losses as a proportion of GDP from weather disasters are higher in poor countries. In fact, between 1970 and 2008, 95 percent of deaths from natural disasters occurred in developing countries. Bad weather produces death and destruction largely when it encounters poverty.

This insight prompts two observations: First, recent research indicates that man-made climate change has not been nor is it likely to be a big contributor to losses stemming from weather disasters in the next few decades. Second, boosting the wealth of poor people through economic growth is their best protection against meteorological disasters in the long run, whether fueled by future man-made climate change or not.



The Abject Failure of UN Climate Change Negotiations

One thing is for sure, the current international negotiating process under the auspices of the United Nations Framework Convention on Climate Change (UNFCCC) has been a near complete failure. The original goal of this creaky process set in motion back at the 1992 Earth Summit in Rio de Janeiro was to cut the greenhouse gas emissions of rich developed countries by 2012 to about 5 percent below the levels they emitted in 1990. A cap-and-trade mechanism was eventually devised under the Kyoto Protocol in 1997 and came into effect in 2005. The general idea was that all of the rich countries would set a cap on how much carbon dioxide could be emitted and issue permits for amounts under that cap. The permits would be tradable so that companies able to more cheaply cut their emissions could sell their excess permits to companies where reductions would be more costly. The cap would decline over time, and this carbon market would set a price on each ton of carbon dioxide. Setting a price on carbon dioxide was supposed to encourage the development of innovative low-carbon energy technologies that would replace fossil fuels as the main source of power.

It hasn’t worked out that way. First, the United States, then the largest emitter of carbon dioxide, refused to adopt the Kyoto Protocol. In fact, the US Senate passed a resolution in 1997 by a vote of 95 to 0 that it was not the sense of the Senate that the United States should sign the Kyoto Protocol. The treaty was never submitted to the Senate for ratification. Some signatories, including Canada and Japan, ignored their Kyoto Protocol obligations and burned even more fossil fuels. In 2012, Canada, Japan, and Russia refused to make any further commitments under the Kyoto Protocol. Only the European Union actually established a cap-and-trade carbon market that has suffered periodic price collapses.

Nevertheless, the UNFCCC process is supposed to yield a new treaty at its 2015 meeting in Paris that obligates countries to begin controlling their greenhouse gas emissions by 2020. The IPCC’s 2014 Mitigation report estimates that to have a good chance of keeping the global average temperature from rising above 2°C, global greenhouse gas emissions by 2050 must be between 40 and 70 percent lower than they were in 2010. Greenhouse gas emissions will have to be entirely eliminated by 2100.

So where do we stand now with respect to future warming? Since the failure of the UNFCCC climate change negotiations to adopt a binding treaty at the Copenhagen conference in 2009, many countries have made a variety of nonbinding “pledges” to cut back on their greenhouse gas emissions. For example, the United States under the Obama administration has promised to reduce emissions to below 17 percent of their 2005 levels by 2020. In November 2014, President Obama further pledged to reduce US emissions by 26 to 28 percent by 2025. Adding all of these pledges up, IPCC’s 2014 Mitigation report suggests that they are “broadly consistent” with scenarios that would “keep temperature change below 3°C relative to preindustrial levels.”



A Great Leap Forward on Climate Change?

At the Asia-Pacific Economic Cooperation summit in November 2014, US president Barack Obama and Chinese president Xi Jinping issued a “joint announcement on climate change” in which each country made pledges about how they intend to handle future emissions of their greenhouse gases. The announcement was hailed by most environmental groups and much of the media as “historic,” a “breakthrough,” and a “game changer.” Careful parsing of the text’s diplomatic jargon suggests that the joint announcement is in fact likely to be none of those.

To understand the nebulous nature of the announcement, don’t focus first on the promised trajectories of future greenhouse gas emissions by both countries. Instead consider the loopholes. For example, this bit of climate change diplomatic arcana in which the two countries promise to work together “to adopt a protocol, another legal instrument or an agreed outcome with legal force under the Convention applicable to all Parties at the United Nations Climate Conference in Paris in 2015.”

That convoluted phraseology was hammered out at as a compromise at the 2011 Durban climate conference. The European Union was then strongly insisting that the UN climate conferees commit to “a protocol or other legal instrument” as the ultimate goal for a comprehensive global treaty in 2015. Why? Because that exact language had earlier propelled the agreement to the Kyoto Protocol, which established the only legally binding emissions reduction targets on any countries.

China and India, however, objected and sought to water down the language by including “or an agreed outcome with legal force.” The Chinese and Indians evidently believe that that phraseology suggests whatever climate negotiations do achieve by 2015, the result will be that they still will have fewer obligations to reduce their greenhouse gas emissions than will rich developing countries.

But what about the phrase “applicable to all Parties”? At Durban, the United States insisted that in any future climate agreement, “legal parity” must apply to big emerging economies like China, India, and Brazil. That means that they would be bound to cut their emissions in the same way that industrialized countries are. If China, India, and Brazil will not accept legally binding targets, then neither would the United States.

The joint announcement, most likely at the insistence of China, also reaffirmed “the principle of common but differentiated responsibilities and respective capabilities, in light of different national circumstances” enshrined in the United Nations Framework Convention on Climate Change. China has consistently interpreted that principle as meaning that countries that were rich and developed in 1992 when the convention was adopted are obligated to cut their emissions, while countries that were then poor are not.

What about the actual emissions pledges? The joint announcement states that the United States intends to achieve an economy-wide target of reducing its emissions by 26 to 28 percent below its 2005 level in 2025 and to make best efforts to reduce its emissions by 28 percent. Additionally, China intends to achieve the peaking of CO2 emissions around 2030 and to make best efforts to peak early and intends to increase the share of nonfossil fuels in primary energy consumption to around 20 percent by 2030. The crucial word here is “intends.” It is clear that the announcement is not meant to create any new obligations.

While China declared that its carbon dioxide emissions (not greenhouse gases) will peak by 2030, the announcement said nothing about the level at which they will peak. So at what level might China’s emissions peak? Assuming the recent 3 percent annual increase in China’s carbon dioxide emissions continues for the next sixteen years, they would reach 16 gigatonnes by 2030.

In 2005, the United States emitted the equivalent of 7.26 gigatonnes of carbon dioxide. So cutting emissions by 28 percent by 2025 implies emissions of 5.23 gigatonnes in 2025, which is about the amount that the United States emitted in 1992. Assuming that Chinese emissions did peak in 2030, the country could by then be emitting three times more than the United States.

Looking at the previously announced energy and climate policies of both the United States and China, the new pledges appear to add little to their existing plans to reduce their emissions. The new Obama pledges basically track the reductions that would result from the administration’s plan to boost automobile fuel economy standards to 54.5 miles per gallon by 2025 and the Environmental Protection Agency’s new scheme to cut by 2030 the carbon dioxide emissions from electric power plants by 30 percent below their 2005 level. Xi was no doubt aware that a week earlier an analysis of demographic, urbanization, and industrial trends by the Chinese Academy of Social Sciences had predicted that China’s emissions peak would occur between 2025 and 2040.

Ultimately, there is a critical mismatch between the two countries’ pledges. The United States undertakes to make actual cuts in its emissions over the next decade while China promises that it will do so beginning in sixteen years. Supporters hope that the joint announcement is the prelude to a “great leap forward” to a broad and binding global climate change agreement at Paris in 2015. Perhaps, but the United States and China left themselves plenty of room to step back if their pledges become inconvenient.



The Rocky Road to the Paris Climate Talks

At the December 2015 UN climate change conference in Paris, the nations of the world are supposed to adopt some kind of legally binding agreement to comprehensively address the problem of man-made climate change. That goal may be out of reach. Why? Because the interests of the rich and poor countries just don’t converge on how to handle climate change, as the latest UN conference in Lima, Peru, made very clear in December 2014. Poor countries are demanding hundreds of billions in climate aid upfront before they agree to give up cheap fossil fuels. And rich countries won’t hand over the cash unless poor countries first make credible commitments to cut their greenhouse gas emissions.

In early 2015, each nation is supposed to register publicly its voluntary intended nationally determined contributions (INDCs) to how it plans to address climate change. Attached to the Lima Call for Climate Action is a preliminary draft document outlining various options for a Paris agreement. This is a Chinese menu of provisions that highlights just how much discord there is over global climate policy. For example, the draft offers several options with regard to setting a firm goal for greenhouse gas emissions cuts. Countries might agree to cut emissions to 40 to 70 percent below their 2010 levels by 2050; or cut them by 50 percent below their 1990s levels with a continued decline thereafter; or go for full decarbonization by 2050. Or rich countries could agree that their emissions will peak in 2015 and then aim for zero net emissions by 2050.

The section on the financial resources to be provided to poor countries to help them to adapt to climate change and to pay for losses stemming from climate change suggests an annual floor of $100 billion in aid from rich countries; or, alternately, the agreement might not specify any amount of climate aid at all. Under the proposed provisions dealing with sources of finance, one option states that climate aid should primarily come from the government budgets of the rich countries. In a second option, private funds would play a greater role. Also undecided is whether countries will have the right to assess and challenge data issued by other countries with regard to their treaty commitments. The climate negotiators in Paris will also need to figure out whether the parties will have to update their INDCs every five years or every ten years.



Carbon Market Follies

Unfortunately, as noted earlier, the current model for controlling the global emissions of greenhouse gases like carbon dioxide is a cap-and-trade scheme devised under the Kyoto Protocol. To comply with its obligations under the Kyoto Protocol, the European Union implemented its Emissions Trading Scheme (ETS) back in 2005. The ETS covers the output of about 12,000 big emitters, whose CO2 amounts to roughly half of the European Union’s total emissions.

Under cap-and-trade schemes, governments set a limit on how much of a pollutant—in the case of man-made global warming, chiefly carbon dioxide—utilities and other enterprises can emit and then allocate permits to them. The permits can then be bought and sold on an open market. Manufacturers, for example, who can cheaply abate their emissions will have some permits left over. The cheap abaters can sell their extra permits to other enterprises that find it more expensive to reduce their emissions. In this way, a market in pollution permits is supposed to find the cheapest way to cut emissions.

That is the ideal, but implementing the ETS has been far from ideal. For example, in May 2006, an audit showed that several EU governments had issued permits for 66 million tons more CO2 than was actually being emitted. Traders immediately realized that the supply of permits was not scarce, so the price of carbon dioxide allowances promptly collapsed to less than 9 euros per ton. By February 2007, an allowance to emit a ton of CO2 could be had for less than a euro. European governments later tightened limits on carbon dioxide emissions and permit prices recovered in the second trading period until the advent of the financial crisis in 2008 forced a dramatic economic slowdown.

The steep decline in economic activity has lowered CO2 emissions, producing a surplus of carbon permits among companies in the EU’s emissions trading scheme. Consequently, by April 2014, the prices of carbon permits had fallen to a record low 2.46 euros per ton. Due to tinkering by European lawmakers, permit prices had risen to around 7 euros in January 2015. This is far under the price of 25 euros per ton that most analysts believe is necessary to drive energy producers to seek lower carbon sources of power.

The main point is that such price volatility means that companies have great difficulty in planning their infrastructure investments. There is very little evidence that the ETS has driven large-scale capital investments in energy production aimed at reducing the emissions of greenhouse gases among firms and facilities subject to the system. If carbon dioxide trading does not induce those kinds of investments, then it clearly has failed.



Windfall Profits for Corporations—Higher Prices for Consumers

In addition to being ineffective at encouraging investment in low-carbon energy technologies, permits have been distributed in such a way that they have provided billions of euros in windfall profits to polluters. How does this work? Beginning in 2005, the ETS cap-and-trade scheme handed out nearly all of its emissions permits gratis. Hold on, you might say: If the emitters are getting permits for free, why don’t they pass along the lower costs to their customers?

Think of it in terms of an analogy put forward by left-leaning economists James Barrett and Kristen Sheeran: Tickets from scalpers for the last World Cup Soccer championship games were going for more than 200 euros, about double their face value. Would the price have been lower if a scalper had found them on the ground? No. “The supply and demand for tickets is the same no matter how much the scalper paid for them, and so the price he charges you will also be the same no matter how he got them,” note Sheeran and Barrett. Or think of it this way, if someone gave you a bundle of cash worth a thousand euros, you would not be inclined to sell them to another person for less than a thousand, would you? The same thing is true of carbon dioxide emissions permits.

Giving away permits for free to industry is largely equivalent to a carbon tax in which the tax revenues are given to energy company stockholders, not spent on behalf of consumers and taxpayers. Before the carbon market’s initial collapse in April 2006, the consultancy IPA Energy estimated that permits granted to British and German utilities fattened their bottom lines by 1 billion euros and 6 to 8 billion euros, respectively. And British and German consumers paid more for their electricity on top of that.

One way to correct the most egregious flaws in current cap-and-trade schemes would be to adopt cap-and-auction instead. Auctioning permits is very much like imposing a carbon tax. In this case, the government sets an overall emissions limit and emitters have to buy allowances from the government every year. The chief difference between a cap-and-auction scheme and a carbon tax is that the price of the allowances will vary from year to year. Once again, this variability in permit prices introduces uncertainty in the infrastructure planning of firms.

A 2011 report by the Swiss bank UBS concluded that the Emissions Trading Scheme will cost European consumers $277 billion for “almost zero impact.” If the European Union, which has a relatively robust governmental institutions and the rule of law, couldn’t effectively implement a cap-and-trade carbon market, there is no chance that the entire world encompassing China, Russia, India, Nigeria, Brazil, Iran, Mexico, Indonesia, and Saudi Arabia can do so.



Why Not a Carbon Tax?

Many economists think that a better option for rationing carbon would be a gradually rising tax on fuels that emit carbon dioxide. As the tax increases, industries and consumers would cut back on their use of more expensive fossil fuel energy and switch to using energy produced by low-carbon and no-carbon technologies. This process would lead to lower carbon dioxide emissions over time.

For instance, economists such as Harvard University’s Gregory Mankiw and Yale University’s William Nordhaus advocate imposing a tax on all kinds of carbon-based fuels at the wholesale stage, at the point where they emerge from under the ground. Thus, utilities and refiners who take raw coal, oil, and natural gas as inputs would pay a tax on these fuels. The extra cost would get passed downstream to all subsequent consumers. Thus carbon taxes would encourage conservation and low-carbon energy innovation. Since the tax is levied on how much carbon a fuel contains, it would make fuels like coal less attractive compared with low-carbon fuels like natural gas or even renewable energy like solar and wind power. Ideally, carbon tax revenues would be used to cut domestic taxes such as the payroll tax or the individual income tax, thus offsetting some of the pain of higher energy prices.

Internationally, one of the big advantages of a carbon tax is that it avoids the baseline quandary that bedevils carbon markets. For example, signatories to the Kyoto Protocol are supposed to cut their emissions of greenhouse gases by 5 percent below what they emitted in 1990. Why? That goal has no relationship to any specific environmental policy objective. In fact, achieving the cuts specified by the Kyoto Protocol goals would reduce projected average global temperatures by only a minuscule 0.07°C by 2050.

As the now-moribund international negotiations about what to do after the Kyoto Protocol show, it is very difficult to get many countries to agree to new global emissions baselines. Also, where should baselines be established for rapidly growing economies like China, India, and Brazil, whose energy use and emissions are expected to more than double by 2030? Under the Kyoto Protocol, the natural baseline is what emissions would be without any restraints. However, calculating or predicting what a country’s emissions will be twenty to thirty years in the future is impossible to do with accuracy.

Under a pollution tax scheme, argues Yale economist William Nordhaus, “The natural baseline is a zero-carbon-tax level of emissions, which is a straightforward calculation for old and new countries. Countries’ efforts are then judged relative to that baseline.”

Another advantage is that the tax could be phased in as the average incomes of poor countries reach a certain threshold. For example, carbon taxes might start to kick in when national income reaches $10,000 per capita, which is slightly higher than China’s current level. More generally, having a defined tax rate makes it easy for firms in developed and developing economies alike to predict the future impact of climate policy on their bottom line—something that is considerably harder to do when the government is handing out permits every year.

A tax avoids the messy and contentious process of allocating allowances to countries internationally and among companies domestically. For example, nations could negotiate a much more transparent treaty than the Kyoto Protocol and establish a system of globally harmonized domestic carbon taxes. Harmonized taxes offer relative price stability, and taxes on carbon emissions can be raised gradually and predictably over time so that governments, industries, and consumers can all see what the price of carbon-based fuels will be over future decades and can make investment and purchase decisions accordingly.

Nordhaus further argues that carbon markets are “much more susceptible to corruption” than are tax schemes. “An emissions-trading system creates valuable tradable assets in the form of tradable emissions permits and allocates these to different countries,” writes Nordhaus. “Limiting emissions creates a scarcity where none previously existed and in essence prints money for those in control of the permits.”

So a carbon tax offers less opportunity for corruption because it does not create artificial scarcities and monopolies. Of course, governments can engage in chicanery by dispensing tax breaks and subsidies to favored companies and industries. But Nordhaus analogizes carbon allowances to quotas in international trade and carbon taxes to tariffs: overall, it’s been a lot easier to manage tariffs than quotas.



Save the Climate: Cut Subsidies

The first rule for getting out of a hole is to stop digging. In this case, it’s crazy to pay people to burn more fossil fuels if one is concerned about man-made global warming. The International Energy Agency estimates that government consumption subsidies for fossil fuels amounted to $544 billion in 2012. Ending subsidies would encourage consumers and producers to cut back on the use of fossil fuels, which in turn would reduce carbon dioxide emissions. And that would save taxpayers a great deal of money.

Nitrous oxide exists naturally in the atmosphere, but as a result of human activities, its concentration has increased by 20 percent over preindustrial levels, making it the third most important greenhouse gas after carbon dioxide and methane. Nitrous oxide is a long-lived gas that has a global warming potential of 310, meaning one molecule traps over 310 times more heat than a molecule of carbon dioxide. The amount of nitrous oxide put into the atmosphere is equivalent to about 3 gigatonnes of carbon dioxide, which approximates the emissions of half of the world’s entire vehicle fleet. In addition, nitrous oxide depletes the stratospheric ozone layer that shields the earth’s surface from damaging ultraviolet light. So reducing nitrous oxide emissions is a twofer—cutting it lowers the temperature and protects the ozone layer.

Two-thirds of human nitrous oxide emissions come from agricultural activities—for example, using nitrogen fertilizer or livestock waste management. It is not an exaggeration to say that the invention of a process to synthesize nitrogen fertilizer made the modern world possible, as fertilizers boost crop yields as much as 50 percent. Nitrogen fertilizer that isn’t taken up by plants boosts input costs to farmers. However, farmers have to make trade-offs between a number of different costs for fuel, equipment, seed, labor, fertilizer, and so forth in order to make a profit, and managing nitrogen fertilizer is usually not at the top of the list for improving the bottom line. 

That being said, if it’s economic and ecological madness to subsidize the burning of fossil fuels, it’s just as barmy to subsidize agriculture in the amount of $300 billion annually. The World Bank reported in 2012 that fertilizer subsidies in India amounted to 2 percent of that country’s GDP. Agricultural subsidies clearly encourage farmers to overuse fertilizer, which in turn produces nitrous oxide emissions that harm the ozone layer and raise global temperature.



Real Intergenerational Equity

Comedian Groucho Marx once famously quipped, “Why should I do anything for posterity? What has posterity ever done for me?” Many people are worried about “intergenerational equity” with regard to how global warming will affect future generations. But perhaps Marx had the right question.

Consider that University of Groningen economist Angus Maddison calculates that annual per capita income in real dollars in 1900 in Western Europe was $3,200. Today Western European average incomes average $21,800. Per capita income averaged $4,000 in the United States in 1900. Currently, average American income is $30,500 per capita, according to Maddison’s figures. In other words, contemporary Europeans and Americans are around seven times richer than their great-grandparents were three generations ago. The true intergenerational equity question becomes: How much would you have demanded that your much poorer ancestors give up in order to prevent the climate change we are now experiencing? We stand in exactly that same relation to people who will be living in 2100.

Total global GDP in 1900 in real dollars was about $2 trillion. The World Bank calculates that in 2012, global GDP stood at $72 trillion. In other words, global GDP increased by thirty-six times over the past century. Average per capita global real income in 1900 was about $1,300. Dividing the World Bank figure up by the world’s population of 7.2 billion, one finds that global average per capita income is around $10,000. Of course, it is not equally distributed among people.

What about the future? If global economic growth continues at around 3 percent per year, total GDP in real dollars would reach $888 trillion in 2100. Many scenarios, including those used by the UN Intergovernmental Panel on Climate Change (IPCC), suggest that world population will stabilize or even fall below 8.5 billion people by 2100. This yields an average income of over $104,000 per person in three generations. So should people living now and making a global average of $10,000 per year be forced to lower their incomes in order to boost the incomes of future generations that in some IPCC scenarios will have incomes in 2100 over $107,000 per capita in developed countries and over $66,000 in developing countries?

Let’s take the worst-case scenario devised by British economist Nicholas Stern, in which global warming is so bad that it reduces the incomes of people living in 2100 by 20 percent below what it would otherwise have been without climate change. That implies that global GDP would rise to only $710 trillion by 2100. That would reduce average incomes in 2100 to only $84,000 per person. In other words, people living three generations hence with the worst consequences of climate change would still be more than eight times richer than people living today. Another way to think of that much future climate damage is that it is equivalent to reducing global economic growth from 3 percent to 2.7 percent over the next ninety years.



An Emergency Backup Plan to Cool the Planet

Say that the world has adopted measures that will lead to the massive deployment of low- and no-carbon energy technologies, but it turns out that global warming starts to occur at a much faster pace than climate models had projected. To prepare for just such a situation, some researchers have suggested various geoengineering techniques that could be deployed to slow the rise in temperatures until the low-carbon economy can take hold.

“Prudence demands that we consider what we might do if cuts in carbon dioxide emissions prove too little or too late to avoid unacceptable climate damage,” asserted climatologist Ken Caldeira in a 2008 roundtable on geoengineering in The Bulletin of the Atomic Scientists. What should we do? “We need a climate engineering research and development plan,” declared Caldeira. He added, “We cannot afford a new period of Lysenkoism and allow political correctness to pollute our scientific judgment. Scientific research and engineering development should be divorced from moral posturing and policy prescription.” The National Academy of Sciences released two reports in February 2015 endorsing research into geoengineering strategies that could be deployed to counteract man-made global warming. One is Climate Intervention: Reflecting Sunlight to Cool the Earth and the other is Climate Intervention: Carbon Dioxide Removal and Reliable Sequestration. The NAS reports argue that both should be pursued.

One proposal involves injecting sulfur particles into the stratosphere, where they would reflect sunlight back into space, thus cooling the planet. There has already been one recent natural experiment that proved this idea could work. In 1991, the Mount Pinatubo volcano in the Philippines cooled the planet when it blasted millions of tons of sulfur particles into the stratosphere; the particulates formed a global haze that lowered average temperatures by about 0.5°C for more than a year.

Researchers and entrepreneurs at Intellectual Ventures have devised a “garden hose to the sky” method for cooling the planet. The firm, founded by polymath and former Microsoft executive Nathan Myhrvold, proposes to hoist an eighteen-mile hose using helium balloons attached every few hundred yards to pump liquefied sulfur dioxide into the stratosphere as a way to mimic the cooling produced by the Pinatubo eruption. The group estimates that setting up five sulfur injection base stations would cost a mere $150 million and cost $100 million per year to operate. If particular areas of the globe—say, the Arctic Ocean and Greenland—are warming up too fast, it might be possible to lower regional temperatures by this means.

Another proposal involves marine cloud whitening, in which hundreds of ships cruise the world’s oceans spewing salt water as a mist into the atmosphere. The salt particles would function as cloud condensation nuclei, which would increase the extent and brightness of low level clouds over the oceans. These whitened clouds would reflect sunlight back into space, thus cooling the earth’s surface. By one estimate, a fleet of 284 ships spewing salt water into the air at a cost of $1 billion per year would offset about 0.6°C of warming. To reduce future temperatures by 1.9°C, 1,881 vessels would have to be deployed at a cost of $5.8 billion annually.

Some IPCC pathways toward stabilizing the amount of carbon dioxide in the atmosphere explicitly incorporate the development of new technologies that can suck carbon dioxide out of the atmosphere. One such carbon dioxide removal proposal is called bioenergy carbon capture and storage; this involves cultivating plants to absorb carbon dioxide as they grow and then use them as fuel to produce energy. When the plants are burned, the carbon emissions are captured and buried, resulting in negative emissions. Another proposal is direct air capture, a possibility offered by Columbia University researcher Klaus Lackner; this involves using a specific resin that absorbs atmospheric carbon dioxide a thousand times more efficiently than trees do to capture the gas and then store it underground.

Oddly, some environmentalists who profess to be very concerned about the dangers posed by man-made global warming fiercely oppose research on these geoengineering technologies. In 2011, Oxford University researchers planned to conduct what they called the Stratospheric Particle Injection for Climate Engineering (SPICE) experiment in which they merely planned to use balloons to loft a hose to harmlessly spew water droplets into the atmosphere. The experiment was called off under pressure from activists, who denounced it as the pursuit of a “very high-risk technological path” and asserted that “such research is a dangerous distraction from the real need: immediate and deep emissions cuts.”

One suspects that the biggest risk that opponents fear is that geoengineering might actually work well. “If humans perceive an easy technological fix to global warming that allows for ‘business as usual,’ gathering the national (particularly in the United States and China) and international will to change consumption patterns and energy infrastructure will be even more difficult,” observed Rutgers University environmental scientist Alan Robock.

Should global temperatures take off steeply, deploying any geoengineering plan would be rife with international political difficulties. For example, the novel climate created by geoengineering would likely shift rainfall patterns, with significant differential impacts on the agricultural sectors of various countries.

Maybe so, but the activists already assert that man-made global warming is a big problem. Since that is so and there’s some chance it might come on faster than is currently projected, it is just plain irresponsible to oppose research that could lead to the development an emergency backup cooling system for the planet. 



How Much to Insure Against Low Probability Catastrophic Warming?

How much should we pay to prevent the tiny probability of human civilization collapsing? That is the question at the center of an esoteric debate over the application of cost-benefit analysis to man-made climate change. Harvard University economist Martin Weitzman raised the issue by putting forth a Dismal Theorem arguing that some consequences, however unlikely, would be so disastrous that cost-benefit analysis should not apply.

Weitzman contends that the uncertainties surrounding future man-made climate change are so great that there is some nonzero probability that total catastrophe will strike. Weitzman focuses on equilibrium climate sensitivity. Climate sensitivity is defined as the global average surface warming that follows a doubling of atmospheric carbon dioxide concentrations. As has been discussed, the IPCC Physical Science report finds that climate sensitivity is likely to be in the range of 1.5° to 4.5°C and very unlikely to be greater than 6°C. But very unlikely is not impossible.

Weitzman spins out scenarios in which there could be a 5 percent chance that global average temperature rises by 10°C (17°F) by 2200 and a 1 percent chance that it rises by 20°C (34°F). Considering that the globe’s average temperature is now about 15°C (59°F), such massive increases would utterly transform the world and likely wreck civilization. Surely people should just throw out cost-benefit analysis and pay the necessary trillions of dollars to avert this dire possibility, right?

Then again, perhaps Weitzman is premature in declaring the death of cost-benefit analysis. William Nordhaus certainly thinks so, and he has written a persuasive critique of Weitzman’s dismal conclusions. First, Nordhaus notes that Weitzman assumes that societies are so risk averse that they would be willing to spend unlimited amounts of money to avert the infinitesimal probability that civilization will be destroyed. Nordhaus then shows that Weitzman’s Dismal Theorem implies that the world would be willing to spend $10 trillion to prevent a one-in-100-billion chance of being hit by an asteroid. But people do not spend such vast sums in order to avoid low-probability catastrophic risks. For example, humanity spends perhaps $4 million annually to find and track possibly dangerous asteroids.

Nordhaus also notes that catastrophic climate change is not the only thing we might worry about. Other low-probability civilization-destroying risks include “biotechnology, strangelets, runaway computer systems, nuclear proliferation, rogue weeds and bugs, nanotechnology, emerging tropical diseases, alien invaders, asteroids, enslavement by advanced robots, and so on.” As Nordhaus adds, “Like global warming, all of these have deep uncertainty—indeed, they may have greater uncertainty because there are fewer well-understood constants in the biological and technological world than in the geophysical world. So, if we accept the Dismal Theorem, we would probably dissolve in a sea of anxiety at the prospect of the infinity of infinitely bad outcomes.” If we applied Weitzman’s analysis to our individual lives, none of us would ever get out of bed for fear of dying from a slip in the shower or a car accident on the way to work.

Weitzman’s analysis also assumes that humanity will not have the time to learn about any impending catastrophic impacts from global warming. But midcourse corrections are possible with climate change. People would notice if the average temperature began to increase rapidly, for example, and would act to counteract it by cutting emissions, deploying low-carbon technologies, or even engaging in geoengineering. Other low-probability calamities, such as the entire Earth being transformed into strange matter by strangelets produced in high energy physics experiments, don’t allow for learning. As Nordhaus dryly notes, “There is no point in revising our views about strangelets in the microsecond after we discover that the calculations of the physicists are wrong.” And yet we do not shut down such experiments.

At the end of his critique of Weitzman’s Dismal Theorem, Nordhaus investigates what combination of factors would actually produce a real climate catastrophe. He defines a catastrophic outcome as one in which world per capita consumption declines by at least 50 percent below current levels. Since output is projected to grow substantially over the coming century, this implies a decline that is at least 90 percent below the projected baseline. In contrast, the most extreme climate scenario presented by the gloomy Stern Review had people living in 2200 making do with only nine times current per capital consumption instead of thirteen times current consumption.

Nordhaus ran a number of scenarios through the Dynamic Integrated Climate-Economy (DICE) model, his integrated assessment model. DICE would produce a catastrophic result only if temperature sensitivity was at 10°C, economic damage occurred rapidly at a tipping point of 3°C, and nobody took any action to prevent the catastrophic chain of events. Interestingly, even when setting all of the physical and damage parameters to extreme values, humanity still had eighty years to cut emissions by 100 percent in order to avoid disaster.

Finally, the question must be asked: Why has no one ever applied a Dismal Theorem analysis to evaluate the nonzero probability that bad government policy will cause a civilization-wrecking catastrophe?



Parsing the Poisonous Politics of Climate Change

The public debate in the United States over climate change science and policy is particularly poisonous. On the one hand, Oklahoma senator James Inhofe denounces climate change science, declaring that “man-made global warming is the greatest hoax ever perpetrated on the American people.” On the other, former vice president Al Gore likens those who doubt the seriousness of climate change to odious Holocaust “deniers.” What prompts such a level of discord and disrespect? Yale law professor Dan Kahan explains that climate change is not chiefly a fight over science, but is instead one involving a clash of strongly held values. Distressingly, Kahan and his colleagues at the Yale Cultural Cognition Project find in a 2011 study that the more scientifically literate you are, the more certain you are that climate change is either a catastrophe or a hoax.

Many science writers and policy wonks believe that fierce disagreement about issues like climate change is simply the consequence of widespread scientific illiteracy. If this thesis of public irrationality was correct, the authors of the Yale study write, “then skepticism about climate change could be traced to poor public comprehension about science” and the solution would be more science education. In fact, the findings of the Yale researchers suggest more education is unlikely to help build consensus; it may even intensify the debate.

To probe the American public’s views on climate change, the Yale researchers conducted a survey of 1,500 Americans in which they asked questions designed to uncover their cultural values, their level of scientific literacy, and their thoughts about the risks of climate change.

The group uses a theory of cultural commitments devised by Aaron Wildavsky, which “holds that individuals can be expected to form perceptions of risk that reflect and reinforce values that they share with others.” As noted earlier, the Wildavskyan schema situates Americans’ cultural values on two scales, one that ranges from Individualist to Communitarian and another that goes from Hierarchy to Egalitarian. In general, Hierarchical folks prefer a social order where people have clearly defined roles and lines of authority. Egalitarians want to reduce racial, gender, and income inequalities. Individualists expect people to succeed or fail on their own, while Communitarians believe that society is obligated to take care of everyone.

The researchers note that people who hold Individualist/Hierarchical values highly esteem technological innovation, entrepreneurship, and economic growth. Accordingly, they tend to be skeptical of claims about environmental and technological risks and suspect that such claims often amount to little more than unjustifiable excuses for trying to restrict the activities they prize. On the other hand, Egalitarian/Communitarians tend to be morally suspicious of innovation, industry, and commerce, seeing them as the source of unjust disparities in wealth and power. Consequently, they are all too happy to believe claims that those behaviors are risky and impose restrictions on them. In this view, then, Egalitarian/Communitarians would be more worried about climate change risks than Hierarchical/Individualists.

The Yale survey employed a scale in which 1 means no risk and 10 means extreme risk of climate change. The average for the overall sample was a score of 5.7. Hierarchical/Individualists averaged 3.15 points on climate change risk, whereas Egalitarian/Communitarians scored 7.4 on average. The public irrationality thesis predicts that as scientific literacy and numeracy increases, the gap between Hierarchical/Individualists and Egalitarian/Communitarians should lessen. Instead, the Yale researchers found that “among Hierarchical/Individualists science/numeracy is negatively [emphasis theirs] correlated with such concern. Hence, cultural polarization actually gets bigger, not smaller as science literacy and numeracy increase.”

Why does polarization increase with scientific literacy? “As ordinary members of the public learn more about science and develop a greater facility with numerical information, they become more skillful in seeking out and making sense of—or if necessary explaining away—empirical evidence relating to their groups’ positions on climate change and other issues,” observe the researchers. Confirmation bias, the tendency to search for or interpret information in a way that confirms one’s preconceptions, is ubiquitous.

In addition to climate change risks, the Yale researchers surveyed participants for their views on the safety of nuclear power. In this case, greater scientific literacy was associated with reduced concerns about the risks of nuclear power for both groups. However, the gap in perception about the risks of nuclear power between Hierarchical/Individualists and Egalitarian/Communitarians expanded rather than converged as scientific literacy increased. In other words, as scientific literacy increased, Hierarchical/Individualists became much more comfortable with the risks of nuclear power than Egalitarian/Communitarians did. Again, everybody suffers from confirmation bias. 

The Yale researchers chalk up this kind of divergence on technological and scientific risks to the pursuit of individual expressive rationality at the expense of collective welfare rationality. Basically, people in both groups are forming beliefs that advance their personal goals and help them get along with the friends and coworkers they interact with on a daily basis. They illustrate the point by observing that “a Hierarchical Individualist in Oklahoma City who proclaims that he thinks that climate change is a serious and real risk might well be shunned by his coworkers at a local oil refinery; the same might be true for an Egalitarian Communitarian English professor in New York City who reveals to colleagues that she thinks that ‘scientific consensus’ on climate change is a ‘hoax.’”

Kahan and his colleagues then argue that what is individually rational when it comes to expressing cultural values becomes collectively irrational in the pursuit of policies aimed at securing society members’ health, safety, and prosperity based on what the best scientific evidence reveals about risk and risk abatement. In addition, the researchers note, beliefs about the risks of climate change “come to bear meanings congenial to some cultural outlooks but hostile to others.” In this case, Egalitarian/Communitarians, who are generally eager to rein in what they regard as the unjust excesses of technological progress and commerce, see carbon rationing as an effective tool to achieve that goal. This view is distilled in Naomi Klein’s book This Changes Everything: Capitalism vs. the Climate. Not surprisingly, Hierarchical/Individualists are highly suspicious when proposals involving carbon rationing just happen to fit the cultural values and policy preferences of Egalitarian/Communitarians.

Kahan and his colleagues at the Yale Cultural Cognition Project suggest the Hierarchical/Individualists discount scientific information about climate change because it is strongly associated with the promotion of carbon rationing as the exclusive policy remedy for the problem. They note that other policies that could address climate change might be more acceptable to Hierarchical/Individualists—for example, deploying more nuclear power plants, geoengineering, and developing new technologies to adapt to whatever climate change occurs. While the values of Hierarchical/Individualists steer them toward discounting the dangers of climate change, it is also true that the values of Egalitarian/Communitarians push them to magnify any dangers and to discount the risks that top-down policy interventions pose to the economic well-being of society. Confirmation bias is everywhere. 



The Cultural Contradiction of Environmentalist Opposition to Nuclear Power

In one of the more aggravating tales of environmentalist self-preening, former activist and now Vermont Law School professor James Gustave Speth details in his book Red Sky at Morning: America and the Global Environmental Crisis how he and others managed to stop the development of no-carbon-emitting fast breeder reactors in the 1970s. For example, as a young attorney for the activist Natural Resources Defense Council (which he cofounded) and the Scientists’ Institute for Public Information, Speth filed a key 1973 lawsuit against a government plan to commercialize fast breeders.

Fast breeders are nuclear power plants that can produce more fuel (about 30 percent more) than they use. An additional benefit is that they can produce electricity by burning up highly radioactive nuclear waste and the plutonium removed from nuclear weapons. And it gets better: the radioactive wastes generated by fast breeder reactors after their fuel is recycled decays in only a few hundred years instead of the tens of thousands it takes to render the wastes from conventional reactors harmless. Because the reactors produce more fuel than they use, we would not have to mine any more uranium for thousands of years. And new fuel-processing technologies have largely allayed concerns that the plutonium produced by fast reactors could be diverted and used to produce nuclear weapons. In other words, fast breeders might have been the ultimate in renewable energy.

The US government projected that as many as two hundred no-carbon-emitting fast breeder reactors would have been generating power by 2000. No one knows for sure if that projection would have come to pass, but had it done so, current US emissions of carbon dioxide would be roughly a third lower than they are now. Thirty years later in his manifesto, Speth asserts that “the biggest threat to our environment is global climate disruption, and the greatest problem in that context is America’s energy use and the policies that undergird it.” The irony of how his youthful opposition to zero-carbon nuclear energy has contributed to the “context of America’s energy use” he now decries evidently escapes Speth.

Nuclear power generation is much safer than coal-power generation. Taking occupational deaths and deaths from pollution into account, one rough estimate finds that coal generation kills about 4,000 times more people than does nuclear generation per unit of power. A study by NASA researchers estimated that by displacing coal generation nuclear power avoided somewhere around 1.8 million deaths from air pollution between 1971 and 2009.

There has been a lot of progress in reactor designs since the 1970s. Westinghouse’s new AP1000 reactor is chock-full of all sorts of new safety improvements that can shut down a reactor in crisis with no human intervention. Babcock & Wilcox has designed small modular reactors that could be manufactured and fueled at their plant and then taken by rail to be slotted into already built generating facilities. Once the reactor fuel is spent, it is shipped back to the plant for refueling.

Even more intriguing nuclear technologies are thorium reactors and traveling wave reactors. Thorium is a naturally occurring radioactive element that, unlike certain isotopes of uranium, cannot sustain a nuclear chain reaction. It can, however, be doped with enough uranium or plutonium to sustain such a reaction. Fueled by a molten mixture of thorium and uranium dissolved in fluoride salts of lithium and beryllium at atmospheric pressure, liquid fluoride thorium reactors (LFTRs) cannot melt down. (Strictly speaking, the fuel is already melted.)

Because LFTRs operate at atmospheric pressure, they are less likely than conventional pressurized reactors to spew radioactive elements if an accident occurs. In addition, an increase in operating temperature slows down the nuclear chain reaction, stabilizing the reactor. And LFTRs are designed with a salt plug at the bottom that melts if reactor temperatures somehow do rise too high, draining reactor fluid into a containment vessel, where it essentially freezes.

A 2009 NASA report notes that the radioactivity in wastes from LFTRs “would decay to background levels in less than 300 years, as contrasted to over 10,000 years for currently used reactors, thus obviating the need for long term storage, such as at Yucca Mountain.” In fact, LFTRs can burn the long-lived plutonium and other nuclear wastes produced by conventional reactors as fuel, transmuting them into much less radioactive and harmful elements. No commercial thorium reactors currently exist, but China is working on a project that aims to develop them within ten years.

The US company TerraPower’s traveling wave reactors are designed to run on what is now essentially nuclear waste. The unique fuel cycle of traveling wave reactors use U-238, often referred to as depleted uranium. The United States has more than 700,000 metric tons of depleted uranium in storage. The amazing fact is that burning those stores of depleted uranium in traveling wave reactors could supply the United States with electricity for thousands of years. TerraPower estimates that burning global stores of depleted uranium (about 1.5 million metric tons) could supply 80 percent of the world’s population with the amount of electricity Americans use per capita today for the next thousand years.

How do these reactors work? A traveling wave needs to be ignited only once, using just a bit of U-235 or plutonium to jump-start a chain-reaction wave of neutrons that continuously converts U-238 into plutonium-239. The traveling wave reactor also reduces nuclear weapons proliferation risks, since its fuel cycle would eliminate the need for numerous uranium processing plants. As Charles W. Forsberg, executive director of the Nuclear Fuel Cycle Project at the Massachusetts Institute of Technology, has quipped, the traveling wave fuel cycle “requires only one uranium enrichment plant per planet.”

The plutonium burns itself up as it sustains a further chain reaction by transforming depleted uranium into more plutonium. In other words, a traveling wave reactor produces plutonium and uses it up at once, which means that, unlike fuel in conventional reactors, there is very little left over that could be diverted for weapons production. The traveling wave moves through the reactor core at a rate of about a centimeter per year, somewhat like a cigarette burns from tip to filter. Or think of it as two waves, a breeding wave that produces plutonium which is followed close behind by a burning wave that consumes the plutonium. The core is cooled with liquid sodium and the heat is drawn off to produce steam to drive electric generators. TerraPower expects that traveling wave reactors will be sealed and will operate for fifty to a hundred years without refueling or removing any fuel from the reactor.

One of the bitter jokes popular among frustrated aficionados of nuclear fusion power is that practical fusion energy is only thirty years away and always will be. In October 2014 researchers at aerospace giant Lockheed Martin confidently announced that they had made a technological breakthrough that would enable them to build and test a prototype compact fusion reactor in a year and begin deploying them in ten years. Essentially, the Lockheed researchers claimed to have figured out how to confine the hot plasma needed for fusion in a much smaller and less finicky magnetic bottle than the conventional tokamak reactor. How much smaller? Ten times smaller, one that would fit in the back of a large truck. Such a 100-megawatt compact fusion reactor could supply enough electricity to run a small city of 100,000 people. It might even be used to power aircraft. The reactor could run for a year by fusing fifty-five pounds of deuterium and tritium to produce the heat needed to drive generators. Fusion reactors produce much less radioactive waste than conventional fission reactors and no greenhouse gases to warm the planet’s atmosphere. 



Why Not Deploy Current Renewable Power Technologies Now?

“We have the tools—the technologies, the resources, the economic models—to deliver cost-effective climate solutions at scale,” testified K. C. Golden of the US-based NGO Climate Solutions before the Senate Committee on Environment and Public Works in July 2013. Friends of the Earth issued a similar statement in September 2013: “We have the technology we need [to address climate change] and we know what needs to happen. We just need to get politicians to do it.” Tove Maria Ryding, coordinator for climate policy at Greenpeace International, sounded the same note in 2012: “We have all the technology we need to solve the [climate] problem while creating new green jobs.”

The implication is that humanity could deploy a suite of currently available zero-carbon energy production technologies and energy efficiency improvements to avert the impending climate catastrophe. And the idea has been around for a while. Back in 2008, Al Gore urged America “to commit to producing 100 percent of our electricity from renewable energy and truly clean carbon-free sources within 10 years,” a goal that he pronounced “achievable, affordable and transformative.” His plan was possible, he explained, because the price of the technologies needed to produce no-carbon electricity—solar, wind, and geothermal—were falling dramatically.

As it happens, America did not take up the former vice president’s challenge. In 2014, solar, geothermal, and wind energy generated 0.46, 0.39, and 4.28 percent, respectively, of electric power in the United States.

Was Gore right seven years ago? And are the folks at Greenpeace, Friends of the Earth, and Climate Solutions right now that the no-carbon energy technologies needed to replace fossil fuels are readily available and ready to go? 

Not really, concludes a November 2013 report, “Challenging the Clean Energy Deployment Consensus,” by the Washington, DC-based Information Technology and Innovation Foundation (ITIF). Such plans, the study argues, “are akin to attempting large-scale moon colonization using Apollo-age spacecraft technology.” Such a feat may be technically feasible, but only at vast expense.

Think of the issue this way: Would you rather drive a 1913 Model T Ford or a 2013 Ford Fiesta? They cost about the same amount of money in inflation-adjusted dollars. One way to interpret the ITIF report is that the advocates of immediately deploying current zero-carbon energy production technologies are essentially arguing that we should now all be driving Model T Fords.

To get some idea of what would be involved in “repowering” America using only the currently available zero-carbon technologies, let’s delve into one of the more ambitious of the studies that the ITIF folks criticize. In a 2011 paper, the Stanford engineer Mark Jacobson and the University of California at Davis transportation researcher Mark Delucchi calculated what it would take to produce all the energy (not just electric power generation) to fuel the entire world using zero-carbon sources by 2030. They also calculate what renewable sources of energy would be needed to power just the United States. They conclude that this would require 590,000 5-megawatt wind turbines, 110,000 wave devices, 830 geothermal plants, 140 new hydroelectric dams, 7,600 tidal turbines, 265 million rooftop solar photovoltaic systems, 6,200 300-megawatt solar photovoltaic power plants, and 7,600 300-megawatt concentrated solar power plants.

Let’s adjust those figures to take into account the fact that we currently use 40 percent of primary energy to generate electricity. Making the heroic assumption that Americans will consume no more electricity in 2030 than they do today, what would it take to “repower” the country’s 1,000-gigawatt electric generation sector entirely in zero-carbon renewable energy sources? Keep in mind that the total asset value of the entire US electrical system, including generation, distribution, and transmission, amounted to $800 billion in 2003.

Well, first we would have to install 15,000 new wind turbines, 155 solar photovoltaic, and 190 concentrated solar power plants each year. In 2012, the US wind industry installed a record 13 gigawatts of rated generating capacity; construction of 15,000 5-megawatt turbines annually for the next sixteen years entails a fivefold jump in the installation rate. Building 13 gigawatts cost $25 billion, which implies an increase to $125 billion annually, reaching a total cost over the next sixteen years of $2 trillion. And that’s just for wind power.

In 2012, the world’s largest solar photovoltaic plant came online in Arizona at Agua Caliente. That facility, rated at 250 megawatts of generation capacity, cost $1.8 billion to build. Achieving the zero-carbon repowering goal implies constructing 155 of these each year for the next sixteen years. The costs would amount to roughly $280 billion annually, for a total of $4.5 trillion. The United States is also home to the world’s largest concentrated solar power plant at Ivanpah, California. That 372-megawatt plant cost $2.2 billion to build, which implies spending about $440 billion annually for 190 such plants, adding up over sixteen years to roughly $7 trillion.

That’s just to build enough rated zero-carbon generation capacity to replace what we have now. As the ITIF study makes clear, most renewable power sources are highly variable in their production. The deploy-now crowd hopes that somebody will invent some way to store electricity so that it could make up for shortfalls when the sun doesn’t shine or the wind fails to blow.

A 2013 study analyzed by the ITIF researchers solves this renewable energy storage problem by oversizing—that is, by building two to three times more generating capacity than would be necessary if they could operate near their rated capacity all of the time. This suggests that at the low end of this estimate would raise the estimated costs in the repowering scenario by 2030 to $4 trillion for wind generation and to more than $23 trillion the total solar portion.

Admittedly my preliminary rough calculations assume that costs for constructing zero-carbon energy sources do not fall over the next sixteen years. The price of the Model T Ford, introduced in 1908 at the price of $850 ($22,000 in 2013 dollars), fell from $550 ($13,000 in 2013 dollars) to $260 ($3,500 in 2013 dollars) by its last year of production in 1927. Assuming that the costs of installing current versions of zero-carbon energy production technologies fell as much immediately, the total costs for would still amount to roughly $7 trillion by 2030.

The ITIF analysis alternatively adds up all of the costs in the Jacobson/Delucchi paper to estimate that weaning Americans off fossil fuels entirely by 2030 would add up to a total of $13 trillion—that is to say, 5 percent of each year’s GDP over the next sixteen years. The upshot is that this repowering would cost each American household an additional $5,664 per year until 2030.

Are Americans really willing to shell out that much cash for zero-carbon energy? The ITIF report observes that a 2011 poll found that Americans were willing to pay just under $10 per month ($120 per year) more for electricity generated by renewable sources. In addition, half of Americans can choose to pay about 10 percent more to purchase electricity generated from renewable sources, but only 1 percent actually do so.

These calculations are just for the United States. Somewhere around 1.3 billion people around the world still do not have access to electricity. Taking the Jacobson and Delucchi figures for the world, the total cost to completely eliminate fossil fuels by 2030 would amount to $100 trillion—that is to say, 8 percent of global annual GDP. The global cost per household per year would amount to $3,571. The nearly 3 billion people who live on less than $2,000 per year simply cannot pay the prices needed to deploy current versions of renewable power technologies.

Despite the foregoing analysis, technological innovation and competitive markets may yet come to the rescue during the coming decades.



Unlimited Free Solar Power?

“Despite the skepticism of experts and criticism by naysayers, there is little doubt that we are heading into an era of unlimited and almost free clean energy,” the Stanford technology maven Vivek Wadhwa declared in The Washington Post in September 2014. The technology that most inspires his enthusiasm is solar energy—and while solar isn’t close to “almost free” yet, it is indeed getting cheaper. The prices of solar photovoltaic (PV) modules have fallen steeply by more than 80 percent since 2008.

This trajectory seems to be following Swanson’s Law, named for Richard Swanson, the founder of US solar-cell manufacturer SunPower. Swanson suggested that the cost of the photovoltaic cells falls by 20 percent with each doubling of global manufacturing capacity. The pattern is a product of constantly improving manufacturing processes: more automation, better quality control, materials reduction, and so forth.

But how plausible is Wadhwa’s prediction that solar power will be unlimited and nearly free? To get a handle on solar’s future, let’s look at a measure called the levelized cost of energy. This takes into account the capital costs, fuel costs, operations and maintenance costs, debt and equity costs, and plant utilization rates for each type of electric power generation. Many different groups have tried to calculate and compare the levelized costs for building, operating, and financing coal, natural gas, nuclear, hydro, solar, wind, geothermal, and biomass plants.

Let’s start with the levelized cost analysis that is the most bullish with respect to solar photovoltaic. In September 2014, the financial advisory firm Lazard reckoned that the levelized unsubsidized cost of utility-scale solar PV is as low as $72 per megawatt-hour. (A megawatt-hour is roughly equivalent to the amount of electricity used by 330 houses during one hour.) Lazard projects that these costs will drop to $60 per megawatt-hour by 2017. Meanwhile, the low end of natural gas generation is now $61 per megawatt-hour; for coal generation, it’s $66 per megawatt-hour; and for nuclear, it’s $124 per megawatt-hour. With the current US tax breaks, the low-end solar PV utility-scale costs is $56 per megawatt-hour. Even so, George Bilicic, a vice chairman of Lazard, concluded that utilities “still require conventional technologies to meet the energy needs of a developed economy, but they are using alternative technologies to create diversified portfolios of power generation resources.”

Every couple of years the Electric Power Research Institute, a nonprofit think tank sponsored by the electric power generation industry, issues a report on the levelized cost of energy for various power generation technologies. Its Integrated Generation Technology Options 2012 report calculates the low-end levelized cost for solar PV next year at $107 per megawatt-hour. For natural gas, coal, and nuclear, the low-end costs are $33, $62, and $85 per megawatt-hour, respectively.

The institute calculates that by 2025, the low-end levelized costs of solar PV will fall to $81 per megawatt-hour. By that time, the institute expects that coal plants will be required to capture their carbon emissions, so the levelized cost of coal will be $102 per megawatt-hour. Natural gas plants without carbon capture will face levelized costs of $44 per megawatt-hour. The report cautions that its calculations with respect to renewable energy generation do not take into account additional costs, such as backup generation or integration into the electric power grid. If included, such costs would substantially raise the levelized costs of renewable energy generation technologies.

One other authoritative analysis is the Annual Energy Outlook published by the US Energy Information Administration (EIA). In its 2014 report, the agency reckons that in 2019, the low-end cost of solar PV will be $101 per megawatt-hour. Conventional coal, nuclear, and natural gas levelized costs stand correspondingly at $87, $92.60, and $61.10 per megawatt-hour.

To judge from these estimates, the era of unlimited, nearly free solar power has certainly not yet arrived. But things are moving quickly. As recently as 2011, the EIA did not even bother trying to calculate levelized solar PV costs. In that year’s report, the agency projected that the country would have an installed solar PV capacity of 8.9 gigawatts by 2035. As of the second quarter of 2014, the figure was already 15.9 gigawatts.

In 2008, global production capacity of solar cells/modules amounted to 7 gigawatts. Capacity is now projected to be 85 gigawatts in 2016. This rate of increase suggests a manufacturing capacity doubling time of about two years. As capacity ramped up, Lazard reports that the levelized costs fell from $323 per megawatt-hour in 2009 to $72 now. If Swanson’s Law proves true, the levelized cost solar PV could be expected to fall to around $24 per megawatt-hour in the next ten years. That would not be too cheap to meter, but it would cost far less than any of the current forecasts for fossil fuel electric power generation technologies.

Of course, this rough projection does not take into account the huge issue of intermittency (the sun doesn’t always shine) that makes solar power problematic as a baseload source of electricity. However, potentially disruptive innovations like the solar subcell developed by German Fraunhofer Institute for Solar Energy Systems that can turn 44.7 percent of sunlight that strikes it into electricity or Sakti3’s new high-capacity battery that the Michigan-based company claims offers double the energy density of current lithium-ion technology at a fifth the cost could accelerate the wider adoption of solar power.

Will Wadhwa’s prophecy come true? Perhaps not, but wagering against human ingenuity has always been a bad bet.

Let us turn now to how to consider human ingenuity might be better harnessed to solve the climate/energy conundrum than trying to impose various forms of carbon rationing on the world.



The Emerging Climate and Energy Consensus

“The Kyoto Protocol is dead. There will be no further global treaties that set binding limits on the emissions of greenhouse gases (GHG) after Kyoto runs out in 2012.” That’s what I wrote back in 2004 when I was reporting on the 10th Conference of the Parties to the UNFCCC in Buenos Aires, Argentina. I also cited the prediction of Taishi Sugiyama, a senior researcher at Japan’s Central Research Institute of Electric Power Industry, who flatly stated that Kyoto signatories Canada, Japan, and Russia would withdraw from the treaty after 2012. As noted earlier, Sugiyama’s prediction has come true.

Instead of UN carbon-rationing schemes, Sugiyama recommended in 2004 that a clean energy technology-push approach be formalized in a Zero Emissions Technology Treaty. Such a treaty would have greater appeal because it avoids the inevitable conflicts over allocating emissions targets and because most countries recognize the importance of long-term technological progress. Sugiyama presciently argued that a global cap-and-trade system is way too premature for developing countries to join because effective low-cost ways to cut carbon emissions simply don’t exist. “I cannot imagine a cap-and-trade system over the whole globe without low-cost energy and emissions control technologies,” said Sugiyama. Ten years later, Sugiyama’s insight that the Kyoto Protocol is a dead end and that the best way to address man-made global warming is to develop clean energy sources so that they become cheaper than fossil fuels is emerging as the new energy technology consensus.

In May 2014, former undersecretary for global affairs Timothy Wirth, who was the Clinton administration’s lead negotiator for the Kyoto Protocol, and former South Dakota senator Thomas Daschle conceded that “the international community should stop chasing the chimera of a binding treaty to limit CO2 emissions.” They note that more than two decades of UN climate negotiations have failed because “nations could not agree on who is to blame, on how to allocate emissions, or on projections for the future.” Both firmly believe that man-made global warming poses significant risks to humanity.

To address those risks, Wirth and Daschle now advocate that the climate negotiators adopt a system of “pledge and review” at the 2015 Paris conference of the parties to the UNFCCC. In such a scheme, nations would make specific pledges to cut their carbon emissions, to adopt clean energy technologies, and to wring more GDP out of each ton of carbon emitted. The parties would review their progress toward reducing greenhouse gas emissions every three years and make further pledges as necessary to achieve the goal of keeping the increase in average global temperature under 2°C. Since there would be no legally binding targets, there would be no treaty that would require politically difficult ratification. If insufficient progress is being made by 2020, they argue that countries should consider adopting a globally coordinated price on carbon.

Wirth and Daschle note that the markets for renewable energy, especially wind and solar, as well as natural gas, the least carbon-intensive fossil fuel, are expanding. Crucially the two believe that the 2015 UN climate change conference in Paris should aim to “help accelerate the pace of technological adoption and change, toward the day when the cleanest energy sources are also the cheapest and thus become dominant.” Clearly they have joined the emerging consensus that schemes to prevent climate change by rationing carbon—for example, by imposing a cap-and-trade scheme or taxation—are doomed to failure.

Why failure? Because of the “iron law of climate policy,” argues University of Colorado political scientist Roger Pielke Jr. Pielke’s iron law declares that “when policies focused on economic growth confront policies focused on emissions reductions, it is economic growth that will win out every time.” People and their governments are very reluctant to give up the immediate benefits of economic growth—more goods and services, jobs, better education, and improved health—that access to modern fuels make possible in order to avert the distant harms of climate change.



Make Clean Energy Cheaper Than Fossil Fuels

“The paramount goal of climate policy should be to make the unsubsidized cost of clean energy cheaper than fossil fuels so that all countries deploy clean energy because it makes economic sense,” is how the Information Technology and Innovation Foundation sums up the new consensus. This perspective is also endorsed by many other policy groups, including the Breakthrough Institute and the Brookings Institution.

“Societies that are able to meet their energy needs become wealthier, more resilient, and better able to navigate social and environmental hazards like climate change,” correctly notes the Breakthrough Institute’s 2014 Our High Energy Planet report. Keeping people in developing countries in comparative energy poverty will only slow energy innovation. “The way we produce and use energy will become increasingly clean not by limiting its consumption, but by using expanded access to energy to unleash human ingenuity in support of innovating toward an equitable, low-carbon global energy system,” asserts the Breakthrough Institute report.

The first plank of the new consensus is that it is wrong to try to restrain the growth of greenhouse gas emissions by denying adequate access to modern fuels to the poor. For example, the Breakthrough Institute report rejects the International Energy Agency’s anemic recommendation that annual access to 100 kilowatt-hours of electricity per person is sufficient. That is the amount of electricity that the average American burns in three days and the average European consumes in five days. One reasonable threshold might be 8,000 kilowatt-hours, which is the quantity that the average Japanese citizen uses in a year.

Second, activist opposition to safe hydraulic fracturing to release vast quantities of natural gas trapped in deep underground shale formations is counterproductive. Burning natural gas releases about half the carbon dioxide that burning coal does. In fact, the 2013 IPCC Physical Science report identifies power generation using natural gas as a “bridge technology” that can be deployed now. Consequently, the IPCC report notes, “Greenhouse gas emissions from energy supply can be reduced significantly by replacing current world average coal‐fired power plants with modern, highly efficient natural gas combined‐cycle power plants.” Coal-fired electric power plants that emit lots of carbon dioxide are largely being shut down in the United States because they cost more than plants that emit far less carbon dioxide by burning cheap natural gas produced through fracking.

Third, environmentalist hostility to all forms of nuclear power is similarly perverse. Generating electricity using nuclear power emits almost no greenhouse gases while assuring a stable supply of baseload power. Activist resistance to nuclear power may be lessening. No one would accuse climate researchers James Hansen, Kerry Emanuel, Ken Caldeira, and Tom Wigley of excessive moderation when it comes to banging the climate crisis drum. In November 2013 the four joined the new consensus by issuing an open letter challenging the broad environmental movement to stop fighting nuclear power and embrace it as a crucial technology for averting the possibility of a climate catastrophe by supplying zero-carbon energy. The letter point-blank states that “continued opposition to nuclear power threatens humanity’s ability to avoid dangerous climate change.” The four add, “While it may be theoretically possible to stabilize the climate without nuclear power, in the real world there is no credible path to climate stabilization that does not include a substantial role for nuclear power.”

The fourth and most provocative plank of the new energy technology consensus is that government research and development spending on zero-carbon forms of energy supply must be dramatically ramped up. “Robust government support, including significant investment for clean energy research, development, and demonstration (RD&D), is necessary to make energy technologies cheaper than fossil fuels,” argues the ITIF.

Those of us who appreciate the power of competition and market incentives to call forth new technologies and drive down prices must recognize that governments have been massively meddling in energy markets for more than a century. Consequently, it’s really impossible to know what the actual price of energy supplies would be in a free market. Notorious examples include the attempts at petroleum cartelization by the Organization of Petroleum Exporting Countries (OPEC) and Russia’s constant jiggering of the price of natural gas sold to European countries. In many countries, electricity is generated and distributed by government agencies that are not accountable to consumers.

For example, in the United States, a system of electricity regulation that chiefly benefited producers at the expense of consumers was established at end of the nineteenth and the beginning of the twentieth centuries. And no segment of energy supply has gone unmolested by the federal government. A comprehensive 2011 analysis of US federal government energy tax, regulatory, and research and development incentives finds that they have amounted to more than $837 billion (2010 constant dollars) since 1950. Of that amount, $153 billion was spent on energy research and development. By 2010, nuclear energy had received $74 billion in R&D funding, coal, $36 billion, and renewables, $24 billion. Federal R&D for oil, natural gas, and geothermal totaled $21 billion. These subsidies undoubtedly distorted both the supply and demand for these forms of energy, thus masking the actual comparative costs and benefits of each.

The better course would be to establish a level playing field by eliminating all energy subsidies and incentives and letting the cheapest technologies developed by innovators win in the marketplace. Proponents of markets must continue to push policy in this direction, but given the history of pervasive government intervention in energy markets, it is unlikely that governments will suddenly step back and allow markets to decide how to innovate and produce energy in the future. Energy production, especially for electricity, approximates a government-sanctioned monopoly that has the unfortunate side effect of stifling private innovation in energy production technology. Given that situation, the new consensus in favor of government-subsidized energy production research and development that aims to make zero-carbon energy supplies cheaper than fossil fuels looks like the least bad likely policy option for addressing concerns about climate change.

How much do proponents of the new consensus want to spend on clean energy R&D? The ITIF report suggests investing $70 billion per year globally, which amounts to less than 13 percent of the funds spent worldwide on fossil fuel subsidies now. In addition, $70 billion in R&D funding represents only about a quarter of the $254 billion spent in 2013 on deploying currently expensive and technologically clunky renewable power technologies. Given those figures, the ITIF’s estimate of what it would take to develop cheap zero-carbon technologies looks like a bargain.



The Climate Change Bottom Line

Despite the current pause in global warming and the real failings in climate computer model projections, the balance of the scientific evidence suggests that man-made climate change could become a significant problem by the end of this century. As we have seen, political progressives and environmentalists like Naomi Klein fervently promote the “climate crisis” as a pretext for radically transforming the world’s economy in ways that ratify their own ideological predilections. Thus they advocate the imposition of vast top-down regulatory schemes that ultimately amount to various forms of carbon and energy rationing.

As a response, lots of supporters of free markets and economic growth tend to underplay the science that suggests the possibility that continued unrestrained emissions of greenhouse gases could have really undesirable effects on the planet’s climate by the end of the century. Why? Because they have fallen for the false dilemma posed by progressive environmentalists of supposedly having to choose between economic growth and averting the possibility of disruptive climate change. A far better strategy for challenging radical progressive proposals is to advocate policies that further enable market-driven advances in science and technology to cut through the climate/energy conundrum. Among other things, this would include eliminating all energy subsidies, most especially those to fossil fuels.

It is surely the case that if one wants to help future generations deal with climate change, the best policies are those that encourage rapid economic growth. This would endow future generations with the wealth and superior technologies necessary to handle whatever comes at them, including climate change. In other words, in order to truly address the problem of climate change, responsible policymakers should select courses of action that move humanity from a slow-growth trajectory to a high-growth trajectory, especially for the poorest developing countries. Whatever slows down economic growth will also slow down environmental cleanup and renewal.
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Is the Ark Sinking?

WHEN I WAS A BOY, MY FASCINATION WITH the plight of the whooping cranes was kindled by the book The Whooping Crane by National Audubon Society ornithologist Robert P. Allen. Allen was the man who is most responsible for bringing America’s tallest bird back from the brink of extinction. The total population in the wild had fallen from an estimated 10,000 before European settlement to just 15 birds by the 1930s. I was so taken by Allen’s intrepid and passionate story that during a mid-1960s visit to my Texas grandparents I whined and wheedled my parents into taking me to the San Antonio Zoo to see the two captive whoopers, Rosie and her mate, Crip. Fortunately, I was not viewing the last representatives of a species on its way out, but one on its way back. The good news is that the wild migratory population has recovered to around 280 birds and some 290 others are captive or part of reintroduction efforts. Biologists believe that nurturing the species to 1,000 birds with 250 breeding pairs would pull the whooping cranes safely back from the threshold of extinction.

While the fortunes of the whoopers may be improving, many biologists and conservationists are urgently warning that humanity is on the verge of wiping out hundreds of thousands of other species in this century. “A large fraction of both terrestrial and freshwater species faces increased extinction risk under projected climate change during and beyond the 21st century,” states the 2014 IPCC Adaptation report. “Current rates of extinction are about 1000 times the likely background rate of extinction,” starkly asserts a May 2014 review article in Science by Duke University biologist Stuart Pimm and his colleagues. “Scientists estimate we’re now losing species at 1,000 to 10,000 times the background rate, with literally dozens going extinct every day,” warns the Center for Biological Diversity. The CBD adds, “It could be a scary future indeed, with as many as 30 to 50 percent of all species possibly heading toward extinction by mid-century.” Eminent Harvard University biologist E. O. Wilson agrees. “We’re destroying the rest of life in one century. We’ll be down to half the species of plants and animals by the end of the century if we keep at this rate.” University of California at Berkeley biologist Anthony Barnosky similarly notes, “It looks like modern extinction rates resemble mass extinction rates.” Assuming that species loss continues unabated, Barnosky adds, “The sixth mass extinction could arrive within as little as three to 22 centuries.”



The Sixth Mass Extinction?

Barnosky is comparing contemporary estimates of species loss to the five prior mass extinctions that occurred during the past 540 million years in which around 75 percent of all then-living species died off each time. The most famous extinction episode—likely triggered by an asteroid crashing into the earth—killed off the dinosaurs 65 million years ago. The asserted cause of the sixth extinction event is human activity, chiefly the result of cutting down forests and warming the planet. About 1.9 million species have so far been described by researchers, whose estimates of the total number of species on the planet range from 3 to 10 million.

Let’s assume 5 million species. If Wilson is right that half could be gone by the middle of this century, that implies that species are disappearing at a rate of 71,000 per year, or just under 200 per day. Contrast this implied extinction rate with Pimm and his colleagues, who estimate that the background rate of extinction without human influence is about 0.1 species per million species years. This means that if one followed the fates of 1 million species, one would expect to observe about one species going extinct every 10 years. Their new estimate is 100 species going extinct per million species years. So if the world contains 5,000,000 species, then that suggests that 500 are going extinct every year. Obviously, there is a huge gap between Wilson’s off-the-cuff estimate and Pimm’s more cautious calculations, but both assessments are troubling.



Earlier Extinction Predictions

However, this is not the first time that biologists have sounded the alarm over purportedly accelerated species extinctions. In 1970, Dr. S. Dillon Ripley, secretary of the Smithsonian Institution, predicted that in twenty-five years, somewhere between 75 and 80 percent of all the species of living animals would be extinct. That is, 75 and 80 percent of all species of animals would be extinct by 1995. Happily, that did not happen. In 1975, Paul Ehrlich and his biologist wife, Anne Ehrlich, predicted that “since more than nine-tenths of the original tropical rainforests will be removed in most areas within the next thirty years or so, it is expected that half of the organisms in these areas will vanish with it.” It’s now nearly forty years later and nowhere near 90 percent of the rain forests have been cut and no one thinks that half of the species inhabiting tropical forests have vanished.

In 1979, Oxford University biologist Norman Myers stated in his book The Sinking Ark that 40,000 species per year were going extinct and that 1 million species would be gone by the year 2000. Myers suggested that the world could “lose one-quarter of all species by the year 2000.” At a 1979 symposium at Brigham Young University, Thomas Lovejoy, who is the former president of the H. John Heinz III Center for Science, Economics, and the Environment, announced that he had made “an estimate of extinctions that will take place between now and the end of the century. Attempting to be conservative wherever possible, I still came up with a reduction of global diversity between one-seventh and one-fifth.” Lovejoy drew up the first projections of global extinction rates for the Global 2000 Report to the President in 1980. If Lovejoy had been right, between 15 and 20 percent of all species alive in 1980 would be extinct right now. No one believes that extinctions of this magnitude have occurred over the last three decades.

What did happen? As of 2013, the International Union for the Conservation of Nature (IUCN) lists 709 known species as having gone extinct since 1500. A study published in Science in July 2014 reported that among terrestrial vertebrates, 322 species have become extinct since 1500. That being noted, the IUCN Red List records 6,451 species as endangered and 4,286 as critically endangered. Species are considered to be endangered if, among other findings, they number fewer than 2,500 mature individuals, their habitat encompasses fewer than 5,000 square kilometers, and/or their population size has been reduced by more than 70 percent over the last ten years or three generations, whichever is the longer. They are deemed critically endangered if they number fewer than 250 mature individuals, their range is less than 100 square kilometers, and/or their population has been reduced by more than 90 percent over the last ten years or three generations, whichever is longer.

In September 2014, the World Wildlife Fund published its Living Planet Index 2014 report, which alarmingly calculates that the Earth is home to about half the number of vertebrates (mammals, birds, reptiles, amphibians, fish) that it hosted in 1970. Let’s be clear: The report is not saying that half of vertebrate species have gone extinct, but that the overall number of wild vertebrates have declined by half. The trend is calculated using a complicated system for weighting the declines in various vertebrate species populations. The report also finds that 37 percent of the population declines result from direct exploitation (for example, overfishing and hunting); 31.4 and 13.4 percent are from habitat degradation and destruction (for example, cutting down tropical forests). 

In an effort to deal with the threat of species extinction, in 1973 the United States adopted the Endangered Species Act, with the goal being to prevent the extermination of native species. The United States is home to approximately 200,000 species. In 2014, there were 1,529 domestic and 625 foreign species listed as either endangered or threatened under the Endangered Species Act.

A 2004 report by the Center for Biological Diversity lists 108 species as having gone extinct since the adoption of the Endangered Species Act. The researchers found that while 23 species became extinct after they were placed on the endangered species list, 85 species that died off never made it onto the list. The CBD list of US extinctions underlines the reality that most extinctions occur on oceanic islands—for example, Hawaii, Guam, and Puerto Rico—and in freshwater streams. The relatively small size and isolation of islands and freshwater streams render their endemic species especially vulnerable to being wiped out. In addition, lots of island species have lost their wariness of predators and consequently are devastated when mainland carnivores and omnivores such as rats and pigs are introduced. As a result, most of the species listed as going extinct in the CBD report were island endemics or denizens of freshwater streams (mostly mollusks). Interestingly, the 2004 CBD report lists the giant Palouse earthworm as having been extinct since 1978. The good news is that it was rediscovered in 2008 and was found to be so abundant that the US Fish and Wildlife Service declined in 2011 to list it as endangered.

Still, humanity is quite capable of wiping out species. Just as the last ice age was ending, our hunter-gatherer ancestors spread across the world, killing off megafaunal populations already stressed by climate change. Some 178 mammal species weighing more than a hundred pounds disappeared, drastically reducing the total mammalian biomass of the planet. For example, after humans arrived in North America, more than thirty different groups of large mammals, including horses, camels, mammoths, and mastodons, disappeared. In South America, 100 percent of mammals weighing more than a ton, including ground sloths, armadillo-like glyptodonts and rhinoceros-like toxodons, and 80 percent of those weighing more than a hundred pounds went extinct. Total mammalian biomass did not recover until just before the Industrial Revolution, when the post-ice-age losses were finally offset by the collective weight of the populations of humans and our domesticated animals. A 2013 study estimates that Polynesian wayfarers caused the extinction of 1,300 species of birds as they colonized the isolated islands of the Pacific Ocean. The arrival of Europeans killed off an additional 40 Pacific island bird species.

As we’ve seen from the IUCN list, biologists are not actually counting the number of species that are going extinct. As the example of the giant Palouse earthworm shows, it is really difficult to be sure when the last individuals of a species die off. So how do biologists come up with their shocking estimates of the number of species that they believe are likely to go extinct before the end of this century?



Calculating Extinctions

For the most part, the dire extinction estimates cited earlier are based on computer model calculations using the species-area-curve relationship derived from the theory of island biogeography. In the 1960s, Harvard University biologists E. O. Wilson and Robert MacArthur devised that theory, which basically predicts that the bigger the island, the more species it can support. This relationship is captured in the species-area curve. As Wilson explained it, in general if an ecosystem is reduced by 90 percent, the number of different species it can sustain is cut by 50 percent. For example, the Ehrlichs simplistically extrapolated from this crude species-area-curve relationship to make their wrong prediction back in 1975 that half of all tropical species would be extinct by 2000.

More recent research is questioning the calculations made on the basis of the species-area-curve relationship. For example, in a 2011 article in Nature, “Species-Area Relationships Always Overestimate Extinction Rates from Habitat Loss,” researchers concluded that “extinctions caused by habitat loss require greater loss of habitat than previously thought” and that reliance on the species-area curve overestimates species loss by as much as 160 percent.

The IPCC’s 2014 Adaptation report notes: “Models project that the risk of species extinctions will increase in the future due to climate change, but there is low agreement concerning the fraction of species at increased risk, the regional and taxonomic focus for such extinctions and the timeframe over which extinctions could occur.” That is to say, the computer models that researchers use to try to estimate the effects of climate change on species don’t agree on how many species are at risk, where they are at risk, which species are at risk, and how long it would take before species went extinct. As a result, the report finds that “model-based estimates of the fraction of species at substantially increased risk of extinction due to 21st century climate change range from below 1% to above 50% of species in the groups that have been studied.” Another interesting observation in that report is that “evidence from the paleontological record indicating very low extinction rates over the last several hundred thousand years of substantial natural fluctuations in climate—with a few notable exceptions such as large land animal extinctions during the Holocene—has led to concern that forecasts of very high extinction rates due entirely to climate change may be overestimated.” Furthermore, the Adaptation report notes, “The limited number of studies that have directly compared land use and climate change drivers have concluded that projected land use change will continue to be a more important driver of extinction risk throughout the 21st century.” In other words, the biggest peril faced by species is not climate change but how human beings use and alter landscapes.

Since how people use land and water is the critical factor in protecting species from extinction, looking to the future there is good news with regard to strongly positive trends in population, farmland, urbanization, protected areas, and wealth. As we’ve seen in earlier chapters, human population will most likely peak in this century and begin to fall. Second, average wealth will also increase substantially, which will generate more demand for environmental quality, including the expansion and protection of wild areas.



Expanding Protected Land and Seascapes

In fact, the expansion of protected areas is already happening at a remarkably fast pace. The World Bank notes that protected areas have nearly doubled from 8.5 percent in 1990 to 14.3 percent in 2012 of the world’s total land area. That’s an area twice the size of the entire United States. Marine protected areas have increased from 4.7 percent of territorial waters in 1990 to 10 percent in 2012. Under the Convention on Biological Diversity, governments of the world have committed to protecting 17 percent of terrestrial and inland water areas and 10 percent of coastal and marine areas by 2020.

Additionally, forests covered 41.6 million square kilometers (16 million square miles) of the globe in 1990, falling to 40.2 million square kilometers (15.5 million square miles) in 2011, about one-third of the world’s land area. The encouraging news is that the annual global deforestation rate decelerated from an average of 0.18 percent in during the 1990s to an average of 0.11 percent in the last decade.



Still Time Enough to Save Ocean Biodiversity

A January 2015 article in Science by a team of researchers led by University of California at Santa Barbara ecologist Douglas McCauley seeks to analyze what is happening to marine biodiversity. The good news is that extinctions in the seas appear to have been much rarer than on land. For example, while the IUCN reports that 514 terrestrial animal species have gone extinct since 1500, only 15 marine species have. These include the great auk, Steller’s sea cow, and the Caribbean monk seal.

Nevertheless human pressure, especially overfishing, has dramatically reduced the numbers and ranges of many marine species. The study notes, “Aggregated population trend data suggest that in the last four decades, marine vertebrates (fish, seabirds, sea turtles and marine mammals) have declined in abundance by on average 22%. Marine fishes have declined in aggregate by 38%, and certain baleen whales by 80% to 90%.” Scripps Institution of Oceanography researcher Jeremy Jackson reported in 2008 that the populations of large open ocean predators such as tuna and sharks have been reduced by 90 percent, oysters by 91 percent, and North Atlantic cod by 96 percent. Nevertheless, as the Science article points out, “Marine defaunation, however, has not caused many global extinctions of large-bodied species. Most large-bodied marine animal species still exist somewhere in the ocean.”

The chief cause for declining marine populations is overfishing, but habitat degradation could play a bigger role over the course of this century if global warming and ocean acidification continue apace. To rein in excessive exploitation of wild marine populations, the authors recommend among other policies the adoption of incentive-based fisheries. One of the main ways to achieve this is to close open-access fisheries by privatizing them. A 2008 study in Science found that implementing such a policy “halts, and even reverses, the global trend toward widespread collapse.”

McCauley and his colleagues observe, “Wildlife populations in the oceans have been badly damaged by human activity. Nevertheless, marine fauna generally are in better condition than terrestrial fauna: Fewer marine animal extinctions have occurred; many geographic ranges have shrunk less; and numerous ocean ecosystems remain more wild than terrestrial ecosystems.” As a result, the researchers conclude that while the need for action is urgent, there is still time to rescue and restore the biodiversity of the oceans.



Cities Spare Nature

Another extremely positive megatrend with regard to protecting and restoring nature is urbanization. In his 2010 article “How Slums Can Save the Planet,” prominent environmental thinker Stewart Brand cited architect Peter Calthorpe’s 1985 assertion that “[t]he city is the most environmentally benign form of human settlement. Each city dweller consumes less land, less energy, less water, and produces less pollution than his counterpart in settlements of lower densities.” By 2010, the majority of people lived in cities for the first time in history. Demographers expect that 80 percent of people will live in urban areas by 2050 or so. Setting aside the demographic fact that people who live in cities have fewer children, what this trend means is that a lot fewer people will be living on the landscape in the future. Today, about half of the world’s population of 7.2 billion people lives in rural areas. Assuming that world population grows to 9 billion by 2050 and that 80 percent do live in cities, that would mean that only 1.8 billion would be on the landscape, as compared to 3.6 billion today. If world population tops out at 8 billion, then only 1.6 billion people would live in the countryside—2 billion fewer people than live there now.

In The Communist Manifesto, Karl Marx asserted that bourgeois capitalism fueled the growth of cities and “thus rescued a considerable part of the population from the idiocy of rural life.” History has shown that people prefer the opportunities and excitement of city life to rural “idiocy.” And the former country dwellers are voting massively in favor of urban living with their feet. Some 60 million people are leaving the countryside to move into cities annually. While some portion may be pushed by war or drought or poverty into cities, most people today are pulled in by the prospect of reinventing themselves, escaping from the narrow strictures of family, class, and community, and a shot at really making it.

As humanity has urbanized, people have become ever less subject to nature’s vagaries. For instance, a globally interconnected world made possible by the transportation networks between cities means that a crop failure in one place can be overcome by food imports from areas with bumper crops. Similarly, resources of all types can be shifted quickly to ameliorate human emergencies caused by the random acts of a brutal insensate nature.

Today cities occupy just 2 percent of the earth’s surface, but that will likely grow to 3 percent over the next half century. Oddly, environmentalist gadfly Jeremy Rifkin has proclaimed, “In the next phase of human history, we will need to find a way to reintegrate ourselves into the rest of the living Earth if we are to preserve our own species and conserve the planet for our fellow creatures.” Actually, he’s got it completely backward. Humanity must not reintegrate into nature—in that way lies disaster for humanity and nature. Instead we must make ourselves even more autonomous than we already are from her.



Peak Farmland

Considering that agriculture is the most expansive and intensive way in which people transform natural landscapes, the really good news is that the amount of land globally devoted to food production may be falling as population growth slows and agricultural productivity increases. “We believe that projecting conservative values for population, affluence, consumers, and technology shows humanity peaking in the use of farmland,” conclude Jesse Ausubel, the director of the Program for the Human Environment at Rockefeller University, and his colleagues in their 2013 article “Peak Farmland and the Prospect for Land Sparing.” They add, “Global arable land and permanent crops spanned 1,371 million hectares in 1961 and 1,533 million hectares in 2009, and we project a return to 1,385 million hectares in 2060.” As a result of these trends, humanity will likely restore at least 146 million hectares, an area two and a half times that of France or the size of ten Iowas, and possibly much more land. “Another 50 years from now, the Green Revolution may be recalled not only for the global diffusion of high-yield cultivation practices for many crops, but as the herald of peak farmland and the restoration of vast acreages of Nature,” write the researchers. “Now we are confident that we stand on the peak of cropland use, gazing at a wide expanse of land that will be spared for Nature.”



The Return of the Forests?

As a consequence of peak farmland, the forests that harbor many species are regrowing around the world. This was confirmed by researchers in a 2006 article on forest trends in the Proceedings of the National Academy of Sciences that found that “[a]mong 50 nations with extensive forests reported in the Food and Agriculture Organization’s comprehensive Global Forest Resources Assessment 2005, no nation where annual per capita gross domestic product exceeded $4,600 had a negative rate of growing stock change.” Consider, for example, that between 1960 and 2000, India added 15 million hectares to its forests, an area larger than the state of Iowa. In fact, leaving aside Brazil and Indonesia, forests around the world have increased by about 2 percent since 1990, according to researchers at Resources for the Future.

In 2014, the Food and Agriculture Organization (FAO) reported somewhat less rosy trends with regard to global forest cover. Based on analyzing satellite imagery, the FAO’s Global Forest Resources Assessment team concluded that the total forest area in 2010 was 3.89 billion hectares (15 million square miles), which is around 30 percent of the global land area. Between 1990 and 2010, there was a net reduction in the global forest area of around 5.3 million hectares (20,000 square miles) per year. Net deforestation amounted to roughly 106 million hectares (400,000 square miles), an area more than double the size of California. The FAO reports that the extent of boreal, temperate, and subtropical forest area over the past twenty years has largely remained steady and most of the forestland cover reduction occurred in tropical forests.

A February 2015 study also using satellite imagery published in Geophysical Research Letters by University of Maryland researchers reported similar but accelerated trends for net tropical deforestation. They looked at trends in thirty-four countries that account for 80 percent of tropical forestlands. During the 1990–2000 period the annual net forest loss was 4 million hectares (15,000 square miles) per year. During the 2000–2010 period, the net forest loss rose to 6.5 million hectares (25,000 square miles) per year. The net tropical deforestation in the past twenty years amounts to about 105 million hectares (400,000 square miles).

There is, however, some good news: in 2009 researchers at the Smithsonian Tropical Research Institute estimated that a quarter to a third of the tropical forests that have been cut down by farmers and loggers are now regenerating. Why is this happening? Because like New England farmers before them, small farmers in tropical countries are moving on to more lucrative lives in towns and cities and secondary forests are now growing on their abandoned fields and pastures. In its State of the World’s Forests 2005 report, the UN Food and Agriculture Organization noted that secondary forests in tropical Africa, America, and Asia in 2002 were estimated at 245 million, 335 million, and 270 million hectares, respectively, for a total of 850 million hectares. In addition, the FAO observed that regenerating forests “contribute to biodiversity conservation by relieving pressure on primary forests, by functioning as corridors for the migration of flora and fauna in fragmented landscapes and by maintaining plant and animal genetic resources.”

In 2003, some prominent ecologists pessimistically predicted that it was “doubtful that more than 10% of the tropical forests will be protected, and probably more realistic to think of 5% surviving the next 50 years.” Smithsonian Tropical Research Institute scientist Joseph Wright rejects this catastrophist prognostication and reports in a 2010 review article that current forest trends suggest that between 64 and 89 percent of the tropical forests present in 2000 will remain forested in 2050. He also cites data showing that the composition of creatures living in naturally regenerating or secondary tropical forests are quite similar to those found in mature tropical forests. “These comparisons suggest that the conservation value of naturally regenerating tropical forests is potentially large,” Wright writes. “Fortunately, a wide range of tropical forest species are able to survive in human-modified landscapes, and new research programs are increasingly focused on management to increase the conservation value of human modified, tropical landscapes.”

Since tropical forests are thought to harbor huge amounts of biodiversity, because of forest regrowth the pace of species extinctions will likely be lower than many of the more dire projections suggest. At a 2009 conference on deforestation, Eldredge Bermingham, then director of the Smithsonian Tropical Research Institute in Panama, declared: “It’s a question of whether or not the biodiversity crisis has been overhyped.” He added, “The increase in secondary forest that we are observing may provide a buffer against extinction. Therefore, the extinction crisis isn’t as serious as had been touted.”

Other recent research suggests that species extinction rates have been exaggerated. In January 2013, three biologists published a study in Science reporting that there is no evidence that extinction rates are as high as many are claiming. “Surprisingly, few species have gone extinct, to our knowledge. Of course, there will have been some species which have disappeared without being recorded, but not many, we think,” declared Nigel Stork, deputy head of the Griffith School of Environment. Stork also noted that many of the planet’s biological hot spots containing high levels of biodiversity are now protected areas.

As mentioned earlier, the extinction rates projected by computer models are based on the species-area curve derived from the theory of island biogeography. In many ways, researchers have been treating areas of tropical forest surrounded by farmland as though they were isolated “islands” surrounded by water. This practice now appears to be wrong. An important 2014 study published in the journal Nature finds that in fact farmland and secondary forests are not very much like actual islands. The study looked at the prevalence of species of bats by comparing landscapes of tropical forests surrounded by coffee plantations and pastures with remnant tropical forests on real islands created when an area was flooded to make a lake as part of the Panama Canal. They discovered that unlike on real islands, bats do not go locally extinct in forests embedded in farming landscapes. In fact, the researchers found that “almost one-half of the common bat species were more prevalent in coffee plantations than in forests and only 5 of the 30 species sampled avoided plantations altogether.” Instead of island biogeography, the researchers propose a theory of “countryside biogeography” that takes note of the fact that a lot of species, not just bats, can cope with and even thrive in landscapes encompassing natural and modified areas.

The new tools afforded researchers by countryside biogeography render, according to the authors of the 2014 Nature study, “more optimistic predictions of biodiversity loss than classic tools because they incorporate the conservation value of the countryside.” One of the authors of the new Nature study, Stanford University researcher Chase Mendenhall, agreed, “The current model of nature reserves works toward separating humans and nature. That’s good to a point, but it can’t be the only approach. Today, the world’s biodiversity is living with humans, not apart from them. Increased integration looks like the way forward.”



The Myth of Pristine Nature

Indeed, more biologists are developing a greater appreciation for how the nature that exists all around us can and should be conserved. “Nature is almost everywhere. But wherever it is, there is one thing nature is not: pristine,” explains science journalist Emma Marris in her engaging 2011 book Rambunctious Garden: Saving Nature in a Post-Wild World. She adds, “We must temper our romantic notion of untrammeled wilderness and find room next to it for the more nuanced notion of a global, half-wild rambunctious garden, tended by us.” These assertions will distress both environmental activists and many ecologists who are in thrall to the damaging cult of pristine wilderness and the false ideology of the balance of nature. But it should encourage and inspire the rest of us.

University of Maryland ecologist Erle Ellis urges us to think about the biological world as being increasingly composed of anthropogenic biomes, or anthromes. Anthromes are novel ecosystems formed through interactions between human activities and natural landscapes and waters. Anthromes include urban, village, agricultural, and range landscapes. Ellis and his colleagues point out that anthromes are mosaics of land used for agriculture or infrastructure and unused or lightly used areas (e.g., steep slopes, wetlands, woodlots) that typically include remnant ecosystems harboring native species.

Lots of environmentalists abhor the notion that Earth is an extensively modified used planet. They believe that novel human-made ecosystems are “degraded” and they often seek to try to return landscapes back to some preferred ecological baseline condition. “For many conservationists, restoration to a pre-human or a pre-European baseline is seen as healing a wounded or sick nature,” explains Marris. “For others, it is an ethical duty. We broke it; therefore we must fix it. Baselines thus typically don’t act as a scientific before to compare with an after. They become the good, the goal, the one correct state.” But what is so good about historical ecosystems?

Marris argues that this preference for setting and trying to maintain ecological baselines was generated from the cult of pristine wilderness preached by nature romantics like John Muir. Muir is famous for advocating that the Yosemite Valley in California’s Sierra Nevada Mountains be turned into a national park. As Marris notes, wild nature for Muir was a necessity for “tired, nerve-shaken, overcivilized people” suffering from “the vice of over-industry and the deadly apathy of luxury.” And for some people it might be—but that is not a scientific claim about ecosystems and their “integrity.”

In fact, there is precious little scientific support for the ideology that pristine nature is somehow “better” than the mélange that humanity has created by moving species around the globe. For example, Marris visits Hawaii, where half of the plant species now living on the islands are non-native. One brave younger ecologist, Joe Mascaro, studies novel ecosystems that are developing on Hawaii that incorporate both native and non-native species. Among other things, Mascaro “found that the novel forests, on average, had just as many species as native forests” and “that in many measures of forest productivity, such as nutrient cycling and biomass, novel forests matched or outproduced the native forests.”

Marris contrasts Mascaro with another ecologist, Christian Giardina, who helps manage the Laupahoehoe Natural Area Reserve in Hawaii, from which he wants to extirpate non-natives. Yet even Giardina muses, “Are we so religious about this biodiversity ethic that we need to be called on it?” He answers his own question: “If you really dig down to why we should care, you end up with nothing. You are running on faith that we should care.”

Although Marris doesn’t cite him, she is plowing much the same intellectual ground as George Mason University philosopher Mark Sagoff. Sagoff has challenged ecologists to name any specifically ecological criterion by which scientists can objectively determine whether an ecosystem whose history they don’t know is inhabited by species that have self-organized and coevolved without human interference or a hodgepodge of introduced species that share no evolutionary history. Ecologists, in fact, cannot objectively distinguish between pristine and hodgepodge.

“Imagine that an alien scientist from outer space were to visit both New Zealand and Great Britain,” suggest biologists Dov Sax and James Brown, from Brown University and the University of New Mexico, respectively. “Would this individual be able to distinguish which species are native and exotic, and would it be able to demonstrate that invaders have caused more damage or disruption to ecological processes than natives?” Their answer to both questions is no.

“If there were any but magical thinking behind the idea that ecosystems are complex, adaptive systems, scientists could tell by observation and experiment which biotic components play by the rules and which do not. They could tell which is an ancient complex, adaptive, heirloom ecosystem, and which a recent hodgepodge,” observes Sagoff. “In fact, biologists apparently have no way to tell other than by documenting the history of a site whether it represents (1) an ancient, co-evolved community and its states or (2) an agglomeration of colonizing species gathered in the wake of human activity.” Since it is the case that “biologists cannot tell by observation or experiment which system is ‘co-evolved’ and which ‘novel’ or, indeed, which species are long-timers and which newcomers, then it becomes a question of faith not science” that pristine ecosystems exhibit some kind of superior integrity to human-influenced ecologies.



What Balance of Nature?

Even worse, the widespread notion of the “balance of nature” turns out to be scientifically specious. Early in the twentieth century influential ecologist Frederic Clements developed the theory that ecological communities act like superorganisms working together through a directional and deterministic process of succession toward a stable climax state. Each participant in the climax ecosystem supposedly is fitted tightly into niches as a result of coevolving together. Once achieved, the climax state is exquisitely balanced unless disturbed.

In contrast to these holistic notions, ecologist Henry Gleason, a contemporary of Clements, developed his “individualistic” hypothesis, arguing that ecosystems were assembled by chance, depending on what species got to the landscape first and were successful in living with other species as they arrived. There was no deterministic climax toward which discrete ecosystems were aiming.

For the most part, twentieth-century ecologists fell into Clements’s camp. This concept of nature has had significant consequences for our modern understanding of the human role in the environment. University of Maryland public policy professor Robert Nelson observes that Clements’s “theory of the climax state also includes a moment when original sin arrived in the world. Human beings were not part of the original ecological order, as Clements described it, but a foreign element.” Just as in the biblical account of Adam and Eve in the Garden of Eden, the human quest for knowledge has disturbed prelapsarian harmony, unleashing evil across the natural world. “Only if human beings renounced their false pride and arrogance and humbly accepted a lesser place within creation, leaving the climax state to evolve undisturbed, would there be any hope for the future,” comments Nelson. “So far as practically possible, nature should be left untouched by human hands.” Clearly, this conviction informs the prognostications of doom by environmentalist soothsayers such as Rachel Carson, Paul Ehrlich, Lester Brown, Bill McKibben, Jeremy Rifkin, the Club of Rome, and so many others during the past half a century.



Appreciating Novel Ecosystems

Today, most ecologists recognize that Gleason was far more right than Clements. There is no balance of nature and assemblages of plants and animals occur mainly by chance. For example, University of California at Davis researcher Arthur Shapiro asserted in a May 2014 lecture at the Commonwealth Club in San Francisco that most evidence is against the idea of stable interdependent communities as the norm in nature. Wheaton College biologist John Kricher concurs: “As a result of research over the past several decades, ecologists have come to understand the reality of ecosystem dynamics, and have largely abandoned the notion that nature exists in some sort of meaningful natural balance.” Plants and animals come together and find conditions that enable them to survive in the same shared space. As evidence, Shapiro cites the research of University of Minnesota ecologist Margaret Davis, who found that pollen core data shows that trees recolonizing lands after glaciation don’t move in “communities.” The tree species migrate at different rates. Consequently, contemporary northern temperate forests are composed of an assemblage of species that mixed together as they raced northward out of various separate refugia as the glaciers retreated at the end of the last ice age.

Of course, species do interact, not because most of them coevolved into tight relationships, but through ecological fitting. Ecological fitting is the process whereby organisms colonize and persist in novel environments, use novel resources, or form novel associations with other species as a result of the suites of traits that they carry at the time they encounter the novel condition. If species could not take advantage of new resources or locations, then it would be impossible for introduced species to survive in novel environments.

One of the more fascinating novel ecosystems has been created on Ascension Island during the past 150 years. Ascension Island is about as isolated as a piece of land can get, sitting in the Atlantic Ocean about midway between Africa and South America. When the British claimed authority over the uninhabited barren hunk of stone in the early nineteenth century, it was frequently likened to a “cinder” or a “ruinous heap of rocks.” The new owners named Ascension’s central peak White Mountain, after the color of the bare rocks of which it was composed.

In 1846, botanist Joseph Hooker from the Royal Botanic Gardens at Kew visited Ascension and decided to try transplanting a wide variety of plants onto the island. A century and a half later, the result has been an “accidental rain forest.” White Mountain, now renamed Green Mountain, is covered with an extensive cloud forest consisting of guava, banana, wild ginger, bamboo, the Chinese glory bower and Madagascan periwinkle, Norfolk Island pine, and eucalyptus from Australia. Because of the man-made microclimate, what used to be a desert island now features several permanent streams.

Ascension Island undercuts the conventional ecological wisdom that tropical rain forests are supposed to take millions of years to form. Species don’t need to coevolve to create fully functioning ecosystems; they make the best of what they have. And what happened on Ascension has been happening all around the world as people have moved thousands of species from their native habitats to new locales, increasing species richness. Wherever human beings have gone in the past two centuries, we have increased local and regional biodiversity.

Yet “the popular view [is] that diversity is decreasing at local scales,” the Brown University biologist Dov Sax and the University of California at Santa Barbara biologist Steven Gaines report in a 2003 article for Trends in Ecology and Evolution. Sax and his University of New Mexico colleague James Brown pointed out in a 2007 roundtable in Conservation that “North America presently has more terrestrial bird and mammal species than when the first Europeans arrived five centuries ago.” Sax and Gaines’s observations were bolstered by an April 2014 article, “Assemblage Time Series Reveal Biodiversity Change but Not Systematic Loss,” published in Science by a team of researchers led by University of St. Andrews biologist Maria Dornelas. Dornelas and her colleagues analyzed a massive data set covering more than 35,000 mammal, bird, fish, invertebrate, and plant species from marine, freshwater, and terrestrial biomes ranging from the poles to the tropics. The data comprised a hundred individual time series of species composition. “Surprisingly, we did not detect a consistent negative trend in species richness,” reported the researchers. Instead, they found that while new and different species have often moved into any given area, the overall diversity of species was in general not declining.

While some introduced species do outcompete natives and contribute to their extinction, that phenomenon is relatively rare. On the whole, the actual number of species in any given area has tended to increase. For example, New Zealand’s 2,000 native plant species have been joined by 2,000 from elsewhere, doubling the plant biodiversity of its islands. Meanwhile, only three species of native plants have gone extinct. In California, an additional 1,000 new species of vascular plants have joined the 6,000 native species in the Golden State, while fewer than 30 species have gone extinct. Similar increases in plant diversity can be seen around the globe.

As noted earlier, species that have become extinct and are most in danger of extinction are those that dwell in isolated habitats such as oceanic islands or freshwater streams. In a 2008 article for the Proceedings of the National Academy of Sciences, Sax and Gaines note that thousands of oceanic bird species went extinct as Polynesians spread across the Pacific, bringing not only themselves but also hungry rats. Nevertheless, they point out, the overall species richness of the plant life on Pacific islands has increased considerably, and bird species richness has remained about the same, since the number of extinctions has been balanced by a number of new species moving in.

The richness of mammalian and freshwater species on Pacific islands has dramatically increased as well; it was nearly impossible for animals like rats, pigs, deer, lizards, frogs, catfish, and trout to colonize islands on their own. In addition, while some freshwater species in continental streams and lakes have gone extinct, most now harbor more species than they did before. Hawaii is, for example, home to more than 2,500 new species of invertebrates.

In many cases, the newcomers may actually benefit the natives. In a 2010 review article in the Annual Review of Ecology, Evolution, and Systematics, the Rutgers ecologist Joan Ehrenfeld reported that rapidly accumulating evidence from many introduced species of plants and animals shows that they improve ecosystem functioning by increasing local biomass and speeding up the recycling of nutrients and energy. For example, zebra mussels are very effective filter feeders that have helped clear up the polluted waters of the Great Lakes enough to permit native lake grasses and other plants to flourish.

A 2012 review article in Trends in Ecology and Evolution surveying the literature on the effects of introduced species on ecosystem functioning reported that a “meta-analysis of over 1000 field studies showing that, although regional native species richness has often declined, primary production and several ecosystem processes were usually maintained or enhanced as a result of species introductions.” The researchers further conclude, “What is clear is that ecological theory does not automatically imply that a global decline in species richness will result in impaired functioning of the world’s ecosystems.” In a 2003 Science article, “Prospects for Biodiversity,” United Nations Environment Programme researcher Martin Jenkins noted, “In truth, ecologists and conservationists have struggled to demonstrate the increased material benefits to humans of ‘intact’ wild systems over largely anthropogenic ones [like farms].… Where increased benefits of natural systems have been shown, they are usually marginal and local.” Jenkins added that even if the dire projections of global extinction rates being made by conservation advocates are correct, they “will not, in themselves, threaten the survival of humans as a species.”

Only when the ecologically correct ideologies that blind us are upended can we can see the real nature that is all around us. Baselines are properly transformed into aesthetic choices rather than “scientific” mandates. Consider the ambitious Pleistocene Rewilding proposal in which proxy wild species from Africa might be used to replace those North American species killed off by early peoples. African cheetahs might chase after pronghorns, and elephants graze where mastodons once roamed.

A small version of rewilding is the fascinating Oostvaardersplassen experiment in the Netherlands, where researchers are designing an ecosystem that aims to mimic what Northern Europe might have looked like 10,000 years ago. It is stocked with herds of Konik horses and Heck cattle, thought to be respectively similar to the Tarpan horses and the aurochs that once roamed Europe. The newly constructed ecosystem has attracted many wild species that have long been absent from the Netherlands. It is still missing predators, but wolves are apparently moving westward from Eastern Europe. “The Paleolithic landscape at the Oostvaardersplassen is a human creation, the result of human intervention, and will require continual human management and maintenance, as does any ecological restoration,” points out Sagoff.

Marris and Sagoff are correct that the conservation and appreciation of nature can take place at far less exotic locations, such as backyards, city parks, farms, and even parking lots. If biodiversity is what is of interest, Marris notes that the Los Angeles area is home to 60 native tree species, but now hosts 145 species. “With eight to eleven tree species per hectare, L.A. is more diverse than many ecosystem types,” Marris writes. Another researcher has identified 227 species of bee living in New York City. And if some of us choose to conserve some areas as “pristine” with regard to some preferred aesthetic baseline, that’s okay. Certainly science can be used to help achieve that goal, but such areas become in effect wilderness gardens, maintained, as Marris observes, by “perpetual weeding and perpetual watching.”

Since there is no goal or end state toward which any particular ecosystem is heading, who is to say that landscapes and ecosystems modified by human activities are somehow inferior, sick even, and in need of healing? In his 2001 BioScience article, “Values, Policy, and Ecosystem Health,” Robert Lackey, a fisheries biologist at Oregon State University, pointed out that “ecosystems have no preferences about their states.” How do we know whether or not an acre of land would “prefer” to be a swamp or a cornfield? As Lackey notes, either of them could be considered “healthy” depending on what human preferences are being implemented. “To a conservationist interested mainly in biodiversity, we have degraded nature, but to an agronomist, we have altered wild land to make it better serve humans,” noted the Nature Conservancy’s Peter Kareiva and his colleagues in their 2007 Science article “Domesticated Nature: Shaping Landscapes and Ecosystems for Human Welfare.”

“Humans must proactively manage ecosystems based on such carefully considered goals as selective conservation of threatened species, maximization of local and regional biodiversity, maintenance of watersheds and soil systems, and other essential functions provided by natural ecosystems,” argued Wheaton College researcher John Kricher. “In the next millennium, the balance of nature is what humanity will make it to be.” It would be well if more ecologists and environmental activists took to heart Marris’s chief insight about conservation: “There is no one best goal.” She bravely and correctly concludes, “We’ve forever altered the Earth, and so now we cannot abandon it to a random fate. It is our duty to manage it. Luckily, it can be a pleasant, even joyful task if we embrace it in the right spirit. Let the rambunctious gardening begin.”


 

CONCLUSION: ENVIRONMENTAL RENEWAL IN THE TWENTY-FIRST CENTURY

THE END OF THE WORLD IS NOT NIGH. Far from it. Humanity does face big environmental challenges over the course of the coming century, but the bulk of the scientific and economic evidence shows that most of the trends are positive or can be turned in a positive direction by further enhancing human ingenuity. Let’s briefly review that evidence and those trends.

Human population growth is slowing and will very likely peak at around 8 to 9 billion in this century and begin falling. This virtuous trajectory is the result of a combination of happy developments, not the least of which is expanding education and oppportunities for girls and women around the world. The process of economic growth reduces child mortality, which in turn encourages parents to have fewer children and invest more in their health and education. Increasing agricultural productivity ameliorates hunger and liberates people from the fields to seek better opportunities in cities. Rising agricultural yields that result from the application and spread of modern farming technologies, most especially including biotechnology, also means that the amount of land devoted to crops and pasturage is shrinking. Humanity has already likely reached “peak farmland,” which means that huge swaths of land will be restored to wild nature over the course of this century. As people abandon the landscape, this greatly enhances the prospects for protecting and preserving the planet’s biodiversity.

People at the end of the century will be much wealthier than we are today. Consider again the “middle-of-the-road” projection for economic growth over the rest of the century done by the Organisation for Economic Development and Co-operation’s Environment Directorate. In that nothing-special scenario, world population will have peaked at around 9.6 billion in 2065 and fallen to just over 9 billion by 2100. The world’s economy will have grown more than eightfold from $67 trillion to $577 trillion (2005 dollars). Average income per person globally will have increased from around $10,000 today to $60,000 by 2100. US annual incomes would average just over $100,000. That amount of wealth enables people to buy a lot in the way of health, education, and wild nature.

Advances in human ingenuity can and in many instances are already beginning to reduce the deleterious side effects of resource usage. The evidence shows that economic growth ultimately results in a cleaner environment. For example, as the developed economies grew over the past four decades, their levels of air pollution steeply declined. Whatever retards economic growth will also retard environmental improvement. Ominous forecasts that humanity is about to run out of vital resources have proven false. Over the course of the last couple of centuries, the availability of resources has increased and the prices of resources have fallen due to technological progress and expansion of free markets. Markets also drive industries and consumers to cut their costs by using resources ever more efficiently. This ceaseless drive for efficiency is already resulting in the dematerialization of some aspects of the economy and the further withdrawal of humanity from nature.

Fears about the effects of modern technologies have turned out to be greatly exaggerated. Widespread predictions of vast cancer epidemics or a rising tide of infertility due to falling sperm counts as a result of exposures to trace amounts of synthetic chemicals have been disproven. Instead of a rising epidemic of tumors, cancer incidence rates have been falling in the United States for the past two decades. The activist insistence on increased precaution toward adopting new technologies very often results in leaving in place more dangerous and polluting old technologies.

The attack on biotech-enhanced crops is one of the more egregiously dishonest activist campaigns. Every independent scientific organization that has evaluated modern biotech crops has found them safe to eat and safe for the environment. To repeat: No one has gotten so much as a cough, sniffle, sneeze, or stomachache from eating foods made with ingredients from modern biotech crops. Among other benefits, biotech crops have reduced pesticide usage, boosted crop productivity, and improved the incomes of farmers around the world.

Man-made climate change is a problem, but it does not portend the end of the world. The solution to future climate change is the same as the remedy for other environmental problems—the application of human ingenuity and technology. Progressives want to use the “climate crisis” as a stalking horse to scare the rest of us into adopting their vast schemes to transform the world’s economy into some kind of post-capitalist utopia. Consequently, progressives strongly support United Nations negotiations aiming at a global treaty that would impose central planning on the climate. So far, those negotiations have utterly failed.

It is unfortunately the case that government meddling on a global scale has massively distorted energy markets through pervasive subsidies, mandates, and price controls. The result is retarded innovation in the technologies of energy generation. A big first step toward renovating our energy supply systems would be to eliminate those impediments to understanding the real comparative benefits and costs of the production and use of energy. Ultimately, the better and far more effective way to ameliorate and avert future climate change is to mobilize human ingenuity through market processes to drive down the costs of no-carbon energy sources. Despite the constraints on innovation caused by government interference, notable advances in no-carbon energy generation technologies have already been made, ranging from innovative nuclear reactor designs to more efficient and cheaper solar panels.

New technologies and wealth produced by human creativity will spark a vast environmental renewal in this century. Most global trends suggest that by the end of this century, the world will be populated with fewer and much wealthier people living mostly in cities fueled by cheap no-carbon energy sources. As the amount of land and sea needed to supply human needs decreases, both cities and wild nature will expand, with nature occupying or reoccupying the bulk of the land and sea freed up by human ingenuity. Nature will become chiefly an arena for human pleasure and instruction, not a source of raw materials. I don’t fear for future generations; instead, I rejoice for them.
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