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Preface

There is a lovely apocryphal story, generally told about Dwight D. Eisenhower during his time as president of Columbia University: The school was growing, necessitating an expansion of the campus, which produced a very hot dispute between two groups of planners and architects about where the sidewalks should go. One camp insisted that it was obvious – self-evident! – that the sidewalks had to be arranged thus, as any rational person could see, while the other camp argued for something very different, with the same appeals to obviously, self-evident, rational evidence. Legend has it that Eisenhower solved the problem by ordering that the sidewalks not be laid down at all for a year: The students would trample paths in the grass, and the builders would then pave over where the students were actually walking. Neither of the plans that had been advocated matched what the students actually did when left to their own devices. There are two radically different ways of looking at the world embedded in that story: Are our institutions here to tell us where to go, or are they here to help smooth the way for us as we pursue our own ends, going our own ways?
Kevin Williamson, 2013

The story above is true, even though it likely never happened. The “truth” lies in its core insight that permissionless innovation is, or should be, what institutions seek to promote. As Lu Xun put succinctly: “Originally there was no path – yet, as people are walking all the time in the same spot, a way appears.”
There is a simple logic to the “way” that is appearing all around us: reduced transactions costs foster permissionless innovation to make more efficient use of excess capacity. The result is that more people can get cheaper, better access to the stuff we already have. Markets are, or can be, a form of sharing, because people often just want to use things, not (necessarily) to own them. This has always been true to some extent – I never owned the huge factory machines that made my clothing; I simply shared them for a few seconds at some point, and then gave them back – but the rate of change and the expansion of sharing today is unprecedented. If you want to know why at present we own rather than share, the answer is transaction costs. And that is all going to change.



The Argument
A simple summary of an entire book can be misleading because it is simple, and a summary, and therefore leaves out both details and the steps in the argument. Nonetheless, it is worthwhile to provide a map, if only to help the reader identify where each step in the larger argument is located in the hilly terrain to come.
The history of growth, and destruction, in economics has centered on complex voluntary interdependencies caused by the division of labor and specialization. I can produce far more widgets if I do nothing but practice my widget-making skills, while you produce corn, and Jones over there produces only clothing. There is lots more stuff in the world if each of us specializes, but we will only do that if we can rely on being able to acquire, by exchange or some other form of cooperative sharing, the stuff we ourselves do not produce. Until recently, much of this specialization has centered on skills in production and finding ways to make more stuff.
But now that is changing. In the past 20 years – dating the change roughly from eBay’s expansion in 1997, after beginning as “AuctionWeb” in 1995 – entrepreneurs have for the first time been able to specialize in selling not more stuff, but reductions in transaction costs for access to existing stuff. One could argue, with some merit, that the oldest organizations that specialized solely in selling reductions in transaction costs were marketplaces, or “Souqs,” in northern Africa and western Asia. Until the recent disastrous events in Syria, the al-Madina Souq in Aleppo had been open for business for well over 4,000 years.
The al-Madina is a (partly) covered area that extends over 10 kilometers in terms of the storefronts and open-air stalls that open onto streets and alleys. You can find almost anything there. The reason merchants sell there is that they know you can find other things there as well. That does not seem to make sense: it seems like merchants would want to be off by themselves, far from any competition. Why would a fruit merchant want to be in a place where there are hundreds of other fruit merchants? The answer is transaction costs: gathering many sellers into one large physical area reduces the effort required for “comparison shopping” for customers.
The notion of a “market” as a means of reducing transaction costs long meant a physical place where people knew to gather to buy and sell. But one thing that the Sears catalog was clearly selling was a reduction in transaction costs: farmers in rural areas who might not otherwise have access to any specialized products could, if they waited a couple of months, obtain from Sears anything from clothing to food preparation tools to cars or houses. Sellers of commodities contacted Sears (as they now contact Amazon) to list their products for sale, gathering in a “place” that was in a sense virtual rather than real. Of course, the virtual space was not online but lived in the pages of a thick catalog. Still, that was the place to go. So while the differences I am talking about are real, there are plenty of examples in the past if you know where to look.
And that is the key to understanding the contribution of this book: the sustained thesis is that the single key fact in explaining the disruption of the economic system in the past 20 years or so is the sharp reduction in the transaction costs of commodifying many things that we have never before thought of as commodities. Lower transaction costs facilitate a hybrid form of “collaborative consumption.” If you own something, you can extract some of this unused value by renting it out. If you own almost nothing, you can still enjoy much of the value of ownership by renting from someone else. But this more intensive use of existing resources can only happen if transaction costs – the sum of what I will call triangulation, transfer, and trust – convert unused stuff into usable excess capacity. To make a long story short, both the sharing economy and the middleman economy are sort of new, but only in intensity and rapidity of change.
That does not mean that reducing transaction costs has never been important before. To the contrary, reducing transaction costs has been an important source of creating value since the very first transactions. After all, “length of braided vines three miles away, across a mountain” is much less valuable than “length of braided vines in my hand, ready to use to tie bundle of wood.” So a crucial part of transactions, and in fact an essential part of the competition to sell things, has always been the transaction costs. The reason is that, to consumers, all costs are transaction costs. Reducing the cost of physical production by 10 percent is no different from reducing the cost of delivery and convenience of use by 10 percent, from the point of view of the consumer.
Consequently, economists have long highlighted reductions in transaction costs as a focus of economic innovation and competition. Joseph Schumpeter (1934; 66) listed “types” or categories of innovations that entrepreneurs focused on, and transaction costs are important aspects of three of them:
(1) a new good, or an old good with a qualitatively different level of quality

(2) a new technique for producing or handling the product

(3) the opening of a new market, or recognition of a new use for the product

(4) improvements in security or reductions in costs of raw materials or partly-manufactured goods up the supply chain

(5) the conception and execution of a new system or organization for manufacturing or delivering the good.


But Schumpeter saw the transaction costs elements as something that helped the entrepreneur sell the product, though to his credit he recognized that low transaction costs were an essential part of the product themselves.
This theme of institutional innovation and the form of delivery and measurement was echoed by other economists, including Commons (1931) and Chandler (1977). But for the most part – there are exceptions, such as firms that specialize in accounting audits or management consulting – the innovations in transaction costs were attached to a product or service. What has happened in the last 20 years is that many firms simply offer to sell reductions in transaction costs without knowing what products or services will be sold as a result.
That means that what we are seeing are the early signs of a revolution being driven along two quite different dimensions. The intersection of these dimensions explains the growth of the new economy to date; where they are far apart, we learn why many sectors are yet unaffected.
The two dimensions are (1) the sharing economy and (2) the transaction costs or middleman economy.
The sharing economy is
(1) entrepreneurship applied to reducing transaction costs rather than reducing production costs

(2) working through new software platforms

(3) operating on smart, portable hardware

(4) connected over the web.


Software programs in the sharing economy are both system (executing instructions) and application (storing, retrieving, and interpreting information entered by users). Software will play the same role in producing reductions in transaction costs that robots and automation have played in reduction production costs in the ownership economy. Software will displace human workers, reducing both actual prices and implicit costs, and expanding the set of things that we think of as commodities.
The middleman economy arises from the ability to sell reductions in transaction costs to enable mutually beneficial exchange in commodities, services, and activities that may not even have been conceived as commercial until now.
This means that there are two variables of concern: excess capacity and transaction costs. Excess capacity is the unused time or space to do more. Excess capacity is expensive, but we may not notice the cost because it can only be measured by things not done. Transaction costs are the expenses, including time, inconvenience, and actual payments required to use the item, and the problems involved in trusting others to deliver on their promises and not to rob us.
The value proposition in the new economy is selling access to excess capacity. As transaction costs are driven by new software applications, it is more expensive to hold or store consumer and producer durables, precisely because new software applications makes it cheaper to use them.
My storage unit, my garage, my kitchen cupboards, and my closets are all full of useful stuff. I am not using them; in fact, I am paying to store them. But in many cases, someone else would pay to use them. Excess capacity of durable goods is variable with respect to the transaction cost – triangulation, transfer, and trust – of reassigning their temporary use.
Of course, when I look at my closet or garage, I do not see “excess capacity,” I see storage of valuable items. But those suits, shirts, my car, my mower, all those things could be being used by someone else. Lowering transaction costs raises the opportunity cost of idle durable goods. Still, that does not translate into “excess capacity” until we found a way of selling reductions in transaction costs.
And now, because of the combination of portable smart communication devices, a set of software apps that run on those devices, and a network to connect those devices, we have found a way. That is why tomorrow will be different.
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1 The World of Tomorrow 3.0

To summarize the summary of the summary: people are a problem.
Douglas Adams, The Restaurant at the End of the Universe (1980)

I need to drive screws in some wood furniture I’m assembling. I open an app on my smart phone and tell the app “rent drill.” A car – I don’t know where it is and I don’t need to – picks up a drill that matches my pre-programmed preferences from a hardware store. The car delivers it to a security-coded pod outside my apartment. My phone vibrates: “drill delivered.” I assemble the furniture and return the drill to the pod. The pod is smart: its software is connected through the “Internet of Things,” and the pod tells another car – no particular car, just whomever is nearby, according to the software – that there is a pick-up.
The rental costs me $2.50 and no more than a minute spent shopping, obtaining, and retrieving the drill. I got brief access (but that’s all I needed!) to a commercial quality power tool. It could have been a saw, a fruit dehydrator, a bread machine, a deep fryer, a sausage grinder, or a collapsible bar to serve drinks at a party. There are few cupboards or closets in my apartment and no parking spaces on the street outside. All the space is used for people, instead of stuff. I own almost nothing, yet have immediate access to everything. Amazon is now a software company; Uber is now the main provider of rental services, delivered by software-directed driverless cars. The work week is only two days long. But many people have no “job,” in the traditional sense, at all. Wages have fallen dramatically, for most people. On the other hand, prices have fallen by even more, and many prices are near zero because society now shares so many products.
What happened? This is Tomorrow, 3.0. It’s what the economy looks like after the third great economic revolution. The first was the Neolithic; the second was the Industrial Revolution. Look around you. The third revolution has already begun.



The Transaction Cost Revolution
People own stuff. In the developed world, they own so much stuff. The self-storage industry in the US has nearly 50,000 facilities, with more than 15 billion cubic feet of space cluttered with stuff (Clark, 2014). We store bicycles, furniture, appliances, and electronics in metal boxes that are more solidly constructed, and more expensive, than the average human habitation in many developing nations.
Why? Fifty years from now people will look back on this era and be amazed at our selfishness. Why would we store stuff rather than let other people use it? Why would we store that stuff in our houses, or in parking garages, or spaces on busy streets? It would seem that our own selfishness should have led us to want less stuff so we could have more space.
The answer is surprisingly simple: what looks like selfishness is just a consequence of transaction costs.1 In the next chapter, I’ll explain in more detail what that means. But for now, the important thing is just that we have stuff, and we store stuff, because doing anything else is more trouble than it’s worth. If I own something, I control it. If I want to rent, or borrow that thing, I’m much more dependent on other people.
Still, when you think about it, people don’t fundamentally want stuff. What they want is the stream of services that stuff provides, over time. So, if people own stuff – clothes, tools, cars, houses – rather than rent, it is because owning secures services more reliably and at lower cost than renting. But this “preference” for owning is not real. It could change quickly, if entrepreneurs can figure out ways to sell reductions in transaction costs.
And that, in a nutshell, is the thesis of this book: until now, to make money people have had to make, and sell, stuff. They often found ways to reduce the transaction costs of those sales, but it was primarily in service of selling the stuff. From now on, much of the new value in the economy is going to come from creating and selling reductions in transaction costs, making better use of stuff that already exists. That change will redefine of our deepest ideas of “commodity,” because almost anything could in principle be rented.





We Are Already the Cooperators We Need to Be
Adam Smith famously said that human beings have a “disposition to truck, barter, and exchange” (Smith, 1981, p. 14).2 All of these are forms of cooperation and sharing, and they take advantage of the fact that we are all different. Instead of taking by force, we negotiate and try to figure out ways that both of us can be better off. We have enough stuff, but it’s in the wrong places. If we share, even just by exchanging stuff we already have, many things will move to higher-valued uses.
It might seem like the fact that we are different might make it harder to share, not easier. But in many cases our very dissimilarities are a source of cooperation and benefits from exchange. Say you are good at farming, and I’m good at fishing. We can both be better off if we specialize. These talents need not be innate (though they could be). The important thing is that, through taste, talent, or practice, you are better – at something – than I am. That means that I’m better off trading with you than trying to do everything for myself.
This requires cooperation. But cooperativeness is the default, the core tendency, the central psychological fact of human society. Some arrangements called “markets” nurture and expand this natural cooperativeness, at least under some circumstances. In a functioning market, I don’t need to know how to do everything because I can hire others who have acquired knowledge through practice or ingenuity. This willingness to depend on others creates enormous potential benefits, as all of us work for everybody else. But there is sand in the gears of the system: transaction costs. Transaction costs prevent cooperation, even if that cooperation would be mutually beneficial.
In particular, transaction costs prevent exchanges that would otherwise make two or more people better off. That may not seem so important, but it is. Exchanges correct “mistakes,” because resources are usually not being used in the most valuable way. The reasons may be complicated, involving history, accident, and the residue of dynamic change: what once was optimal is now anachronistic. But that means that people are holding onto resources that other people need more, simply because of transaction costs. If transactions costs can be reduced, people will be able to specialize: each of us can own just a few things, and rent those out to others when we aren’t using them. And we can rent the things that someone else has “specialized” in.
For example: I have three old bicycles in my garage. Those bikes have been there for years, unused. That’s not just an inefficient use of resources; it’s also selfish, maybe even immoral. I could have allowed someone who values those bikes to use them, as long as it didn’t cost me anything. Am I a pathetic miser, counting unused bikes and chortling gleefully at my treasure hoard, a low-rent Smaug?
No. The problem is transaction costs. I cannot cheaply or easily find someone who wants to use the bike. So the services of the bike are wasted, but there is no obvious way of making better use of them. I could probably find someone who wanted to use one of the bikes for an hour, or a day. But they wouldn’t pay much for that, and I wouldn’t be sure I could trust them to return the bike. And it would all be a lot of trouble. So there they sit.
Once you understand transaction costs, it will change the way you think about almost everything. If I need my yard mowed and the leaves blown, why don’t I hire the man in Chowmuhani, or the man in Ambohitompoina, either of whom would gladly do the work for $5 per day? It wouldn’t be exploitative; these workers would love to have the job because they are only making $3 per day at present. Still, the answer makes the question seem silly: Chowmuhani is in Bangladesh, and Ambohitompoina is in Madagascar. The costs of finding that willing worker, agreeing on a price, transporting him physically to my leaf-choked yard in North Carolina, and then monitoring his work dwarfs the amount I can pay. Those three costs – which I will call triangulation, transfer, and trust – ensure that the world economy is full of mistakes: resources should move, but they don’t.





The Third Great Economic Revolution: Why Own When You Could Rent?
Suellentrop (2010, p. 33) claimed, in a way that now looks prescient, “We woke up in a Rentership Society, and it’s starting to look permanent. And you know what? Thank goodness. Ownership, it turns out, is for suckers.”
If you own something, you have to pay the average cost of using it because no one can share it, and you have to pay for what it costs to create and store that thing. If I own a flat, I’m already paying for utilities and making mortgage payments. But what if I’m not always there, or if I have an extra room I only use to store junk? I would be willing – maybe even happy – to offer someone else my place to stay at the cost of having to clean it afterwards, plus whatever extra I can get to pay toward my rent. This cost of use is called marginal cost, the expense of sharing the unit for one period of time. If I can collect enough to pay my marginal cost, plus part of my mortgage, for a week that I’m going to be away anyway, I’m ahead. If you come to my city, I’d be willing to rent you a room, provided we can solve the transaction cost problem of triangulation, transfer, and trust.3
Likewise, I’m willing to offer rides in my car at the cost of gas, my time, and wear and tear on the vehicle – the marginal cost – if I can also make some of the car payment for that month, reducing the amount I have to pay out of my pocket. I don’t have to make enough to cover the entire car payment, like a taxi driver would. I just need to cover some of it. If I have a car and a few minutes, I have some excess capacity. If you need a ride, there may well be a way for us to share.
The reason we don’t see more sharing is that the three components of transaction costs are so hard to negotiate. As I outlined earlier, these include:
Triangulation information about identity and location, and agreeing on terms, including price
Transfer a way of transferring payment and good that is immediate and as invisible as possible
Trust a way of outsourcing assurance of honesty and performance of the terms of the contract.
The problem isn’t new of course, but this approach to thinking of everything in terms of transaction costs may take a little getting used to. We can use transaction costs to explain things you may have taken for granted. Consider this: if you are going to a city where you don’t know anyone, where will you stay? In principle that seems like a hard problem. In fact, it’s easy: you stay in a hotel, an organization that has specialized in owning rooms that it can rent out.
But which hotel? To solve that problem, we use a solution called brand name. Brand names solve all three transaction costs problems. Still, hotels are expensive because they have to cover their average costs: all their value is in the business of selling rooms by the night. Hotels have to charge enough to cover all their mortgage, utilities, the upkeep of their buildings, and wages to employees. That’s not true of apartments or homes where people live because those other expenses are being paid already. If I can make even a little money off the apartment where I live, it’s all extra cash. So I can charge a price that covers just my additional costs and still be glad to have access to the transaction.
That low price will be better for the buyer also, of course, as long as the three categories of transaction costs can be reliably reduced. A company called Airbnb figured this out. In fact, Airbnb does not rent out space; it sells (1) information on availability and location (triangulation), (2) reliable transactions clearing, and (3) “distributed trust,” or dependable access to vetted market participants, so that trustworthy buyers find trustworthy sellers. The rest is up to the people who have stuff (in this case, space) and the people who want to rent that stuff (in this case, an accommodation in a place where they don’t know anyone but want to sleep safely).
There is an alternative, and even more extreme, form of “renting” that may be of great importance within a decade or less. That would be “renting” the particular form in which pellets or filament have been “printed” by a 3D printer. If the speed and value of 3D printing continue to increase, and if the cost of reducing the material at the end of its desired use is low enough, then all that would be necessary is to “rent” the material in a particular printed form for a small amount of time. The “buyer” could have the device delivered, and then return it to the 3D print shop, where it would be reduced to its constituent metal and plastic parts and used again. Of course, if this scenario comes to fruition it will mean that no one may need to own any tools at all. It would also mean that there would be no manufacturing at all: presumably, 3D printers should be able to print 3D printers. I will not say much about this possibility because a lot of things would have to be worked out before such a system could function.
The point is that, regardless of whether the simple or the extreme form of “renting” comes to dominate, overall each of us will have far fewer actual possessions while we make better use of the stuff we still have. We’ll be less selfish, less crowded, richer, and more cooperative, all because entrepreneurs can sell reductions in transaction costs.




Software Eats the World
The quote I used to start this chapter sounded pessimistic: “People are a problem.” But people want to cooperate. The reason people are a problem is that transaction costs can prevent us from helping each other. But increasingly entrepreneurs can use software to reduce transaction costs so other people can share. Software is the “robot” of exchange: where automation replaces humans in manufacturing, software automates transactions.
What changed? Two things came together, and a third thing caught up. First, the Internet was constructed, providing very cheap pathways for communication and allowing “permissionless innovation” (more on that later). Second, hardware platforms, particularly smartphones, allowed universal, portable, continuous access to the Internet. The thing that “caught up” was the developing world: suddenly the source of labor for entrepreneurship, and the focus of value-creating exchange, exploded from the 2 billion people in the “first world” to more than 7 billion people, all over the world. Distance, borders, and language are all transaction costs barriers, but with smart phones connected to the Internet they are much less important.
With that platform and those connections, the number and variety of software applications exploded. Marc Andreessen saw it clearly in 2011:
More and more major businesses and industries are being run on software and delivered as online services – from movies to agriculture to national defense. Many of the winners are Silicon Valley-style entrepreneurial technology companies that are invading and overturning established industry structures. Over the next 10 years, I expect many more industries to be disrupted by software, with new world-beating Silicon Valley companies doing the disruption in more cases than not.

Andreessen connected several apparently unrelated events: many things, of many different kinds that had once been done for pay by humans are now done nearly for free by software. Not robots, software. But more than that, software can do – and in some cases is already doing – new things humans have never done, and have never thought of doing because until now the transaction costs have been too high.
In a way, there’s nothing new here. Specialization has always meant that people have to solve the problem of cooperating in groups, and larger groups create much larger transaction costs. Over and over again, independently in societies without social contact, people came up with almost exactly the same solution: the original “software” – money.
Money stands in – at one remove – for actual value. Aristotle recognized this as a crucial step in the evolution of a market society.4 He describes a “stamp” as standing in for actual commodities. That stamp is software: A set of instructions that direct a computer. Aristotle’s trading stamp was a crude analog computer, but a computer nonetheless. The symbol on paper signified value, but it also created value, in the sense that it sharply reduced the transaction costs of exchange compared to barter.5 The “instruction” was the number on the stamp: larger numbers meant more value, even the paper and the number had no intrinsic value at all; it was just an instruction, a mark on a preserving, communicable medium. The “computers” are the minds of human beings, which process transactions in markets using that software.
Currency allows “value” to be reduced to an abstract concept, rather than requiring the cumbersome transfer of the physical commodities that the stamp represented. The fact that people want to be able to exchange – the only way I can be better off is if I find a way to make you better off – is not enough. They have to find a way to reduce transactions cost below the value being produced by the exchange, or the exchange won’t happen.
Many, many potentially beneficial acts of cooperation don’t happen. Each one of us, on a planet of nearly 7.5 billion people, is wasting time and storage space. Every minute of every day there is something we are willing to do that would benefit someone else a great deal. The same is true of many of the things we own, work with, and see around us: someone, somewhere, wants that thing more than we want it. But we don’t know they need it and they don’t know we have it.6
In economic terms, inputs and labor “want” to be more productive, to find higher-valued uses. But in terms of actual agency that’s no more true than saying that giraffes “want” to have long necks. The active agent in biological evolution is natural selection; the active agent in economics is entrepreneurship. Entrepreneurs relentlessly seeking profits search for resources that can be moved, transformed, or combined in ways that can be sold at a profit.
Armen Alchian (1950) famously argued that it need not be true that firms and managers all “want” to make profits. They may want a variety of things, and some organizations may not want any one thing at all. But once the selection mechanism – profits must be positive, for the firm to survive –, eliminates all the firms that are losing money, it will look as if firms are seeking profits. This means that no one – including entrepreneurs – may actually know in advance what kind of transaction costs reductions will create profits and new transactions.
But constant trial and error, and low-cost “permissionless innovation” resulting from the writing of new smart phone “apps” will be a very efficient means of searching the space of possibly profitable opportunities. As Alchian put it, the problem is that when “foresight is uncertain, [optimization] is meaningless as a guide to specifiable action … Uncertainty arises from at least two sources: imperfect foresight and human inability to solve complex problems containing a host of variables even when an optimum is definable” (1950, pp. 211–212). The point is not that entrepreneurs know which software will eat the world; they don’t know any more than the rest of us. But with so many people writing software, most of it terrible, some will get lucky and create an app that many people want to use.
Markets “want” to move assets and services toward higher-valued uses; transaction costs act like friction in an engine, reducing power and efficiency while producing nothing but heat. Of course, if entrepreneurship is ubiquitous, the particular effects on the economy must be filtered through institutions, or the rules, property rights structures, and incentives that are socially constructed and enforced (Boettke and Coyne, 2003, 2009).
In the early dawn of the Industrial Revolution, in 1740, the Scottish philosopher David Hume speculated on the problem of cooperation, in a world where we are dependent on each other, and yet people are a problem. He said,
Of all the animals, with which this globe is peopled, there is none towards whom nature seems, at first sight, to have exercis’d more cruelty than towards man, in the numberless wants and necessities, with which she has loaded him, and in the slender means, which she affords to the relieving these necessities.
… ’Tis by society alone he is able to supply his defects, and raise himself up to an equality with his fellow-creatures, and even acquire a superiority above them. By society all his infirmities are compensated … When every individual person labours a-part, and only for himself, his force is too small to execute any considerable work; his labour being employ’d in supplying all his different necessities, he never attains a perfection in any particular art; and as his force and success are not at all times equal, the least failure in either of these particulars must be attended with inevitable ruin and misery.
… [But] by the partition of employments, our ability encreases: And by mutual succour we are less expos’d to fortune and accidents.’ Tis by this additional force, ability, and security, that society becomes advantageous.
(Hume, 2004, Part II, Section 2)

The problem Hume identifies is that we all depend on “society,” but society is not actually any one thing that you can point to or direct. Society is the aggregate consequence of many individual actions that are not planned or centrally directed. And people are a problem: as he says later on the same page, we are not innately “sensible of these advantages” of being dependent on society. Further, the great convulsions of economic revolutions can be destructive of the relations in society that we do cultivate.
So, while the prospect of “software eats the world” seems distressing, we have been here before. In the Industrial Revolution, a steampunk Marc Andreessen might have said, “Division of labor eats the world.” And he would have been right. A few workers in Lancashire, England, using Crompton’s “Spinning Mule,” could produce far more cloth than hundreds of workers sitting at hand looms. And the cloth was stronger and softer, ensuring that even the poor could afford clothing of a quality that would have been out of the reach of all but the wealthiest elite just half a century earlier.
That’s all good, if you are a consumer: much cheaper cloth and much better clothing. But hundreds of thousands of workers lost their jobs worldwide.7 Their jobs were not “shipped overseas”; the productivity increases resulting from division of labor were eating the world. Capitalism is a system based on consumer sovereignty, animated by the responses of owners of resources to prices, and by entrepreneurs to prospects of profit and loss. Capitalism does not “produce” jobs; it usually destroys them.
The observation that workers would lose their jobs to increased productivity spurred Karl Marx to prophesy that real wages – what workers’ pay will actually buy – would be driven down as labor was ground up in the relentless machine-like gears of increased productivity. The opposite turned out to be true: prices fell dramatically, but nominal wages rose with productivity. Rising nominal wages and falling prices imply a skyrocketing real wage, for much of the world, for much of the time since 1750. It’s not just clothing; almost every material aspect of life – for consumers – is now far better, more affordable, with more choices and better quality.8 Far more jobs were created than were destroyed, as wealth creation fed back on itself in the form of creation of new capital and a need for more educated workers, who in turn were more productive and earned far higher salaries.
Will it happen again? The new value proposition for the production of economic surplus is using software platforms to sell reductions in transaction costs. What are the implications of this change? Where will the new jobs come from this time?




Reimagining Production – Excess Capacity Wants to Be Used
Until now, the drive to reduce transactions costs has been in service of selling new production. Reducing transaction costs has been important because that allows lower delivered prices to consumers. But only in a few instances – the auction houses, such as Christie’s or Sotheby’s, come to mind – has anyone tried to sell reductions in transactions costs in the abstract.
Consider a souq, in western Asia, or a flea market, or an auction session at Sotheby’s. There are few restrictions on who can sell or what can be sold; the sellers just pay a fee to owners of the venue and then try to find buyers. Of course, the reason that it’s worth paying a fee is that sellers know that buyers know these are the places to go. It would be much more difficult to wander around the city as a buyer looking for isolated carts selling things, and the carts themselves wouldn’t sell enough to make it worth even going to the city in the first place.
These kinds of “markets” are physical spaces. We could take one step away and use bulletin boards or classified ads in newspapers to advertise: “I have this, I am in this location, and my price is this much.” Then the “place” is not physical, but the newspaper can charge a fee because sellers know that buyers know they can find useful things in the want ads.
In a sense, that’s all eBay ever was, a virtual or online collection of want ads. But the fact that you can search for anything you want means that you may be able to sell almost anything you want. As Anderson (2008) notes in his description of “The Long Tail,” reducing the costs of making exotic things available mean that sellers no longer need to concentrate on high volume items.
Of course, buying and selling used stuff is not the same as “sharing.” Where does the sharing part of the sharing economy come in? Open source software exemplifies the idea of an infinitely shareable product at very low cost.
That is, it’s the software itself, the actual code, that is being shared. Investigating the history of open source illustrates some of the problems and paradoxes at work. It’s worth a diversion.





Real Sharing: Open Source
One of the urtexts of the history of open source software is Philip Elmer-Dewitt’s article, “Computers: Software Is for Sharing,” published by Time magazine on July 30, 1984. If you can get access to it, you’ll see that the article describes the problem of splitting software from the physical electronic platform for which it was created. The reason I say “if you can get access” is that – delightfully! – this article about free availability is behind a paywall at the Time website.
There may be good reasons for that. Time is providing a service to make the article available, and the author may still want the copyright to be enforced. In many cases, people write stuff to get paid. But how is that kind of “stuff” different from the stuff piled up in garages and storage units? How can we make better use of all that kind of stuff, the kind that is made up of information?
The notion of “open source” is generally associated with software, but people in many fields have long recognized the underlying problem: information wants to be free.9 “Free” might mean libre, or exempt from restrictions – no restrictions on publication or dissemination. But “free” also has the literal meaning of gratis, being available without charge, and available for adaptation to different uses.10 One advantage of an “open source” resource is that it connects with Thierer’s (2014) “permissionless innovation,” by letting people who have a problem adapt something devised for use in another setting.11 The development of “society” is a process, and reductions in transaction costs on every dimension accelerate that process by allowing many basic routines and processes to be used as if they were available in the library.
Open source software is freely available, freely reproducible, freely editable, and technology neutral.12 Note that that doesn’t mean all “free” software is open source; free software can be purchased at a zero price, but you may not be able to edit and adapt, or even view, the source code. An example of open source software is the Linux operating system, which some argue (because it is constantly adapted by almost everyone) is more stable and secure than proprietary systems. Interestingly, the Bitcoin software, which operates as a distributed system to manage the Bitcoin internet currency, is open source and can be copied and edited by anyone. Wikipedia, the “free” online encyclopedia, can be edited, pretty much in its entirety, by anyone. Of course, no one else is obliged to use your version of Bitcoin software, or your version of the Battle of Waterloo on Wikipedia. But you are free to use it.
Making useful things freely available obviously has some advantages. But it also creates a problem. Society needs inventors to discover new information, programmers to create new software, and researchers to learn more about the Battle of Waterloo. We have to cover the average costs of these valuable services somehow.
But once that new information is discovered, and once that software is written, at that point the information “wants” to be priced at marginal cost. In the case of data, source code, or ideas, this notion of price is difficult to sustain. The cost of dissemination is a few keystrokes, an internet connection, and space to store the digital content. Information needs to be libre, but it can’t be gratis. How can we manage that? How can societies share what we already have, but also induce individuals to make more? The answer will require entrepreneurs.





The Middleman: A Word on Entrepreneurs
A “real” entrepreneur does not (just) take advantage of errors (i.e., differences) in prices or act as a go-between to move stuff that’s in the wrong place. An entrepreneur imagines new products, or new ways of making the products. The “middleman” connects buyers and sellers and delivers the products. That may not be an accurate distinction, but it is a common one in the public mind. We tend to admire entrepreneurs, but we look down on intermediaries.
Entrepreneurs just seem more creative, more “aware” or “alert” – Israel Kirzner’s terms – to new possibilities, sometimes even imagining products and innovations that consumers don’t even want because they don’t know they are possible.13 Steve Jobs, of Apple Computer, famously observed that entrepreneurs could not rely on academic notions of “market demand.” Jobs said, “You can’t just ask customers what they want and then try to give that to them. By the time you get it built, they’ll want something new” (Burlington, 1989).
This kind of “entrepreneurship as imagination” is crucially linked to the changes in the forms and availability of information. The distinction between middlemen and entrepreneurs is rapidly blurring because improvements in the “middleman” function – connecting buyers and sellers – are among the most fertile new spaces for entrepreneurial reimaginings.
That’s not an easy thing to get your head around. If anything, “eliminate the middleman” is the maxim of many simplistic schemes for increasing profit or reducing costs. An example may help: suppose that Arthur owns a Sonic Screwdriver (if you aren’t a Dr. Who fan, just accept that it’s a useful thing), and is willing to rent it out for any price over $40 per day. Barbara wants to use a Sonic Screwdriver for a day and will pay any price less than $75. In principle, there is room for a deal because any rental offer greater than $40 and less than $75 makes both parties better off. And in a social sense the Sonic Screwdriver “should” be used by Barbara because it creates more value (at least $75) in her hands than it does in Arthur’s (no more than $40).
But Arthur may not know where or even who Barbara is, and it’s expensive to go looking. They may be physically distant, meaning that there are transport costs. The medium of exchange may be cumbersome, requiring costs to clear the transaction if it takes place. And they don’t trust each other; the Sonic Screwdriver may be fragile, and Arthur worries Barbara might break it. These transaction costs could easily be $50 or more. It doesn’t matter how the costs are split, but assume that transaction costs are split evenly, $25 each. That means that Arthur will require a payment of at least $65 to rent out the Sonic Screwdriver, and Barbara will pay at most $50. There is now no price where the transaction can take place. And because of this Arthur and Barbara may not even imagine the idea of renting Sonic Screwdriver. No one has ever tried to set up a Sonic Screwdriver rental company, and no entrepreneur has worked on developing institutions that would allow the selling of reduced transaction costs. The people who own Sonic Screwdrivers keep them in special locked containers, which themselves are expensive and bulky. No market there. No one can imagine renting the things.
Suppose, to be more practical, that instead of a Sonic Screwdriver we are talking about a car. It is tempting to think that the reason that Uber has succeeded is that it avoids the costs of complying with the regulations, taxes, and restrictions that affect taxis. And that may be part of the story. But if you call an Uber driver, they appear almost immediately; you don’t have to wait, or wave at taxis that don’t stop. The GPS software knows where you are. Further, you can see the name and license information of the driver, and you know the company has the driver’s personal and financial information. You don’t need to give the driver directions because the software takes care of that while you sit in the car and think about something else. And the driver is paid, and tipped, without you having to touch your wallet. Finally, you rate the driver and the ride, outsourcing trust for free to other riders but helping Uber provide better service. Drivers with an average rating, over the most recent 500 rides, less than the local average “acceptable” rating – determined by Uber – lose access to the Uber software (Uber, n.d.). In effect, they are fired, though they can apply for reinstatement after taking a “quality improvement course.”
In short, Uber connects two people who already wanted to find each other, if they had known it. The difference between this and the Sonic Screwdriver example is that you and the driver know you are looking for each other because Uber has created a market. Uber is selling brokerage services, making it possible for that driver to find that rider. Uber makes money not by selling taxi services – the driver sells those – but by selling reductions in triangulation costs, transfer costs, and trust costs. Uber is a pure intermediary.14 The key factor is the entrepreneurial innovation in software platforms that drives triangulation, transfer, and trust costs down to the point where that activity is profitable for the entrepreneur and – for the first time – mutually beneficial to the seller and the consumer.




The Power Drill Again: It’s About Time
I started out with an example: suppose I need to drill some holes in some furniture. There are at least 80 million power drills in closets and garages and sheds around the US. Many of these have been used for only a few minutes, and the average lifetime use of half of these power drills is less than 30 minutes, total (Friedman, 2013). It seems wasteful to have such replication and excess capacity since relatively few of these tools are being used at any particular moment. Others (Asdfasdfasd, 2013) have raised some valid objections, focusing on the transaction cost of avoiding the “waste” and pointing out (rightly) that if it were really possible, and desirable, to rent rather than own people would already be doing it. So, with existing ways of doing business, the “business opportunity” presented by the fact that everyone owns a drill but rarely uses it is not real. Fair enough.
But the “rent vs. own” distinction with existing ways of doing business misses the key distinction. What entrepreneurs do is change the way we do business. Just as Steve Jobs saw a new product, the entrepreneurs of the new economy are reimagining the way that we find, negotiate, pay, and rely on each other. If those three problems – triangulation, transaction, and trust – can be solved, then the problem of what we are exchanging becomes less important.
What we actually seek from a transaction involving an item such as a power drill is not exactly ownership of the thing called the tool but rather access to the services that the tool can provide. This sounds like some arcane distinction from The Matrix (1999), but the difference is essential.15
I don’t need a drill. What I need is a hole in this wall, now, right here.
The question is how I can get that done reliably at the lowest total cost, including (crucially) transaction costs. What is required is the services – in effect, the time – of a drill and the (small) effort required to press the drill into the wallboard. Everything else is transaction costs, costs paid so that the useful time can be used productively.16
We need a more fundamental conception of what “transactions” really are. All we really want to buy is “a hole in this wall, right here” at (future) times at our (unpredictable) discretion. When we buy a commodity, particularly a “durable” commodity such as a power drill, what is being bought is the ability to make a hole in any wall, anytime, conveniently. We own the drill because that guarantees immediate access because we are not sure when we’ll need it.
That “when” suggests that what is missing from the discussion of the power drill, and the rent vs. own choice, is the idea of time.17 If I buy something, I own it. But then I still rent it; I just “rent” it from myself. The point is that it is the services of the thing, over time, that I want. This aspect of time is only true for durable products, of course. If I buy an apple, and eat it, it’s gone. But if I buy a drill, or a business suit, it’s the stream of services that I expect to rent from the owner (even if that owner happens to be me) that motivates the transaction. When I want to use the drill, I have to walk out to the garage, find it amid all the other tools on the bench, and then walk back into the house, or wherever I want to make holes or drive screws.
Here’s the thing: those who have objected (rightly) that it is not economic to rent a power drill are missing the point. It’s not intrinsically more expensive to rent; there is no Eleventh Commandment that says: “Thou shalt not rent; rather, thou shalt own all things that are meet for all purposes, all the days of thy life.” The choice depends on institutions.18 By creating software platforms, entrepreneurs can produce – and sell! – reductions in the costs of renting. That sounds awkward because we are not used to thinking about “producing reductions.” But you had better get used to thinking that way. My prediction about this process is usefully separated into three parts:
(1) The third great economic revolution will be based on innovations that focus on digital tools that reduce transaction costs, not on the creation of new physical products themselves.

(2) The result will be that society will be able to make much more intensive use of durables of all kinds, as “excess capacity” becomes a commodity to be sold instead of a storage problem. The result will be that the quality and durability of the items being rented will increase sharply, but also that the quantity of items actually in circulation will plummet.

(3) People will collect experiences, not belongings, and the idea of ownership will seem quaint and archaic by the end of this century. Very few people under the age of thirty will have driver’s licenses. Or jobs.


In the next chapter, I consider the problem of economic revolution and the destructive power of evolving institutions.


1 The literature on “transaction costs” is large. Key contributions include Coase (1937, 1960), Demsetz (1966, 1969), North (1981, 1990), and Williamson (1975, 1985). A particularly important but under-recognized contribution is Graham, et al. (1972), who recognize the contingent optimality of equilibria in the presence of transaction costs.

2 “By nature a philosopher is not in genius and disposition half so different from a street porter, as a mastiff is from a greyhound, or a greyhound from a spaniel, or this last from a shepherd’s dog. [But] the strength of the mastiff is not in the least supported either by the swiftness of the greyhound, or by the sagacity of the spaniel, or by the docility of the shepherd’s dog. The effects of those different geniuses and talents, for want of the power or disposition to barter and exchange, cannot be brought into a common stock, and do not in the least contribute to the better accommodation and conveniency of the species … and derives no sort of advantage from that variety of talents with which nature has distinguished its fellows. Among men, on the contrary, the most dissimilar geniuses are of use to one another; the different produces of their respective talents, by the general disposition to truck, barter, and exchange, being brought, as it were, into a common stock, where every man may purchase whatever part of the produce of other men’s talents he has occasion for.” See Smith (1981, pp. 14).

3 This difference between “marginal” and “average” costs has important implications. If you go to a resort town, perhaps at the beach in New England, and stop at a restaurant in January, you notice that you are the only customer at 12:30 pm. And you ask yourself, “How can this place stay open? It’s totally dead around here.” The answer is that the restaurant has many fixed costs, such as rent and utilities (they have to keep the heat on, so the pipes don’t freeze!). They have to pay those costs regardless of whether they open for business or not. The marginal costs, the costs of opening for business, are just the costs of food, the wages of the cook and service staff, and some electricity for the sign out front that says “OPEN.” If the restaurant can cover the marginal costs, plus even just a small part of their average costs, they are ahead. They aren’t making money, but they are losing less than if they stayed closed. Uber operates on the same principle: drivers don’t have to make their full car payment in fares to make it useful to drive for money, as long as they cover their marginal costs. Rifkin (2014) questions whether traditional models of capitalist markets can survive the move to marginal cost pricing, or whether some other form of “collaborative sharing” will replace it.

4 Aristotle’s view is quite nuanced:
In the [household] there is no function for trade, but it only arises after the association has become more numerous. For the members of the primitive household used to share commodities that were all their own, whereas on the contrary a group divided into several households participated also in a number of commodities belonging to their neighbors, according to their needs for which they were forced to make their interchanges by way of barter, as also many barbarian tribes do still; for such tribes do not go beyond exchanging actual commodities for actual commodities.
… [W]hen they had come to supply themselves more from abroad by importing things in which they were deficient and exporting those of which they had a surplus, the employment of money necessarily came to be devised. For the natural necessaries are not in every case readily portable; hence for the purpose of barter men made a mutual compact to give and accept some substance of such a sort as being itself a useful commodity was easy to handle in use for general life, iron for instance, silver and other metals, at the first stage defined merely by size and weight, but finally also by impressing on it a stamp in order that this might relieve them of having to measure it; for the stamp was put on as a token of the amount.
(Aristotle, Politics, Book I, Section 1257a; emphasis added)


5 The most interesting and wide-ranging history of money and the notions of using abstract value on notes issued by private entities (which might be, but would not have to be, banks) is Selgin and White (1994).

6 F. A. Hayek (1945, p. 520) calls attention to the pervasiveness of this general problem of lacking “the knowledge of the particular circumstances of time and place.”

7 “Hundreds of thousands” may be conservative. And the effects were complex. For a fascinating and nuanced description of the effects of the Industrial Revolution in England, see Griffin (2014), especially chapters 1 and 2.

8 This is true for even the poorest members of society, as innovations that start out as very expensive quickly become mass-produced at prices that fall by 90 percent or more. The first “home” computers cost $30,000 in current dollars. DVD players and HD televisions have fallen in price by more than 90 percent in real terms since they were introduced. And of course, smart phones and Facebook didn’t exist. Not all products make it, of course. The original “Google Glass” was expensive ($1,500 each) and was never mass-produced. The Apple “Newton” cost $2,000 in today’s dollars, and was discontinued because no one wanted to pay that much. But MP3 players have fallen in price from more than $500 (current dollars) for a MPMan F10 to less than $50, for a product with more than 1,000 times as much storage capacity. (The MPMan F10 had 32 MB of space, enough to hold perhaps ten normal songs, or an album, if anyone remembers albums).

9 This phrase, or the sentiment it embodies, is ancient, as Clarke (1999) shows. But the modern use in the context of software and widely disseminated information is usually dated to 1984 and a conversation between Stewart Brand and Steve Wozniak:
BRAND: It seems like there’s a couple of interesting paradoxes that we’re working here. … On the one hand information wants to be expensive, because it’s so valuable. The right information in the right place just changes your life. On the other hand, information wants to be free, because the cost of getting it out is getting lower and lower all the time. So you have these two fighting against each other.
WOZNIAK: Information should be free but your time should not.
BRAND: But then, at what point of amplification is your time being so well rewarded that it’s getting strange or so under-rewarded that it’s strange? There’s problems there with the market.

Quoted in Brand and Herron (1985).

10 See Clarke (1999) for more on the distinction.

11 Hume (2004) saw the problem clearly:
To form society, ‘tis requisite not only that it be advantageous, but also that men be sensible of these advantages; and ‘tis impossible, in their wild uncultivated state, that by study and reflexion alone, they should ever be able to attain this knowledge.

We can’t know what innovations will be useful, either in their first or in their subsequent forms. The argument for experimentation and trial-and-error innovation, with the kind of reduced transaction costs that include open source information, is precisely that we cannot foresee what will be useful “by study and reflexion alone.”

12 The full requirements to qualify as “open source” are more extensive, and more technical. See Open Source Initiative (n.d.). Importantly, however, the protocol clearly includes source code, not just compiled programs.

13 As Kirzner (1971) put it:
The technical availability of profitable capital-using methods of production and of savings to provide the necessary capital, is not sufficient to ensure that these methods will be undertaken. They constitute an opportunity for intertemporal exchange which may never be exploited if no one is aware of it. If, at any time, such an opportunity remains as yet unexploited, it offers opportunity for entrepreneurial profit. An entrepreneur will be able to borrow capital, buy resources, and produce output at a market value that will more than repay the capitalist’s investment together with the interest necessary to persuade him to advance the capital funds. (emphasis added)


14 It is legitimate to point out that, as a “middleman,” Uber may validate the preferences and biases of its customers, even if those preferences are not ethically defensible. A recent study (Ge et al., 2016) of ride-hailing service data shows that people with African American “sounding” names are much more likely to have rides cancelled, either as drivers (passengers cancel on seeing the name of the driver) or passengers (driver cancels on seeing the name of the passenger). Once could object that the same phenomenon is common in taxis (for example, Ayres, Vars, & Zakariya, 2006), with the difference being that the choice is based on the racial appearance of the passenger (or driver) or the neighborhood where the taxi is being sent. But the fact remains that Uber and Lyft are conduits for the preferences, ethically defensible or not, of the people being matched.

15 [In the subway station] Neo: “Love is … a human emotion.” Rama-Kandra: “No, it’s a word.” Lana Wachowski and Lilly Wachowski, dirs., Matrix Revolutions (2003).

16 As we will discuss later, all costs are transaction costs, from the perspective of the consumer. But a better definition for analytical purposes is the difference between production costs to the maker and total cost to the consumer.

17 As Rizzo (1996, p. 2) put it:
To say that Austrian economics is the economics of time and ignorance is to say that it is the economics of coping with the problems posed by real time and radical ignorance.
Although individuals are not paralyzed by these problems, they do not automatically or completely overcome them. The behavior generated by this predicament in which human beings find themselves is a source of market phenomena and institutions. It is also the source of prudential limits to these institutions. Human beings are “prisoners of time.” (quoted from Shackle, 1970, p. 21). In the Austrian view, this prison acts not only as a constraint (i.e., the allocational aspects of time) but also as a formulator of experience, thus generating and limiting our knowledge.” (emphasis added)


18 “These individual actions are really trans-actions instead of either individual behavior or the “exchange” of commodities. It is this shift from commodities and individuals to transactions and working rules of collective action that marks the transition from the classical and hedonic schools to the institutional schools of economic thinking. The shift is a change in the ultimate unit of economic investigation. The classic and hedonic economists, with their communistic and anarchistic offshoots, founded their theories on the relation of man to nature, but institutionalism is a relation of man to man. The smallest unit of the classic economists was a commodity produced by labor. The smallest unit of the hedonic economists was the same or similar commodity enjoyed by ultimate consumers. One was the objective side, the other the subjective side, of the same relation between the individual and the forces of nature. The outcome, in either case, was the materialistic metaphor of an automatic equilibrium, analogous to the waves of the ocean, but personified as “seeking their level.” But the smallest unit of the institutional economists is a unit of activity – a transaction, with its participants. Transactions intervene between the labor of the classic economists and the pleasures of the hedonic economists, simply because it is society that controls access to the forces of nature, and transactions are, not the “exchange of commodities,” but the alienation and acquisition, between individuals, of the rights of property and liberty created by society, which must therefore be negotiated between the parties concerned before labor can produce, or consumers can consume, or commodities be physically exchanged.” (Commons, 1931, pp. 653–654).





2 Division of Labor, Destruction, and Revolution

Man experiences a multitude of needs, on whose satisfaction his happiness depends, and whose non-satisfaction entails suffering. Alone and isolated, he could only provide in an incomplete, insufficient manner for these incessant needs. The instinct of sociability brings him together with similar persons, and drives him into communication with them. Therefore, impelled by the self-interest of the individuals thus brought together, a certain division of labor is established, necessarily followed by exchanges. In brief, we see an organization emerge, by means of which man can more completely satisfy his needs than he could living in isolation.
… This natural organization is called society. The object of society is therefore the most complete satisfaction of man’s needs. The division of labor and exchange are the means by which this is accomplished.
Molinari, 1849, pp. 17–18

The big difference between an economy based on selling stuff and an economy focused on selling reductions in transaction costs is that we can make better use of things we already own. But the effects of this transformation from selling to sharing, like the results of the first two revolutions – the Neolithic and the Industrial – may be disruptive. Some of the institutions we have come to depend on will be swept away, and attempts to preserve the approaches we have long depended on are likely to cause unnecessary and very costly delays because it’s hard to foresee just how the new system will work.
The Neolithic Revolution made it possible for humans to enter complex relations of more or less voluntary dependence and to share economies of organization and information. The Industrial Revolution created an astonishing burst of productivity, which made ownership of a bewildering variety of commodities and tools possible for all but the poorest of people, where just fifty years before such items would have been denied of all but the wealthiest.
In this chapter, I will first describe why exchange and sharing are so important for the flourishing of human beings. Then I’ll describe briefly how the first two great economic revolutions came about, and how each used cooperation through division of labor to make human thriving possible.



Exchange and Sharing as Cooperation
Voluntary exchange is amazing. Gifts are nice, but no one can depend on gifts as a permanent source of nutrition or protection, and in any case gifts are essentially unknown outside of human societies. In the animal kingdom, and for that matter in the plant kingdom, too, self-interest dominates action and choice through evolution and natural selection of genes that conform to selfishness.1
Human societies are mutually dependent, but with cooperation, in the sense that people specialize and then rely on others to provide the goods and services they don’t make themselves. These dependency relations can be exploitative, of course, as when one people or group enslaves another and steals what it produces. But human dependency in most societies is cooperative. As I said earlier, Adam Smith’s basic human tendency to “truck, barter, and exchange” is based on an even deeper cooperative impulse. A number of scholars have written about this impulse, which appears consistent with a behavioral bias toward cooperation.
Gerald Gaus makes the claim in The Order of Public Reason (2010, p. 96) that humans are “rule-following conditional cooperators.” Social scientists have come to realize that cooperation is intrinsically valued, and noncooperation punished, by groups of humans. Thus, there are really two problems:
(1) Do humans obey rules, or break rules, as a matter of their own preference (that is, do people like following rules, separate from other material benefits we receive as a consequence of following rules)?

(2) Are humans evolved to have an emotional, non-reasoned reaction of anger when someone else is seen to break the rules?


If the answer to the first question is “yes,” we expect that most people will obey the rules unless there are strong material reasons not to. If the answer to the second question is “yes,” then the public good of norm enforcement will be supplied by people, almost against their will. If you see someone break the rules, you will think, “I shouldn’t say anything,” but your body will be suffused with a cocktail of chemicals that are likely to lead to a confrontation.
There is no question that the biology of cooperation and detection of defection is deeply embedded in our mental architecture as a behavioral inheritance. The biologist E. O. Wilson put it this way, in his book The Meaning of Human Existence:
The competition between [selfishness and altruism] can be succinctly expressed as follows: Within groups selfish individuals beat altruistic individuals, but groups of altruists beat groups of selfish individuals. Or, risking oversimplification, individual selection promoted sin, while group selection promoted virtue.
(Wilson, p. 33)

What economists have discovered is that voluntary exchange is one of the most important form of cooperation in human societies.2 Consider the story of R. A. Radford, a British economist who was captured during WWII and sent to a German POW camp.
Very soon after capture people realised that it was both undesirable and unnecessary, in view of the limited size and the equality of supplies, to give away or to accept gifts of cigarettes or food. “Goodwill” developed into trading as a more equitable means of maximising individual satisfaction.
We reached a transit camp in Italy about a fortnight after capture and received ¼ of a Red Cross food parcel each a week later. At once exchanges, already established, multiplied in volume. Starting with simple direct barter, such as a non-smoker giving a smoker friend his cigarette issue in exchange for a chocolate ration, more complex exchanges soon became an accepted custom.
(Radford, 1945, pp. 190–191)

Radford was not saying gifts were wrong. Rather, people find ways to “truck, barter, and exchange” that make both parties to the exchange better off. As we will see later in this chapter, this requires an ability to conceive of an abstraction: For me to understand how to make you better off, I have to be able to put myself in your place. And that is just what I am doing when I offer a voluntary exchange: I have to offer something you actually want.3




The Economic Logic of Sharing
Until now, economic growth has been caused by the expansion of opportunities for entrepreneurs and producers to imagine things that consumers want. A trader who travels to the Spice Islands of the South Pacific is trying to figure out which spices to buy, based not on what he wants but on what he thinks consumers will want back in Venice or Paris. An inventor is trying to imagine new ways of organizing durable capital equipment so that products can be made at lower cost and with greater quality. An entrepreneur is trying to imagine new products, things no one has ever seen, but which they will want right away when they do see it.
The third economic revolution will be different. Sharing is one of the central concepts in this book because it is at the center of Tomorrow 3.0. To see why sharing is so important, I want to quote a passage from Matt Ridley’s book, The Rational Optimist (2011). Ridley is not the first to say some of these things, but the way he puts things together here is marvelous.
The Sun King [Louis XIV, King of France from 1643 to 1715] had dinner each night alone. He chose from forty dishes, served on gold and silver plate. It took a staggering 498 people to prepare each meal … At that time, the average French family would have prepared and consumed its own meals as well as paid tax to support his servants in the palace. So it is not hard to conclude that Louis XIV was rich because others were poor. (Ridley, pp. 36–37)
But what about today? Consider that you are an average person, say a thirty-five-year-old woman, living in, for the sake of argument, Paris, and earning the median wage, with a working husband and two children. You are far from poor, but in relative terms, you are immeasurably poorer than Louis XIV was. Where he was the richest of the rich in the world’s richest city, you have no servants, no palace, no carriage, no kingdom. And yet, consider this: The cornucopia that greets you as you enter the supermarket dwarfs anything that Louis XIV ever experienced (and it is probably less likely to contain salmonella). You can buy a fresh, frozen, tinned, smoked or pre-prepared meal made with beef, chicken, pork, lamb, fish, shrimp, scallops, eggs, potatoes, beans, carrots, cabbage, eggplants, kumquats, celeriac, okra, or seven kinds of lettuce, cooked in olive, walnut, sunflower, or peanut oil and flavored with cilantro, turmeric, basil, or rosemary.
You may have no chefs, but you can decide on a whim to choose between scores of nearby bistros or Italian, Chinese, Japanese, and Indian restaurants, in each of which a team of skilled chefs is waiting to serve your family at less than an hour’s notice. Think of this: Never before this generation has the average person been able to afford to have somebody else prepare their meals.
You employ no tailor, but you can browse the Internet and instantly order from an almost infinite range of excellent, affordable clothes made of cotton, silk, linen, wool, or nylon in your size from factories all over Asia. You have no carriage, but you can buy a ticket which will summon the services of a skilled pilot of a budget airline to fly you to one of hundreds of destinations that Louis XIV never dreamed of seeing. You have no woodcutters to bring you logs for the fire, but the operators of gas rigs in Russia are clamoring to bring you clean central heating. You have no private apothecary, but your local pharmacy supplies you with the handiwork of many thousands of chemists, engineers, and logistics experts. You have no government ministers, but diligent reporters are even now standing ready to tell you about a film star’s divorce if you will only switch to their channel or log on to their blogs.
My point is that you have many more than Louis XIV’s 498 servants at your immediate beck and call. Of course, unlike the Sun King’s servants, these people work for many other people too, but from your perspective, what is the difference? That is the magic that exchange and specialization have wrought for the human species.
(Ridley, 2011, pp. 36–37)

Here are the three key insights of Ridley’s simple but systematic summary.
(1) Specialization is a kind of sharing because we are dependent on each other. But rather than owning an entire person, or whole factory, we (in effect) share just the amount of specialized knowledge or service that we need. Some distant person on a production line works for 1.7 seconds on my new shoes, at a very low cost, and then 1.7 seconds on your shoes, and so on. We all share that person’s knowledge, and the factory’s equipment, very cheaply.

(2) The very fact that there is a factory reflects a particular kind of specialization called “division of labor.” This specialized sharing produces Ridley’s “cornucopia,” a gigantic increase in the amount, and the variety, of products available to us.

(3) Clearly, specialization can be achieved in a “command,” or government-organized, hierarchy. But the full benefits of sharing can only be realized in an exchange setting. The reason, as will be discussed later, is that the price signals are crucial for allocating resources, and profit signals are crucial for determining which new products should survive and which should be discarded. In command hierarchies, there is no effective way of determining when the commands are wrong, because people just do what they are told.


We have introduced the idea of voluntary exchange and shown why it amounts to a kind of sharing through specialization and the division of labor. Let’s look back to see why these concepts are important by looking at the first two great economic revolutions.




The First Great Economic Revolution: The Neolithic
In a period now known as the Holocene Epoch, several useful plants and a few animal species were domesticated.4 This may have partly caused, and partly been caused by, a simultaneous move from nomadic hunting and gathering to relatively settled agriculture. The act of planting a field, fencing in some livestock, and then building a substantial hut and staying there may have seemed pretty trivial, but it changed everything.
Of course, looking back from the twenty-first century we call it the Holocene Epoch and think it was transformative. But the people living then just called it “Now.” Why did they change the way they lived, after tens of thousands of years of nomadic roaming in small bands? Why did they convert to such a completely different way of living, starting to clear fields and construct fixed dwellings and fortifications? The change was wrenching, and revolutionary. Why do it? Why go along?
There have been groups of people for as long as there have been people. When humankind was still in the hunter-gatherer stage of its development, though, these groups consisted of no more than a family or perhaps a clan of several related families – such a group might range from 50 to 150 people, at the largest.5 With constrained opportunities to specialize and limited economies of scale in military organization, there was little benefit to be derived from larger groups. Conflict between groups was frequent, but not – by modern standards – large scale, and was not particularly violent (Fry and Söderberg, 2013). This had nothing to do with the nobility of these savages but resulted from their universal poverty: Why fight if there is nothing worth taking?6
The move to fixed agriculture exposed people to violence because they were dependent on whomever was specializing in defending their crops, at least until they were harvested. Jared Diamond called the move to fixed agriculture “The worst mistake in the history of the human race” (1987, p. 64) and he was not entirely kidding.7 This seems surprising. If the Neolithic Revolution was so bad, then (1) why did people accept the change, and (2) why didn’t evolutionary forces select for the superior way of living, causing nomads to outcompete farmers?
The answer is that that is the wrong way to think about economic revolutions. It’s true that the quality of life, for individuals, saw a net decline: People had shorter lives, smaller physical stature, and skeletal robustness as well as less varied and nutritious diets. They also suffered from communicable diseases caught by staying in one place as well as living near domesticated animals and their own human feces. On the economic side, things were also worse. For the first time, people had “jobs,” and they worked much longer hours, with more repetition and less control over how they spent their time. Nobody would have made that switch voluntarily.
The problem is that treating the switch from nomadic hunter-gatherer to fixed agriculture as a voluntary choice is misleading. Institutions, or systems of organizing society, were calling the shots. Within just a few thousand years, the new system of fixed agriculture allowed societies that used it to become more powerful, economically and voluntarily. Fixed agriculture fostered something called specialization. Specialization seems innocuous, but it is a transformative and corrosive force.
Specialization is limited by the extent of the cooperation horizon, which in most cases is the “size” of the group that is cooperating.8 But specialization also determines the extent of the cooperation horizon. The reason the Neolithic Revolution was irresistible was that it made possible something brand-new: cities. And cities could support armies, overwhelming the ability of any but the most isolated tribes to choose any other form of society.9
The move to fixed agriculture, and then to cities, at first caused a net reduction in the quality of life for each person, compared to the average person before the change. But the total number of people grew at least 100 times as large, within just a few generations, and continued to expand dramatically for the next 1,000 years.10
Not by accident, there was also an explosion in the development of military tactics and equipment. Agriculture required that people stay in one place to reap what they had sown. The accumulation of surpluses from one season to the next was the first step toward civilization, but it also meant that people now had wealth–crops, herds of animals, and tools–worth stealing.11 Once “property” was established as a convention, neighboring farmers realized that instead of stealing from each other – and thus forcing one another to waste time defending their crops – they could both be better off if they cooperated. And since there are important economies of scale in defense, if many farmers could band together, build walls, and develop better weapons they could protect each farmer’s wealth much more efficiently.12
But the raiders also had a problem: If they stole too much, too often, the farmers would die, and there would be nothing left to steal. Further, if the farmers knew they were going to be robbed, they would not plant crops or keep animals, and again there would be nothing to steal.13 Perhaps some of the farmers decided to specialize, exchanging the digging sticks of farmers for the spears of warriors. Of course, that meant they couldn’t grow food anymore, so military specialists became dependent on the community for food, just as the farmers were dependent on military specialists.
Societies came to be organized as groups of farmers ruled and protected by what Mancur Olson (1993, p. 568) calls “stationary bandits.”14 This transformation happened in many places around the world as people began to settle down and develop societies that consisted of more than tiny clans. The existence of something like property rights internalized problems of theft and the communal use of resources.15
Consequently, the Neolithic Revolution – through sharing and specialization – allowed an enormous increase in human population and the concentration of groups of people in new, dense social arrangements called “cities.” A city of 10,000 requires, but can also support, specialists. On one hand, people who specialize become much more knowledgeable and productive. But people also become dependent – and if they are highly specialized, entirely dependent – on others for providing the necessities of life. If I spend all my time making spear points or tanning leather, for example, I’ll starve unless someone grows my food and I’ll freeze unless someone brings me firewood.
This change, once it has begun, is both irresistible and irreversible. As a specialist becomes much more productive through practice, the creation of tools, the discovery of techniques made possible by experimentation based on a shorter production cycle, and the ability to preserve and hand down new knowledge become part of the legacy of humankind. This accumulation of capital, including physical tools and – importantly – specific technical knowledge could be learned, remembered, and taught.
	The change was irreversible because specialization created so much more capital, and so many more people, that the old system could no longer support the new population.

	The reason the change is irresistible is that the economies of scale in military specialization are overwhelming. Hunter-gatherers couldn’t survive separately and were overwhelmed.


There is one point I made above, almost in passing, to which we should now return. That is the complex but important relation between specialization and the size of the group. In particular, the degree of specialization is limited by the extent of the cooperation horizon. Let’s see why this relation is so crucial to the story of economic revolutions, and why it is relevant for the world of Tomorrow 3.0.





Why Specialization Is Limited by the Cooperation Horizon
Within a thousand years after the development of fixed agriculture, cities grew up where there had been only small, temporary settlements. Cities, allowed – and in fact required – a high degree of organization and specialization to survive. Specialization caused an enormous increase in the output of tools, food, knowledge of materials science such as metallurgy, and the variety of products.
The beginnings of trade allowed even more specialization: Even if you couldn’t make it, you could trade for it. Pressure was placed on military capacity to control trade routes, not just to defend walled cities, as a few large city-states sought to ensure access to sources of metals, minerals, and other natural resources. The cooperation horizon expanded from the walls of the city to the routes along which trade was possible. That meant that the larger the area – the size of the cooperation horizon – controlled by a ruler or kingdom, the greater the degree of specialization that was enabled.
Of course, this “specialization” was often directed, rather than emerging from any entrepreneurial impulse based on profit. Rulers and kings commissioned artisans as local monopolists, and guilds policed this monopoly through a system of master and apprentice, or master and slaves.16 The degree of specialization this system could achieve was impressive, but it was largely artisanal rather than industrial. Each village would have a “charter” (from the king, who specialized in military force) for one artisan to specialize, developing skills as a shoemaker, brewer, crockery-maker, blacksmith, and so on. A primitive system of mutual dependence supported this specialization, and it benefited the king to be able to revoke a charter or withhold the enforcement of the monopoly that made specialization valuable.
Artisanal specialization is an important step: One skilled cobbler could make ten times as many shoes as an untrained person, with better quality, and a skilled cobbler could pass on the knowledge and tricks of the trade that had taken centuries to put together. But the technology is linear: Two cobblers, working with two sets of foot-molds and tools, could make only twice as many shoes as one cobbler. To serve increased populations, you had to keep adding cobblers. And there was no particular value in trading between villages because each had its own chartered cobbler. Each city was self-sufficient, with the degree of specialization governed by the size of the city.
Still, it was possible for even this relatively simple system of cooperation and mutual dependence to support far more people than small hunter-gatherer groups could support. As Plato put it:
A State [arises] out of the needs of mankind; no one is self-sufficing, but all of us have many wants … Then, as we have many wants, and many persons are needed to supply them, one takes a helper … and another … [W]hen these partners and helpers are gathered together in one habitation the body of inhabitants is termed a State … And they exchange with one another, and one gives, and another receives, under the idea that the exchange will be for their good.
(The Republic, Book II)

This idea of the city-state, or polis, as the nexus – but also the limit – of cooperation, is a potent tool for the social theorist. It is easy to see that the extent of specialization was limited by the size of the cooperation horizon: A small, nomadic clan has one person who plays on a hollow log with sticks; a moderately-sized town might have a string quartet; and a city could support a symphony.
One of the earliest sociologists, Muslim scholar Ibn Khaldun (1332–1406), described what he called “cooperation” as a means of achieving the benefits of specialization:
The power of the individual human being is not sufficient for him to obtain (the food) he needs, and does not provide him with as much food as he requires to live. Even if we assume an absolute minimum of food – that is, food enough for one day, (a little) wheat, for instance – that amount of food could be obtained only after much preparation such as grinding, kneading, and baking. Each of these three operations requires utensils and tools that can be provided only with the help of several crafts, such as the crafts of the blacksmith, the carpenter, and the potter. Assuming that a man could eat unprepared grain, an even greater number of operations would be necessary in order to obtain the grain: sowing and reaping, and threshing to separate it from the husks of the ear. Each of these operations requires a number of tools and many more crafts than those just mentioned. It is beyond the power of one man alone to do all that, or (even) part of it, by himself. Thus, he cannot do without a combination of many powers from among his fellow beings, if he is to obtain food for himself and for them. Through co-operation, the needs of a number of persons, many times greater than their own (number), can be satisfied.
(Khaldun, 2015, p. 46)

Bernard Mandeville, in his Fable of the Bees, recognized that specialization might be mutually beneficial because of the consequent increase in total output enjoyed by all.
[I]f one will wholly apply himself to the making of Bows and Arrows, whilst another provides Food, a third builds Huts, a fourth makes Garments, and a fifth Utensils, they not only become useful to one another, but the Callings and Employments themselves will in the same Number of Years receive much greater Improvements, than if all had been promiscuously followed by every one of the Five.
(Mandeville, 2016, p. 370)

This interpretation of specialization, and what was later called “division of labor,” has long been a central theme of sociology. Investments in specialization, arising as a consequence of direction, limited by the size of the city, later motivated scholars such as Emile Durkheim (1858–1917) to recognize the central importance of division of labor for the thriving of humankind. As Durkheim (1984, p. 17) put it, “the economic services that it can render are insignificant compared with the moral effect that it produces, and its true function is to create between two or more people a feeling of solidarity.”
What that means is that specialization and the mutual dependence it fostered first enabled the construction of cities, and then made cities necessary. The interesting thing is that no one may have intended these developments, but on the other hand no one could resist them, either. The degree of specialization is limited by the extent of the cooperation horizon. Cities were the first institution that fostered an expanded cooperation horizon.
But another institution was on the horizon, an institution that forced a different kind of cooperation and dependence, and which destroyed many of the cultural and social arrangements that had relied on artisanal production. That new institution was markets, animating the industrial revolution in a drive for profits. And once again this second revolution, like the first, was a product of human nature and human action but not of human choice.17





The Second Revolution: Producing and Owning
The second great economic transformation was the Industrial Revolution, often dated back to the period between 1760 and 1850. The antecedents were visible before 1760, and the consequences were still playing out well after 1850, but this was the period of the most intensive upheaval. In the eighteenth century, a number of entrepreneurs, operating independently and without any central coordination, began to try production processes that differed sharply from the artisanal culture. They began to form enterprises (“entrepreneur” means “one who undertakes”) that divided the production process among (at first) several, and (later) many, individual workers. It took far less time to master a single step in the production process, and the worker assigned that step was able to develop dexterity and specialized tools. The most famous example is Adam Smith’s celebrated “pin factory,” which Smith believed had eighteen main steps or operations, performed by different workers.18





Smith’s Insight: Markets Substitute for Cities as Limits on the Cooperation Horizon
It is common to say that Adam Smith “invented” or “advocated” division of labor. Such claims are simply mistaken, on several grounds (see, for a discussion, Kennedy 2008). What Smith actually did was to describe in detail how decentralized market exchange promotes the division of labor across political units, rather than just within them as previous thinkers had discussed. Smith had two key insights:
First, the division of labor would be powerful even if all human beings were identical because many important differences in productive capacity are learned.19 We don’t have to have innate differences for markets to work. But if there are innate differences, markets can take advantage of that fact.
Second, the division of labor gives rise to market institutions and expands the extent of the market. Exchange relations relentlessly push against borders and expand the effective locus of cooperation. The benefit to the individual is that first dozens, then hundreds, and ultimately millions, of other people stand ready to “work for” each of us, in ways that are constantly being expanded into new activities and new products. Where division of labor had previously been limited by the size of the city, markets expanded the cooperation horizon dramatically, limited only by transaction costs. Once markets developed, there were powerful incentives for larger and larger groups to cooperate.20
Smith’s example – the pin factory – has become one of the central tropes of economic theory. It is true that in the book Smith divides pin-making into eighteen operations, but that number is arbitrary: Labor is divided into the number of operations that fit the extent of the market. In a small market, perhaps three workers, each performing several different operations, could be employed. In a city or small country, as Smith saw, eighteen different workers might be employed. In an international market, the optimal number of workers (or their equivalent in automated steps) would be even larger.
The interesting point is that there would be constant pressure on the factory to do wo things
(a) expand the number of operations even more, and to automate them through the use of tools and other capital

(b) to expand the size of the market served. The consequence would be lower-cost pins because of expanded division of labor, but this in turn creates pressure to serve a larger market so that the expanded output could be sold.


Smith recognized this dynamic pressure in the form of what can only be regarded today as a theorem, the title of Chapter 3 in Book I of the Wealth of Nations: “That the Division of Labor is Limited by the Extent of the Market.” George Stigler treated this claim as a testable theorem in his 1951 article and developed its insights in the context of modern economics. The size of the cooperation horizon, determined by politics, had evolved into the extent of the market, limited only by transaction costs.
The full importance of Smith’s insight was not developed until quite recently. James Buchanan presented the starkest description of the implications of Smith’s theory (Buchanan & Yoon, 2002). While the bases of trade and exchange can be differences in tastes or capacities, market institutions would develop even if such differences were negligible. The Smithian conception of the basis for trade and the rewards from developing market institutions is more general and more fundamental than simply assuming fixed, exogenous comparative advantage.
Division of labor is a hopeful doctrine. Nearly any nation, regardless of its endowment of natural resources, can prosper simply by developing a specialization. But the move to markets was no smoother, or less painful, than the move to fixed agriculture in the Neolithic. In fact, the first stages of the “industrial revolution” were very disruptive. Our modern notion of a “factory,” with a production line, was startling for many.
Worse, the notion that workers must depend on other people they didn’t know was unsettling. Every part of a production process must work for the resulting thing to be a “product” at all, in the sense that it can be sold. We are asking workers to trust everyone else in the whole process. And then, even if we succeed in making this enormous pile of just-one-kind – of-thing, we have to be able to sell them because we have made far more than we – or our entire city – can use ourselves.
The result was a destructive burst in productivity that quickly wiped out many artisanal trades. The expansion quickly ran up against a limiting factor: “the extent of the market.” A firm specializing in making pins, or shoes, or metal items, could produce hundreds or thousands of times as much as a single artisan, so that work previously done by hundreds of skilled workers could now be done by just dozens of unskilled workers. One predictable response was industrial “sabotage,” which derives from the “sabot,” or wooden shoes, that hand loom workers tried to use to break the wooden gears in the “spinning jenny” or “mule” that was taking their job.21
Still, sabotage only delayed the Industrial Revolution. The increase in quality, coupled with a dramatic decline in the prices of many consumer products, ranging from small items such as brushes, knives, and flatware as well as shoes, hats, and clothing meant that traditional sources of supply were wiped out. On the other hand, by 1860 many workers were better clad and shod than members of the middle classes in 1780.22
The improvements were not immediate, however, and to many they were not obvious. Just as with the Neolithic, the Industrial Revolution had a mixed impact on the broader standard of living within the society that it had transformed.23 Pollution and disease were appalling, as the density of population in urban areas overwhelmed the rudimentary infrastructure for managing industrial and human waste. There were enormous physical changes resulting from transportation networks (such as railroads and expanded ports) and skylines (smokestacks, enormous tenements, and extremely polluted air pouring out of the “dark Satanic mills.”)24 But these changes were not clearly benefits, at least not to everyone.






Inevitable but Not Voluntary
In this chapter, I have tried to explain why voluntary exchange and the use of markets to generate price signals are powerful forces for expanding the “cooperation horizon” for human societies. The scope of voluntary exchange and division of labor are limited by the size of the cooperation horizon. The more people available to specialize and exchange, the greater the degree of specialization and the greater the benefits of exchange.
But the involuntary, dynamic, aggregate consequences of all these voluntary individual actions can be unexpected and harrowing. Both the Neolithic and Industrial Revolutions transformed the way that people thought of society, of goods, and of the place of people in a society that makes and uses goods. This move to towns and cities, and then to factories and large commercial enterprises, broke up cultural traditions and family connections. There was no way to go back at any stage because only a system that engaged the cooperative abilities of so many people could support so many people. Successful cooperation makes all of us dependent on each other because we come to rely on that cooperation.
What about now? How will the change in the ability to sell reductions in transaction costs and increased access to durable goods transform the cooperation horizon this time? And are the changes as inevitable, and disruptive, as those of the previous revolutions? That’s the subject we turn to next.



1 There are many examples of actions that look like “gifts,” such as the nectar flowers give to bees or other pollinators, or the nutritious “packets” that encase sperm in a variety of insects. But the nectar is clearly an inducement, or implicitly an exchange in compensation for pollination services. As for insects, consider the “gift” in context:
In crickets and katydids, it is not uncommon for the male to vibrate his body at this point, a behavior known as “tremulation,” which helps the female orient herself for mating. The male not only offers the female a sperm packet (spermatophore), but he also may offer her a “nutritional gift” intended for consumption during mating. In mating Broad-winged Tree Crickets, the female will climbed [sic] on top of the male (this is the case for most crickets) and will be feeding on secretions from glands on his back, as he prepares to transfer a spermatophore from the tip of his tail to her tail.
(“Song of Insects,” 2017)

If instead of “nutritional gift” one said “box of chocolates” this all sounds pretty familiar. But it’s not really a gift, is it?

2 Some scholars have gone even further, claiming that cooperation and “mutual aid” is the basis of almost all relationships in nature. The famed bio-anarchist Piotr Kropotkin (1902, p. 14) claimed that the behavioral advantages of cooperation, or what he called “mutual aid,” were so great that the state would eventually become unnecessary. The reason was that people would come to accept that cooperation was always better, even though cheating might have been momentarily advantageous.
A soon as we study animals … we at once perceive that though there is an immense amount of warfare and extermination going on amidst various species. … There is, at the same time, as much, or perhaps even more, of mutual support, mutual aid, and mutual defense amidst animals belonging to the same species or, at least, to the same society. Sociability is as much a law of nature as mutual struggle … [Cooperation] favors the development of such habits and characters as insure the maintenance and further development of the species, together with the greatest amount of welfare and enjoyment of life for the individual, with the least waste of energy.
(Kropotkin, 1902, Chapter 1)


3 The definition of “voluntary” may be problematic. One way of approaching the problem is to identify conditions under which an exchange is truly voluntary, or euvoluntary, in the phrase coined by Munger (2011).

4 In fact, Harari (2015, p. 80) argued that in some ways wheat domesticated humans, rather than the other way around:
Think for a moment about the Agricultural Revolution from the viewpoint of wheat. Ten thousand years ago wheat was just a wild grass, one of many, confined to a small range in the Middle East. Suddenly, within just a few short millennia, it was growing all over the world. According to the basic evolutionary criteria of survival and reproduction, wheat has become one of the most successful plants in the history of the earth. In areas such as the Great Plains of North America, where not a single wheat stalk grew 10,000 years ago, you can today walk for hundreds upon hundreds of miles without encountering any other plant. Worldwide, wheat covers about 870,000 square miles of the globe’s surface, almost ten times the size of Britain. How did this grass turn from insignificant to ubiquitous?
Wheat did it by manipulating Homo sapiens to its advantage. This ape had been living a fairly comfortable life hunting and gathering until about 10,000 years ago, but then began to invest more and more effort in cultivating wheat. Within a couple of millennia, humans in many parts of the world were doing little from dawn to dusk other than taking care of wheat plants. It wasn’t easy. Wheat demanded a lot of them. Wheat didn’t like rocks and pebbles, so Sapiens broke their backs clearing fields. Wheat didn’t like sharing its space, water and nutrients with other plants, so men and women laboured long days weeding under the scorching sun. Wheat got sick, so Sapiens had to keep a watch out for worms and blight. Wheat was attacked by rabbits and locust swarms, so the farmers built fences and stood guard over the fields. Wheat was thirsty, so humans dug irrigation canals or lugged heavy buckets from the well to water it. Sapiens even collected animal faeces to nourish the ground in which wheat grew.
The body of Homo sapiens had not evolved for such tasks. It was adapted to climbing apple trees and running after gazelles, not to clearing rocks and carrying water buckets. Human spines, knees, necks and arches paid the price. Studies of ancient skeletons indicate that the transition to agriculture brought about a plethora of ailments, such as slipped discs, arthritis and hernias. Moreover, the new agricultural tasks demanded so much time that people were forced to settle permanently next to their wheat fields. This completely changed their way of life. We did not domesticate wheat. It domesticated us. The word “domesticate” comes from the Latin domus, which means “house.” Who’s the one living in a house? Not the wheat. It’s the Sapiens.


5 There is considerable controversy about the probable average, and variance, of the size of human bands in early hunter-gatherer settings. One famous benchmark is “Dunbar’s Number,” an estimate of stable group size of 100–230 people arrived at by Robin Dunbar (1992) using calculations based on the complexity of relations and the capacity of the human cortex to negotiate that complexity. However, this number is taken by anthropologists as an upper limit, including ancestral relations. A more accurate estimate for a stable group size is roughly fifty people, according to Dunbar’s calculations. There have been interesting attempts to test, or perhaps validate, these limits on stable group size using data on Twitter “followers” (Gonçalves et al., 2011) and clans in the game World of Warcraft (Ducheneaut, Nicholas & Nicholas Yee, 2009). In a quite different setting, and through what appears to be pure trial and error, Hutterite settlements have a division rule settled on more than a century ago. When the group reaches a size of 125–150 people, the group divides in half and forms two new colonies (Ryan, 1977). This rule appears to optimize both on the maximum size, where it becomes too difficult to run the colony communally, and on the minimum side, where 60–75 people are required to establish a successful communal colony. This same theme is developed in more theoretical terms in Gladwell (2000).

6 One must be careful lest a note of the “noble savage” kind of thinking creep into our conception of hunter-gatherer tribes. While many scholars would still claim that conflict among tribes is likely to involve threat displays and counting “coup” more often than actual violence, Lawrence Keeley (1997) argued that some tribes in close proximity might be at war 60 percent of the time, or more. Further, Keeley claims that casualty rates among adult males might be in excess of 50 percent in some encounters. While others have disputed these numbers, hard data on pre-historic societies are by their nature hard to obtain. On violence in traditional human societies and the transition to settled agriculture, see Barker (2009), Braidwood (1960), and Diamond (2013).

7 Yuval Harari goes further, calling the switch from nomadic to agricultural life “history’s biggest fraud.”
Rather than heralding a new era of easy living, the Agricultural Revolution left farmers with lives generally more difficult and less satisfying than those of foragers. Hunter-gatherers spent their time in more stimulating and varied ways, and were less in danger of starvation and disease. The Agricultural Revolution certainly enlarged the sum total of food at the disposal of humankind, but the extra food did not translate into a better diet or more leisure. Rather, it translated into population explosions and pampered elites. The average farmer worked harder than the average forager, and got a worse diet in return. The Agricultural Revolution was history’s biggest fraud.
(Harari, 2015, p. 79)


8 In Adam Smith’s terms, “division of labor is limited by the extent of the market” (1981, p. 31).

9 This claim is not literally true. As Hummel (2001) argued, some sense of national identity or unifying ideology could unite disparate groups. And as Scott (2010) points out, some groups will go to great lengths not to be governed. But barring a special ideological or geographic feature, the vast majority of instances (Laet, 1994, pp. 372–373) seem to support the claim that cities, and later states, win.

10 The story is more complicated than this, in terms of the expansion of human population. As Aiméa et al. (2013) have found, the increase in population often attributed to the development of fixed agriculture and the Neolithic actually occurred much earlier, in the Paleolithic, perhaps as much as 60,000 years ago. But even in this case it is likely that the move to fixed agriculture was the result of population pressure, and in turn specialization then enabled the development of cities.

11 David Friedman (2000, pp. 118–119) offers a half-serious explanation for the emergence of “civilization”: dogs. He claims that dogs reduced the transaction cost of private property by making it possible to enforce territories of exclusive use. The solution was efficient before that, in the sense that a binding agreement would have made everyone better off. But the resources required to enforce property rights in scattered, poorly organized groups would have consumed more than all the gains from the increased efficiency of a property rights system. Domesticating dogs dramatically reduced the transaction costs of maintaining a system of territorial “property” because dogs are a genetic credible commitment. Their senses of smell and hearing are strong enough that ambush is impossible, and even trespassing is costly. And the dog, lacking reason, will certainly attack and try to bite intruders, even at risk to itself. The dog is not smart enough to be anything but brave. Friedman recognizes the story is perhaps too pat, so he closes by noting, “Si non è vero è ben trovato,” or “If it isn’t true, it should be.”

12 See, for details, North (1981). It is certainly possible that the group did not “realize” that stealing was a poor strategy – even for the thieves – in a setting of repeated interaction. The convention of property ownership and deference to ownership of others – including ownership and control by the state or monarch – is just one possible outcome. The claim is not that all societies made this jump, but rather that those societies that did make that jump tended to grow faster and become more militarily powerful.

13 The stores of wealth created by settled agriculture, however, may also have invited theft by roving bandits (Olson, 1982; 2000; Olson and McGuire, 1996), which suggests a very different account of the origins of political authority. These bandits could steal in a day what the farmers had taken years to accumulate. Consequently, farmers had to expend resources to keep their holdings safe. These resources are a waste, however, because spending on defense produces no additional calories or useful products; it just protects the food and resources one has already produced. Having to pay for the defense of agriculture is a kind of transaction cost: You gain nothing from defense, but the failure to defend can cost you everything.

14 For other work on the stationary bandit, see Skaperdas (1992, 2001), Konrad (2009), and Kurrild-Klitgaard and Svendson (2003).

15 It is possible that before this transformation the rights to use hunting territory and other primitive resources had been held in common without any special problems of inefficiency. The Lockean account of the origins of property rights rests on the perfectly sensible idea that combining labor with a widely available resource creates a right, though perhaps not a right that is formally defined or can be defended. It is more likely, however, as has been argued by Demsetz (1967), that property rights were an unnecessarily costly innovation as long as there was “as much and as good” of the resource. It is precisely the moment when scarcity begins to bite that organizing property rights pays off in terms of internalizing the external effects of inefficient overuse. In that case, the proximate cause of the development of property rights and the move from informal sharing arrangements was the increasing population. It was the consequent confrontation with scarcity that caused the move to fixed agriculture and property rights. As there were many more people on the same land, the inefficiencies of the “commons” (Hardin, 1968, p. 1243) meant that groups that failed to innovate either starved or were wiped out militarily, or else lost members to migration and secession. A version of this account is given by North, Wallis, & Weingast (2013).

16 In The Theory of Economic History, economist John Hicks details how this system, in surprisingly similar ways and with surprisingly few differences, worked in Europe, Japan, China, and the Middle East for 3,000 years. North, Wallis, and Weingast, in their book Violence and Social Orders, note that this system produces a stable, but unfortunate, feedback that locks in the closed and exclusive set of rights that limit sharing and exchange but which promote specialization.

17 With an obvious debt to Adam Ferguson (1996, p. 119), who said: “Every step and every movement of the multitude, even in what are termed enlightened ages, are made with equal blindness to the future; and nations stumble upon establishments, which are indeed the result of human action, but not the execution of any human design.”

18 Smith had certainly read du Monceau on pins, who had said:
There is nobody who is not surprised of the small price of pins; but we shall be even more surprised, when we know how many different operations, most of them very delicate, are mandatory to make a good pin. We are going to go through these operations in a few words to stimulate the curiosity to know their detail; this enumeration will supply as many articles which will make the division of this work … The first operation is to have brass go through the drawing plate to calibrate it.
(Monceau, 1761, p. 41)

Interestingly, there is speculation that Smith may have read “the division of this work” (Monceau’s book) as “division of the work of pin-making.” Or, not. It’s just speculation.

19 Smith’s parable of the “street porter and the philosopher” illustrates the depth of this insight. As Smith put it:
[T]he very different genius which appears to distinguish men of different professions, when grown up to maturity, is not upon many occasions so much the cause, as the effect of the division of labour. The difference between the most dissimilar characters, between a philosopher and a common street porter, for example, seems to arise not so much from nature, as from habit, custom, and education.
(Smith, 1981, vol. 1, Ch 2; emphasis in original)


20 Interestingly, this ability to make deals and cooperate may also operate in the area of producing “public goods.” But as Cowen (1999) noted, this ability also allows for collusion and the creation of arrangements in restraint of trade. And as Adam Smith said: “People of the same trade seldom meet together, even for merriment and diversion, but the conversation ends in a conspiracy against the public, or in some contrivance to raise prices.” (Smith, 1981, p. 148). Smith’s point was that it would difficult to suppress this impulse, but that it was unwise to reduce the transactions costs of such arrangements by reducing the transaction costs of such meeting. What Smith had in mind was the requirement that guilds or other business groups meet to organize standards or make plans. If transactions costs are reduced in this way, the “plans” may not be benign.

21 “Derives,” perhaps, but the direct etymology of “sabotage” coming from “sabot” is a bit too pat to believe. The sense of the word in French is closer to bungling, walking noisily, or clumsily. For details, see http://www.etymonline.com/index.php?term=sabotage.

22 A famous example, early enough in Industrial Revolution to have shown a remarkable prescience, is Adam Smith’s celebrated “woolen coat.”
Observe the accommodation of the most common artificer or day-labourer in a civilized and thriving country, and you will perceive that the number of people of whose industry a part, though but a small part, has been employed in procuring him this accommodation, exceeds all computation. The woolen coat, for example, which covers the day-labourer, as coarse and rough as it may appear, is the produce of the joint labour of a great multitude of workmen. The shepherd, the sorter of the wool, the wool-comber or carder, the dyer, the scribbler, the spinner, the weaver, the fuller, the dresser, with many others, must all join their different arts in order to complete even this homely production. How many merchants and carriers, besides, must have been employed in transporting the materials from some of those workmen to others who often live in a very distant part of the country! how much commerce and navigation in particular, how many ship-builders, sailors, sail-makers, rope-makers, must have been employed in order to bring together the different drugs made use of by the dyer, which often come from the remotest corners of the world! What a variety of labour too is necessary in order to produce the tools of the meanest of those workmen! To say nothing of such complicated machines as the ship of the sailor, the mill of the fuller, or even the loom of the weaver, let us consider only what a variety of labour is requisite in order to form that very simple machine, the shears with which the shepherd clips the wool. The miner, the builder of the furnace for smelting the ore, the feller of the timber, the burner of the charcoal to be made use of in the smelting-house, the brick-maker, the brick-layer, the workmen who attend the furnace, the mill-wright, the forger, the smith, must all of them join their different arts in order to produce them.
(Smith, 1981, pp. 12–13)

Smith goes on to make a comparison that seems (and is) invidious, at least to modern ears. Smith compares the clothing made in mills to that worn by royalty in a society without division of labor:
[W]ithout the assistance and co-operation of many thousands, the very meanest person in a civilized country could not be provided … what we very falsely imagine [to be] the easy and simple manner in which he is accommodated. Compared, indeed, with the more extravagant luxury of the great, his accommodation must no doubt appear extremely simple and easy; and yet it may be true, perhaps, that the accommodation of an European prince does not always so much exceed that of an industrious and frugal peasant, as the accommodation of the latter exceeds that of many an African king, the absolute master of the lives and liberties of ten thousand naked savages.
(Smith, 1981, 14)

The racism of this claim, while real, should be understood in context. Smith was arguing that the difference was based on nothing more than institutions. The English peasant was not innately superior to the “naked savages.” Rather, the poor person in England had access to market institutions and a system of property rights that fostered exchange and division of labor. In principle, this success should be replicable: the institutions, not the woolen coat, would be the most important export. Any society that used markets to foster the division of labor could, in Smith’s view, become “opulent” and powerful.

23 Lucas (2002), for example, argues that the average standard of living may even have decreased slightly, though the increase in population and capacity to produce more products meant that there were far more people alive. The point is that individuals were not better off, at least not at first, particularly when accounting for the move to cities and damage to health and nutrition. City populations were much more specialized, as each person in the city was entirely dependent on someone else for food. The number of people supported by each agricultural worker in 1700 was 1.82; by 1800 it was 2.76, more than doubling in just 100 years (Harris, 2003, p. 238).

24 The phrase is from the William Blake poem Jerusalem: “And did the Countenance Divine / Shine forth upon our clouded hills? / And was Jerusalem builded here / Among these dark Satanic Mills?” But it is often argued that Blake had in mind not factories but orthodox organized religion and education. In any case, the phrase is now one of the key tropes of writers describing the Industrial Revolution.





3 The Middleman/Sharing Economy

What is the “Sharing Economy?” … In its simplest form, the sharing economy is composed of hundreds of online platforms that enable people to turn otherwise unproductive assets into income producing ones. These include their homes, cars, parking spots, clothes, consumer items, pets, hobbies, and many others … Consumers are not so much interested in the sharing aspect but the cost-effectiveness.”
Glenn Carter, Secrets of the Sharing Economy

If people own stuff – clothes, tools, cars, houses – rather than rent the services that stuff provides, it means that owning secures services more reliably and at lower transaction costs than renting. But this “preference” for owning is not real. It could change quickly, if entrepreneurs could figure out a way to sell reductions in transaction costs. If I have a car, and a few minutes, and you need a ride, we can make a deal that benefits both of us. But transaction costs (the “3 TRs”: triangulation, transfer, and trust) stand in the way. The value of the excess capacity in underused apartments, cars, tools, and a thousand other items is locked up. We think of it as stuff we have to pay to store, rather than stuff we could share.
It does not have to be this way. If you own something, you can extract some of this unused value by renting it out. If you own almost nothing, you can still enjoy much of the value of ownership by renting from someone else. Or you can buy something and then resell it, if the costs of reselling are low. There is a company, Poshmark.com, whose motto is “Make money from clothes that are just sitting in your closet.” Poshmark does not sell clothing. It is a virtual mall, selling “space” for people to advertise clothing they want to sell. Poshmark sells reductions in transaction costs of access to a reliable secondary market in clothing. Buying, wearing once, and then reselling at almost the same price as the original purchase is a very useful model of “collaborative consumption.” That kind of sharing is made possible by entrepreneurs selling reductions in transaction costs that would have been hard to imagine just 20 years ago.1
The sharing economy is
(1) entrepreneurship applied to reducing transaction costs rather than reducing production costs

(2) working through new software platforms

(3) operating on smart, portable hardware

(4) connected over a set of wifi or 2G–5G networks that are themselves interconnected (in its current form we lump all these networks of networks into “the Internet”)2


Software programs in the sharing economy are both system-level (executing instructions) and application-level (storing, retrieving, and interpreting information entered by users). Software will play the same role in producing reductions in transaction costs that robots and automation have played in reducing production costs in the ownership economy. Software will displace human workers, reducing both actual prices and implicit costs, and expanding the set of things that we think of as commodities. Software may also make a variety of new human activities, including jobs, possible for the first time. The net effect is very difficult to predict.3
“Analysis” means a loosening, an untying of complexity into simpler parts. To be able to analyze the likely changes resulting from the four factors listed above – reducing transactions costs using apps running on smart phones connected via the Internet – it is useful to “untie” two strands. The reason to do this is that there are two separate value propositions operating in the background, and it is easy to get confused if you do not keep them separate.
Middleman Economy: Selling reductions in transaction costs to enable mutually beneficial exchange in commodities, services, and activities that may not even have been conceived as commercial until now.

Sharing Economy: Making more intensive and efficient use of resources that are otherwise idle, with the consequent modification in the durable and average life of those resources as they are replaced.


The simplest way to think of how the two threads tie together was suggested by my friend Lynne Kiesling, an economics professor at Purdue University. Excess capacity means that the proportion of the time, or the capability, of the item is underused or idle, combined with the opportunity cost or foregone alternatives for which the item could be used during that downtime. Transaction costs are the expenses, including time, inconvenience, and actual payments required to obtain and use the item.4
Table 3.1 The Kiesling Matrix
	Level of excess capacity 	Transaction Costs 
	Low 	High, reducible 	High, fixed 
	Low	Consumables and nondurables: apples
	Moderate	Already shared	Marginally profitable	Not a commodity
	High	Already rented	Best value proposition	Personal (e.g., toothbrush)


The bottom right cell denotes items that are rarely used but for which transaction costs are prohibitive. Think of your toothbrush: You use it (if you are the dentist’s pet) three times a day, for a total of about 4 or 5 minutes per day. For the other 23 hours and 55 minutes, it sits unused. But it is cheap, so the opportunity cost is not that high. Thus, there is no incentive to figure out ways to share toothbrushes, and no one wants to share a toothbrush the way they are now constructed. Further, the transaction cost of an arrangement where someone could use your toothbrush when you are not using it is pretty high. Result: Excess capacity in toothbrushes is not commodified.
The whole top row is for private goods that are consumable or nondurable. An apple, for example: I have the apple, I eat the apple, it is gone. Or a cheeseburger, or pretty much any small, discrete food item. Or a paper tissue: I use the thing to blow my nose, and it is done. The transaction costs of sharing are irrelevant because the thing is so ephemeral.
Overall, things in the rightmost column are not even imagined as commodities in the first place once they are owned or used. The transaction costs of commoditizing are too high, or the rewards to changing our customs about use and sharing are too low. Of course, the only difference between the right column and the middle column is that someone has devised a way to reduce transactions costs. So things are not as static as they seem.
The bottom left cell is items with low transaction costs but with high excess capacity and opportunity cost. Very few people own cement trucks or well-drilling equipment. All sorts of construction equipment, or entertainment items like a champagne fountain for large parties and other items at “party equipment” rental shops, fit into this bottom left category.
The need to pay off a large borrowed purchase price makes the excess capacity associated with ownership risky. As Matt McLean, product manager at Volvo Construction Equipment, put it:
Ever since the economic downturn, we’ve clearly seen the rental industry grow. Contractors have been hesitant to make a purchase and, quite frankly, our culture as a whole has become more comfortable with the idea of renting versus buying – accepting a possible higher monthly payment for the gain of flexibility and risk mitigation … Aside from the obvious reason of financial flexibility in renting, one advantage is that you can select the exact machine size you need for the job at hand. With a purchase, you’re looking to own a machine that will work across a variety of jobs and be a best match most of the time, with the knowledge it won’t always be a perfect match for the job at hand. When renting, however, you’re able to select the exact size necessary, which can then allow you to control some costs because you’re not putting more power or fuel into a job that could be tackled by a smaller machine.
(ConExpoConAgg, 2017, pp. 1–2; emphasis added)

The change does not mean that everyone will rent, but the margin where renting is an attractive alternative has shifted rapidly as transaction costs have fallen. Liam Stannard of BigRentz said,
Ultimately it comes down to cost and convenience. If you’re using a piece of gear all the time and have the resources and means to store and maintain it effectively, purchasing will probably save you money over time. On the other hand, if you’re using the gear somewhat less frequently or don’t want to maintain equipment storage locations and hire both service technicians and delivery drivers, then renting can be a great option.
(ConExpoConAgg, 2017, p. 1)

The “sweet spot” for the explosion of growth in the economy of Tomorrow 3.0 is products that, and service providers who, have high excess capacity and value, but for whom current arrangements of ownership and use produce high-but-reducible transaction costs.
The reason that this is the sweet spot for new markets and new market institutions is that many of these items are not already thought of as commodities. For example, a construction firm that owns a backhoe pays for it twice: first in the purchase price and then in the costs of storage and maintenance. But a clever app can take advantage of that latent value just sitting around. In fact, it may be “sitting around” itself that has excess capacity. This cartoon by Tony Carrillo goes further than most of us would be willing to go, but it illustrates the commodification of excess capacity pretty well. There is some price, net of transactions costs, where you would rent out a seat on your couch.
Figure 3.1 The Sharing Economy – A Couch Too Far?


Unsurprisingly, two of the greatest successes in the new economy are high value, underutilized durable assets: cars and housing. All you have to do is reduce the transaction costs of renting transport or shelter, and the value that was locked up until now is set free (though it’s libre, not gratis). In this chapter, I will examine the nature of entrepreneurship, and then I will talk about how these two value propositions – transactions costs and excess capacity – create openings for entrepreneurs.



Entrepreneurship
In Chapter 2 I discussed the impacts of the first two great economic revolutions, the Neolithic and the Industrial. In each case, the changes came from a new way of organizing cooperation through specialization. But the extent of the gains from specialization were limited by the horizon of cooperation. After the Neolithic Revolution, the development of cities meant that cooperation was much cheaper within the walls or the political boundaries of what defined the area protected (or held captive) by political power. After the Industrial Revolution, the development of the technologies of production and exchange meant that the cooperation horizon was extended well beyond the city walls, and the logic of market exchange drove the creation of institutions for reducing transaction costs for trade between cities, moving across political boundaries.
In a dynamic sense, market activity feeds back to expand the cooperation horizon. Increased division of labor pried open and integrated markets that had been segregated by distance or trade barriers. Lower production costs “want” to be global, and the result was a fundamental transformation in the way that people lived and depended on each other.5
Of course, by talking about “the logic of markets” and “division of labor” I have taken a strangely bloodless and mechanical perspective. Where is the human agency, the animating force? Perhaps the best way to illustrate the answer is an old joke:
An entrepreneur and an economist are walking along a side street in Manhattan. The entrepreneur looks ahead, squints, and then says delightedly: “Well, I’ll be darned! It’s a $100 bill, right here in the street! Tell you what, I’ll split it with you.”
The economist shakes his head and tut-tuts: “No, I’m sorry. That’s impossible. In equilibrium there could never a $100 bill on the street. Someone would pick it up.”
The entrepreneur shrugs, and mutters, “Okay, suit yourself!” and pockets the bill.
The economist looks around, and then points at the ground and yells, triumphantly: “See! SEE! I told you! There is no $100 bill.”

The point is they are both right – in a sense. In equilibrium, there are no $100 bills lying around to be picked up. But that is because entrepreneurs are constantly “aware,” trying to see around corners that may represent new profit opportunities. Paradoxically, then, the reason that there are no $100 bills lying around is that entrepreneurs are always looking for $100 bills lying around, and they often find them and pick them up. Economists who then say “See? SEE?” are missing the most important animating force of capitalism.
In a way, everyone is an entrepreneur, and every day each of us corrects mistakes in the environment around us. If Alice walks into a dark room and turns on the light, then the room’s contents are rendered visible and so more valuable. If Alice fails to turn on the light, and trips over the trash bin, that would be a mistake.
Of course, if Alice turns on the light, she corrects a “mistake,” because now resources are more usefully employed. But she creates value only for herself. In this example, the problem is reduced to decision theory: Alice has some resources – the room, the light switch – and some tasks to perform. There is no social aspect to this problem: Robinson Crusoe, alone on his island, could all by himself, discover and correct “mistakes,” by moving water to irrigate crops and by using logs to build a shelter from the sun and rain. Crusoe was moving things around to create value for himself. That is an interesting problem, but it is not entrepreneurship.
Entrepreneurs must create value first for those who supply labor inputs and raw materials, paying more than the current owners value those inputs. Then the entrepreneur must also create value for those who buy the products or services they create, by selling for less than consumers value the output. If consumers willingly pay more than enough to cover all the costs of obtaining and assembling the inputs then we know that net value has been created for the society. “Profit” is the name of the reward we offer to entrepreneurs for creating value for others.6
The origin of the idea of entrepreneurship is contested.7 It appears to derive from the French verb entreprendre, meaning “to undertake.” One of the first clear statements using the modern meaning was by the economist Jean Baptiste Say:
An entrepreneur is an economic agent who unites all means of production- land of one, the labour of another and the capital of yet another and thus produces a product. By selling the product in the market he pays rent of land, wages to labour, interest on capital and what remains is his profit. He shifts economic resources out of an area of lower and into an area of higher productivity and greater yield.
(Say, 1855, Book I, Chapter 5, p. 80).

But this notion of simply buying low and selling high ignores the most important aspect of entrepreneurship: imagining an alternative future, creating something at the risk of destroying parts of the current reality. As Joseph Schumpeter put it: “Entrepreneurs are innovators who use a process of shattering the status quo of the existing products and services, to set up new products, new services.” Schumpeter (1942, p. 83) juxtaposed two paradoxical forces to describe entrepreneurship: “creative destruction.”
Israel Kirzner gives a classic description of the relation between profit, value, and entrepreneurship. You might say he explains why there are no $100 bills on the sidewalk: If prices for the same commodity differ widely, then entrepreneurs can arbitrage those differences.
The multiplicity of prices represented opportunities for pure entrepreneurial profit; that such multiplicity existed, means that many market participants (those who sold at the lower prices and those who bought at the higher prices) simply overlooked these opportunities. Since these opportunities were left unexploited, not because of unavailable needed resources, but because they were simply not noticed, we understand that, as time passes, the lure of available pure profits can be counted upon to alert at least some market participants to the existence of these opportunities.
(Kirzner, 1978; emphasis added)

Kirzner defined entrepreneurship as “awareness,” the constant searching for profit opportunities. But Kirzner conceived of errors much more broadly than the above passage would suggest. Rather than simply “correcting” errors in the price system, and ensuring prices for each commodity converge to a single price, entrepreneurs imagine alternative futures, new products, and different ways of organizing production.
As we discussed earlier, this distinction is central to the working of entrepreneurship. Steve Jobs did more than arbitrage price differences; he imagined new products. As Jobs put it, “In the end, for something this complicated, it’s really hard to design products by focus groups. A lot of times, people don’t know what they want until you show it to them.” (Reinhardt, 1998, p. 62). And Jobs was right because when he “showed them” an iPod, a solid-state device that stored digital music and could reproduce it at high quality over small ear buds, many people bought it.
Before that – the first iPod was introduced in 2001 – the Sony “Walkman” was a popular (and profitable) device that allowed people to move around or even exercise while listening to the radio or to cassette tapes. At one point, the Walkman captured more than 50 percent of the “mobile music” market. But then MP3 players were invented.8 None of the resources needed to be invented and of the digital processes for storing the music were not especially difficult or innovative. But the package of features, the features that made up the iPod and other products like it, was something new.
The problem is that the new creation destroyed the Walkman. Sony lost billions of dollars, laid off at least 10,000 workers, and closed two large production facilities. And in a way, this harm was actually intentional because Apple had specifically targeted Walkman, the then-dominant product, as the consumer electronic device they wanted the iPod to displace. But that is how creative destruction works.
Until now, entrepreneurship has generally taken the form of creating products, or new productions processes, or new systems for transporting products that people want to buy. Tomorrow may be different because for the first time entrepreneurs are turning their attention entirely to a function that until now has been seen as simple, even boring. Many of the entrepreneurs of Tomorrow 3.0 will be middlemen.




What Do Middlemen Sell?
So, maybe entrepreneurs are okay. But what about middlemen, the folks who really do just take advantage of price differences? We do not like middlemen. They seem like parasites, buying products and then reselling them at a higher price, but without improving the product along the way. If they make profits, surely they do not earn them. And in fact “cut out the middleman” is a maxim of economy and prudence.
That does not make sense to me. But perhaps I’m biased because my last name, “Munger,” comes from “monger,” a dealer or trader, often in illicit or smuggled goods. The word derives from old Saxon, where we find it as “mancgere.” Sharon Turner’s three-volume History of the Anglo-Saxons (1836) quotes from an eleventh-century psalter:
Mancgere:I say that I am useful to the king, and to ealdormen, and to the rich, and to all people. I ascend my ship with my merchandise, and sail over the sea-like places, and sell my things, and buy dear things which are not produced in this land, and I bring them to you here with great danger over the sea; and sometimes I suffer shipwreck, with the loss of all my things, scarcely escaping myself.

Interlocutor:What things do you bring to us?

M:Skins, silks, costly gems, and gold; various garments, pigment, wine, oil, ivory, and orichalcus,9 copper, and tin, silver, glass, and suchlike.

I:Will you sell your things here as you brought them here?

M:I will not, because what would my labour benefit me? I will sell them dearer here than I bought them there, that I may get some profit, to feed me, my wife, and children.

(pp. 115–116; original in MS. Tib. A 3)

The mancgere cheerfully grants that he does nothing to change or improve the product. All he does is sell reductions in transaction cost, and then sells the thing at the highest price he can get. It is true that he cynically chooses to specialize in precisely those products that people will pay the most for because then the difference between the price he pays and the price at which he can sell is largest. Is not the mancgere simply preying on people’s needs for goods, taking part of the surplus and providing nothing of real value himself?
Not really. Remember that from the perspective of consumers, all costs are “transaction costs.” A transaction can only take place if the buyer will pay more than production costs plus transaction costs. The potential profit to the middleman is the offer to pay minus the offer to sell. By definition, if that potential surplus does not exceed transaction costs then the transaction is impossible. It is likely, in fact, that no one considered the possibility that there is a potential surplus from sharing in the first place. Without the middleman, there would be no “skins, silks, costly gems” or other products available. Just like Steve Jobs said, consumers do not want new stuff, until you can actually show it to them. And then they just have to have it.
The middleman makes possible transactions that otherwise could not take place. Transportation, information, assurance of quality through brand name, and financial clearing services are all means of making possible transactions that otherwise would be blocked by transaction costs.10 Middlemen are crucial for making economies work. But they are becoming even more important because selling transaction cost reduction has gotten a lot more profitable.




The Middleman Economy
Suppose you walk through a neighborhood in New York City on a weekend in August. Or December. If you look up, you will see lots of dark windows. Apartments in very expensive neighborhoods are sometimes empty for a week or more, meaning that people are paying $600 or $1,000 per week to store dishes and furniture. But while these apartments are empty, the hotels are all full. Visitors have to stay far out of the city in New Jersey or Connecticut. If the people who want a place to stay could just find someone who has a place, or a room, a mutually beneficial exchange could be effected. But the transaction costs are prohibitive. It is hard to find a person you can trust, or to find a person who wants to pay rent for your apartment, or to find someone who has an apartment, or to arrange a price, or to safely and quickly arrange payment. Since the transaction costs are so high, no transactions take place.
Suppose you drive around the Financial District in Boston. If you stop at the corner of Devonshire and Milk Streets, you will notice that there are at least six enormous parking garages within two blocks. They are full, too, most days, with thousands of cars sitting there doing nothing. People pay for the car, and they pay for land to store the car. They use the car for about ninety minutes a day, and otherwise keep it in a kind of shrine, called a garage, at home or in an expensive part of downtown real estate, clogging space that could be used as a bike lane or a park or for apartments or something else.
The reason to emphasize these two types of transactions is that they are in the “sweet spot” of high excess capacity and high (but reducible) transaction costs. The reader will recognize the “sharing housing” example as the value proposition for Airbnb, and the “sharing transport” example as the value proposition for Uber or Lyft. These companies claim that they are not in (respectively) the hotel or the taxi business, but instead just operate software platforms that reduce the transaction costs of facilitating exchanges that were always possible, and always mutually beneficial, if the transaction costs problems could be solved.
The reason that Uber and Airbnb are such interesting examples is that they blur the line between owning and renting. I do not really want to own a car, I want convenient, safe, and reliable transportation services. I do not really want to own a house, I want a comfortable, anodyne, and attractive space to spend the night, or maybe a week, or five years. Renting is in many ways less expensive than owning, but people who own houses rarely rent them because of transaction costs.
To succeed, a middleman has to find a way to make money from – literally, to sell – reductions in the three key transaction costs: triangulation, transfer, and trust. To understand more concretely how these three work, let us return to the example of Uber. Uber started as a taxi company (its name, in 2009, was “UberCab”), but it is clear that Uber is actually a software company. Uber sells reductions in transaction costs.
Triangulation You can call an Uber very quickly, and both your location and your destination are handled by the software: You do not have to communicate with the driver, except through the software. Triangulation is much easier with Uber than if you have to call a taxi and get three calls from the driver who does not know the area and cannot find you.
Transfer The process of driving and paying is much easier with the Uber software. The driver does not need you to give directions because you have already provided your destination to the software, which the driver can then use to navigate while you think about something else. Of course, you may want to take a route different from that suggested by the software, but the software “sees” accidents and construction bottlenecks that you do not know about. So unless you have detailed local knowledge the transfer process is much better than the experience with a standard taxi company. Finally, after the ride is over, the driver is paid, and tipped, without you having to touch your wallet.
Trust With a standard taxi, all you can see is a small, fuzzy photo of the driver and the taxi number. You can complain about bad service, but it seems pointless. With Uber, you can take advantage of hundreds of other “pop-up” inspectors: other customers, people with accurate and up-to-date information, who leave ratings and who care about making sure other people do not have a bad experience. Further, you can see the name and license plate number of the driver, without writing it down because Uber stores it for you. You know the company has the driver’s personal and financial information.11
The interesting thing is that there is nothing very special about using the Uber software just for transport sharing. The combination of Uber software, universal 5G wireless service, and powerful mobile smart phones can perform the same magic in a variety of other delivery and service transport arenas. Physicians can make house calls in Kansas City, bearded hipsters can make artisanal pickles for delivery in Brooklyn, and private snow plows can be coordinated by neighborhood in rural states.12
Of course, some of the value created by middleman-sharing platforms is the result of ducking costly regulations and avoiding taxes.13 But that is not what is really creating value: The “middleman economy” makes its profits from selling reductions in transaction costs. Software affects the cost of services just as automation affects the cost of manufacturing. Once a platform is able to sell reductions in transaction costs, the original business model may be adapted to a variety of other activities that were unthinkable at the outset. Existing service providers may find their business models disrupted and their customers turning elsewhere, exactly like what happened to Sony and its Walkman.




Amazon vs. Uber
There are already examples of this process, but it is easy to miss their greater significance. One obvious instance is Amazon.com. Few remember now that Amazon was originally a bookstore, the bane of brick and mortar bookstores like Barnes and Noble, or Borders, which had in their own heydays been decried as causing the death of small, inefficient “Mom-and-Pop” bookstores. Amazon provided software that allowed customers to find almost any book instantly, to pay for it using an existing account, often with “one-click” selection, and immediately send it to an address established in advance on that same account. Then the book was transported quickly and cheaply, arriving in just a few days. Later, with “Prime,” it arrived in just two days, and eventually the same day.
The reason that Amazon is an important example of the Middleman/Sharing economy is not obvious until you recognize that there was nothing special about books; Amazon was primarily selling reductions in transaction costs. Amazon quickly expanded to a few, and then many, other products. The advantages of the reduction in transaction costs was so enormous that many sellers flocked to use Amazon’s software. That software became so valuable as a means of reducing transaction costs, in fact, that Amazon began selling it directly, under the name “Amazon Web Services” (AWS). There is even a dedicated “Amazon Web Services for Dummies” book (Golden, 2013) so that Amazon can reduce the transaction cost of learning how to purchase and use their software that reduces transaction costs! AWS is a universal hosting platform that matches buyers and sellers, in a way that looks like a proprietary website for the individual seller but is in fact just a generic service robot.
That may come as a surprise to you, so let us make something clear: You think Amazon sells stuff. They do not. They license software. The way they came to this was almost accidental. In an interview with Wired magazine, CEO Jeff Bezos put it this way:
Approximately nine years [in 2002] ago we were wasting a lot of time internally because, to do their jobs, our applications engineers had to have daily detailed conversations with our networking infrastructure engineers. Instead of having this fine-grained coordination about every detail, we wanted the data-center guys to give the apps guys a set of dependable tools, a reliable infrastructure that they could build products on top of.
The problem was obvious. We didn’t have that infrastructure. So we started building it for our own internal use. Then we realized, “Whoa, everybody who wants to build web-scale applications is going to need this.” We figured with a little bit of extra work we could make it available to everybody. We’re going to make it anyway – let’s sell it.
(Levy, 2011)

This is quite remarkable. It is true that Amazon originally thought of its business as selling stuff, first books and later a wide variety of other things. To be fair, Amazon is still selling a whole variety of other things, and they are building large robot-served factories to do it. But that is not where the value is. In fact, Amazon is (still) losing money as a physical seller of things.14
But Amazon quickly realized that its real value was in bringing together buyers and sellers, providing a mechanism for clearing transactions reliably and safely, and providing information on sellers that outsourced trust to buyers. Amazon just needed to supply the software and the servers. People who wanted to sell, and people who wanted to buy, would self-organize into complex communities on the platform.
In fact, for many apparently proprietary web sites, it is not obvious to the users that Amazon is operating anything at all.15 AWS is able to morph into what looks like bespoke firm web sites, reducing the transaction costs that would have prevented these companies from ever finding customers in the first place. Amazon is licensing access to AWS because software always has excess capacity. All you have to do is copy it and adapt it to the particular needs of a new customer.
To understand the middleman economy, one needs to recognize that the kind of disruption caused by Amazon is just the beginning. Remember, it turned out that there was nothing special about books. Likewise, there is nothing special about the transportation of human bodies; the Uber software is a new and extremely dangerous (to other middlemen) way to sell reduced transaction costs. Uber seems like a threat to taxi companies; it is actually a threat to Amazon. Instead of having to wait two days for your book, or your new alternator if you are working on your car, or a power drill if you are going to assemble an Ikea table, you will open Uber on your phone, and, select the product you want to rent. An Uber driver will deliver it, perhaps also taking a human passenger along the way. When you are finished you can have a different Uber driver pick up the mixer that you used to knead the bread, or the beautiful espresso machine you used after the dinner party last night. You do not have to drive, you do not have to handle money, and the rental fee is very small because the density of transactions spreads the cost of the rental item out over many renters.
Everyone has had the experience of making three trips to the hardware store to fix a faucet or a doorknob. And we all own things we would be happy to rent. The only reason we do own those things is transaction costs. New software platforms that reduce the costs of triangulation, transfer, and trust for one product or service can quickly be adapted to a variety of other products or services that none of us can foresee.16 What is important about the middleman revolution is that the “products” are the reduction in transaction cost that will commodify activities, services, and unused resources in ways that until now have never been observed, or even imagined.




Next?
In this chapter, I have tried to provide an overview of the “third economic revolution,” which takes the form of entrepreneurs designing software platforms that communicate over wireless connections through mobile smart phones. The “product” is the reduction in transaction costs, including triangulation, transfer, and trust. And that’s good. Consumers can get what they actually want – the stream of services of durable equipment at the time and place that they want it – without having to store and maintain the durable equipment that provides that service.
The disadvantage is obvious: There will be that far fewer durable items sold because there will be relatively few cars, power drills, or sausage grinders needed at any one time, though all of them will be in use constantly. This means that the tools and products that are manufactured will be used up more quickly, of course. But that will likely lead to a focus on products that are much more durable, designed for the commercial rental market rather than the retail ownership market. Products will be built to better quality and durability standards because companies or individuals who will specialize in ownership will be willing to pay higher prices for products they can rent for longer periods.
Of course, the story told here misses many important elaborations or likely adaptations to reduced transaction costs. For one thing, the cheapest direction for short-term use of things may turn out not to be durables but 3-D printing, especially in remote areas. Being able to “rent” a particular form of malleable material, and then reform it into something else, would be a very different model. Even if the material itself is very expensive, I would only need to print my tool or implement, use it, and then take it back to recycle the material. But the premise is the same: I do not need to own the thing, I only need to use the thing for a little while.
Less radically, the “peer-to-peer” era of sharing I have talked about may be temporary, if transaction costs fall far enough. There is some evidence of this happening already, especially in the market for lodging. Several cities, including Reykjavik, Iceland, have found that regulations – controlling the use of apartments for AirBnb or other short-rental rental sublet facilitators – were needed to stem a drastic shrinkage in the longer-term rental market. To the “seller,” the economic logic is compelling: you may only get $1,500 per month for a renter with an annual lease. But suppose you can get $150 per night for a short vacation rental, and you can average twenty nights rented per month. That is $3,000 per month. Of course, until now that second option of many, short-term rentals was blocked by transaction costs. Now, however, it is easily done.17 There is some evidence that people are buying up entire buildings, giving the current tenants non-renewal notices at the end of their leases, and then converting all those units (in effect) to hotels, with Airbnb operating the front desk and reservations line.18
Regardless, whether the sharing is peer-to-peer or a hierarchical and specialized ownership-rental arrangement, what all that means is that far fewer people will be employed in manufacturing these items, and jobs will be lost. It seems likely that this bug is actually a feature, of course. Or better, an example of Bastiat’s “broken window” fallacy.19 The “lost” jobs are in fact just expenses not incurred, as it becomes possible to acquire the services of items over time and then return them so that someone else can use them. It is clearly true that the transformation will be disruptive, as each of the previous great revolutions disrupted patterns of exchange and civic organization. Like those other revolutions, the result may be an initial decline in quality of life as the costs of transition are paid. But the real bottom line is that, like it or not, the change is coming. The logic of markets selling reduced transaction costs to commodify excess capacity is irresistible.


1 According to Felson and Spaeth (1978, p. 614), “collaborative consumption” can be described as: “those events in which one or more persons consume economic goods or services in the process of engaging in joint activities with one or more others.”’ For example, drinking beer with friends, eating meals with relatives, driving to visit someone, or using a washing machine for family laundry are all acts of collaborative consumption.

2 The distinction between “wifi” (originally, in 1999, short for “wireless fidelity,” though no one ever actually called it that) and NG, where the “N” is the number of the “generation” (2G is second generation; 4G is fourth generation) is likely to be blurred. But at this point the distinction still matters. 4G is slower, much more widely available, and can be expensive for large amounts of data. Wifi is very fast but restricted in availability because it is usually tied to a particular modem or antenna, e.g., in coffee shop or hotel, if you are travelling. The next – fifth – generation of cell phone internet connections should be widely available by 2020. The 5G standard requires “most” of the following (GSMA Intelligence, 2014):
	One to 10 Gbps connections to end points in the field

	One millisecond end-to-end round-trip delay

	1000× bandwidth per unit area

	10× to 100× number of connected devices

	(Perception of) 99.999 percent availability

	(Perception of) 100 percent coverage

	90 percent reduction in network energy usage

	Up to ten-year battery life for low power, machine-type devices



3 For example, the spread of automatic teller machines, or “ATMs,” seems likely to have reduced the number of humans working for banks. Except that the number of humans working for banks, in branches and otherwise, has actually increased rather sharply (Pethokoukis, 2016). The point is that the general effects of a particular innovation are very difficult to forecast. The one thing we can forecast is that costs will continue to be driven down by competition.

4 The movement of the relevant margin between renting and owning has been described by a number of authors. One clear presentation is that of Horton and Zeckhauser (2016), who developed a model of the ability to “share” peer to peer rather than own/rent in a hierarchy. As they note:
In traditional rental markets, owners hold assets to rent them out. In recent years, technology startup firms have created a new kind of rental market, in which owners sometimes use their assets for personal consumption and sometimes rent them out. Such markets are referred to as peer-to-peer or “sharing economy” markets. To be sure, some renting by consumer-owners has long existed, but it was largely confined to expensive, infrequently used goods, such as vacation homes and pleasure boats, usually with longer duration rental periods. More often, consumer-owner goods were shared among family and friends, commonly without explicit payment. In contrast, these peer-to-peer (P2P) rental markets are open markets, and the good is “shared” in exchange for payment.
(p. 1)


5 One should be careful, though. It is wrong to say that markets have nothing to do with morals. In fact, moral action is both an advantage and possibly a precondition for markets even to function. Adam Smith’s argument in Theory of Moral Sentiments was based on conjecture, but much of the work done since (for a review, see Zak, 2011) has corroborated Smith’s basic intuition.

6 As I discussed in Chapter 2, it is problematic simply to assume that market exchanges are voluntary, or at least that they are “truly voluntary” (Munger, 2011; Guzman and Munger, 2013). But for those who believe that all market exchange is inherently exploitative, the question of market entrepreneurship is not likely to be very interesting.

7 The debate is not about when the word was first used, but rather when it was first used to mean what modern economists intend by the word. The first use was apparently in the French Dictionnaire Universel de Commerce by Jacques des Bruslons in 1723. But the first “correct” use may have been either Jean Baptiste Say or John Stuart Mill.

8 MP3 is short for MPEG 3, an abbreviation for “Motion Picture Expter Group” codings. Codings are a means of reducing the amount of information (bits of stored digital information) to encode a song without losing quality. MP3 is not the only format in which music is stored, but it has become a generic name for the subject, as soft drinks might be referred to as “coke.” The first working prototype of such a player was the “IXI” created (but never produced commercially) by British scientist Kane Kramer in 1979. The first patents for MP3 encodings were issued in the US in the late 1980s and the early 1990s. The first commercially viable MP3 players went on sale in the late 1990s, and by 1999 they were relatively common in stores. The first iPods from Apple were released in January 2001; by the end of 2002, 600,000 had been sold, at prices exceeding $400 in nominal terms.

9 “Orichalcus” refers to brass.

10 The literature on “transaction costs” is large. Key contributions include Coase (1937; 1960), Demsetz (1966; 1969), North (1981; 1990), and Williamson (1975; 1985).

11 Some people argue that Uber’s (and Lyft’s) safety and background checks are insufficient, and that this cheating is how they make money. But Feeney (2015) gives a detailed assessment of ridesharing safety and driver reliability. While there are some problems, he claims that they are likely to be less severe than the problems taxi drivers cause.

12 The snow plow model is particularly interesting. It works like an “Uber Pool,” which requires a group of people at some place (e.g., airport) or event (e.g., football game, concert) to cooperate and find each other. Except the software does the coordination for them. In the case of snow plows, a certain number of people must commit to paying to having the road cleared. In many cases the fact that some people “free ride” is inframarginal: If even five or six people will pay $50 to have a road cleared, it pays for the snowplow driver to provide the service. And neighborhoods can organize in advance, obtaining commitments from people they see on the street every day. Usually the problem of getting your road plowed is just transaction costs: There is plenty of demand for the service, but coordinating the bids and purchase is so difficult the service is not provided. Byrne (2016) discusses some of the incumbents in this new area, including www.plowzandmowz.com/.

13 Koopman (2015) reviews some of the arguments for how the Middleman/Sharing economy is simply a means of avoiding taxes and regulation.

14 Amazon’s annual reports make it clear that the software and cloud business components of the company are where all the profits are coming from. As Richman (2016) put it:
Imagine this scenario: Amazon posts a $286 million operating loss for the third quarter, its sixth losing quarter in 2.5 years. Frustrated investors call for CEO Jeff Bezos’s head and punish the company’s stock. Amazon defends its long-term strategy but acknowledges that it is still investing significantly to expand its business, sacrificing short-term profits. It might sound far-fetched, but that could have been the reality – if not for Amazon Web Services.

Amazon’s physical sale of goods has never made a profit, and in fact is losing a ton of money every quarter. But the sale of reductions of transaction costs is doing quite nicely. Software eats the world.

15 This is not easy to understand, and in fact many people have misunderstood, and continue to be confused. Hof (2016) gives a useful overview of the history and current dynamism of AWS. One example of this dynamism that may be familiar to fans of Major League Baseball is the participation by AWS in “StatCast,” the ubiquitous analytical tool casually discussed by color commentators covering baseball games. But the reason AWS is able to provide StatCast is that they can reduce the costs of access to information to the point where it is nearly free.

16 Schneider (2017) provides an account of Uber as a “disruptive innovation.”

17 An interesting example is described by Kristen Brown (2016):
One Airbnb host in Reykjavik told me that converting a rental unit he owned had provided him and his wife with income to save for retirement – something he could never afford to do renting the property out annually.
“We make maybe two to four times the money depending on the time of the year,” said Heimer Fridriksdottir, who owns one Airbnb unit and is a janitor. “If it’s our apartment, it should be up to us who we rent it to. The city should just build more apartments.”


18 For recent models of the peer-to-peer market and some regulatory dimensions, see Akbara and Tracognab (2018), Einav et al. (2015) and Horton and Zeckhauser (2016).

19 The “broken window” fallacy derives from Bastiat’s (1848) observation that making things cheaper appears to cost jobs, while destruction (such as a broken window) creates jobs. but the problem is the difference between the “seen” (the glazier making and installing the window) and the “unseen” (the other uses that would have been made of the resources). Having much cheaper products and less storage needs will have real benefits, though the specifics are often unseen.





4 The Answer Is “Transaction Costs” – Uber Sells Triangulation, Transfer, and Trust

“Disruption” describes a process whereby a smaller company with fewer resources is able to successfully challenge established incumbent businesses. Specifically, as incumbents focus on improving their products and services for their most demanding (and usually most profitable) customers, they exceed the needs of some segments and ignore the needs of others. Entrants that prove disruptive begin by successfully targeting those overlooked segments, gaining a foothold by delivering more-suitable functionality – frequently at a lower price. Incumbents, chasing higher profitability in more-demanding segments, tend not to respond vigorously. Entrants then move upmarket, delivering the performance that incumbents’ mainstream customers require, while preserving the advantages that drove their early success. When mainstream customers start adopting the entrants’ offerings in volume, disruption has occurred.
Christensen et al., “What Is Disruptive Innovation?”

Until now, throughout the Neolithic and Industrial Revolutions, disruption has taken the form of making new stuff, better stuff, or being able to deliver stuff to new places. And transaction cost has played an important but subsidiary role in this process. Several Nobel Prize winners in economics, including Ronald Coase and Douglass North, worked on understanding transaction costs. It happens that Doug North was one of my dissertation advisers in grad school. At my thesis defense, Doug asked a question. It seemed complicated, and I’m an economist, so I went to the board and wrote some equations to stall. Finally, (mercifully) Doug interrupted. Waving his hand slowly, as if to a not-very-bright child, he said, “Michael, the answer is … transaction costs!”
It took me several years to realize, and more than a decade fully to understand, that for Doug North it did not really matter what the question was. The answer always starts with “transaction costs.” The reason it took me so long to fully understand this perspective is that – unexpectedly, if your focus is on traditional economics – Doug was right.



Stuff Is in the Wrong Place: Ronald Coase and Exchange
All over the world, “stuff” is in the wrong place. That’s why people exchange: I want something you have more than you want it, and you want something I have more than I want it. If we exchange, we’ll both be better off, even though there is no more stuff than before. Why is stuff in the wrong place? The answer is “transaction costs.”
I rent a large (10’ × 20’) storage unit, and I pay nearly $200 per month rental. In that storage unit, there is – among many other things – an almost-new outboard motor. No boat; just a motor. That motor is worth $1,000, which is quite a bit of money. But I spend $1,200 every year just to store it. Why?
By now you know the answer: transaction costs. Or, to put it another way, organizing exchange is expensive. The father of “transaction costs economics,” Ronald Coase, began his life as an economist because he was puzzled. The question that puzzled him seems obvious, but once you start to think about it the way Coase thought, it changes everything. In an interview, Coase put it this way:
We were discussing the way that businesses were controlled, and their plans were made, and all that sort of thing. On the other hand, [professors] told us all about the “invisible hand,” and how the pricing system worked itself, and you didn’t need any plans and so forth. It seems quite natural to me now, though it doesn’t seem to have bothered many other people: [H]ere you had these two systems operating simultaneously. One, within the firm, a little planned society, and on the other hand relations between firms conducted through the market. And yet, according to the way people looked at it, the whole thing could have been done through the market.
(Coase, 2002)

Economists always go on and on about the price system and its magic. But it markets and prices are so great, why are there firms? But then, if firms are so great, why is there not just one big firm?
Coase’s answer is now standard in economics: Firms will expand or shrink until the cost of “making” equals the cost of “buying.” Of course, this is not true on every margin: Very few company cafeterias grow their own wheat, but the Carnegie Corporation purchased mines to ensure that it had reliable access to the iron and coal it needed to make steel. Interestingly, Krause (1992, p. 173) describes a situation where Andrew Carnegie misjudged the correct “make-or-buy” margin, purchasing some ovens near Larimer in east Pittsburgh to guarantee access to coke for the steel: “By the 1880s, it was costing Carnegie more to operate [the coke ovens] than to buy all his coke from an independent source. It was an unacceptable situation.” So Carnegie sold off the ovens and bought his coke on the open market. The firm shrank because of a change in transactions costs as production became more standardized and reliable. Changes in transaction costs will often affect the boundary between make or buy, and the size of firms will change – perhaps quickly – as innovations in transaction costs management become available.
Interestingly, the Coasian analysis applies equally well to what seems like a very different question: Why do we own things, rather than rent? As you know well by know, I am claiming that the answer is transaction costs. But the ways that transaction costs – triangulation, transfer, and trust – are costly tells us a lot about the problem. It involves time.




Transaction Costs – and Time
In Chapter 3, I mentioned the fact that many people own power drills, but rarely use them. Why would this be true? The answer is “transaction costs”: It is cheaper, even with the costs of having money tied up in the drill, and having to store the drill, to own rather than to rent. Because renting is extremely inconvenient.
What this illustrates is that the notion of “transaction costs” cannot be defined precisely because costs depend on the particular circumstances of time and place for that commodity and that transaction. It is tempting to define transaction costs as all the costs of completing a transaction other than the costs of producing the good or service being sold, but even that would be a mistake. The notion of separating the good itself from the way that it is produced or sold requires ownership, but all most people want is the service the durable good can provide.1 Again, from the perspective of the buyer, all costs are transaction costs. I do not care whether the reason the product is “expensive” is that it is expensive to produce or that I have to stand in line a long time to arrange to use it. Those are both costs that the consumer figures into his or her decision.
Some observers (see, for example, Cairncross, 1999) have focused on the importance of improved communications technologies and network economies in communications devices. But computers and smart phones are just the platforms on which the actual cost reductions, and the rapid expansion of transaction density, depend. Being able to consummate complex transactions without fear of fraud or robbery is more than a change in “communications”; it is a reduction in the cost and risk of renting or sharing services in ways that have never before been possible.
Likewise with the crowdsourcing of trust: It is not just information that is now being more cheaply transmitted. The software platforms of the future generate new information, specific trust-enforcing mechanisms in the form of reviews or surveys, where before there was no reliable metric other than word-of-mouth reputation. Crediting communications technology with embodying everything important about the transaction cost revolution is as misleading as crediting electricity for innovations in personal computing. The communication technology is necessary – but not sufficient – without entrepreneurs who could realize the potential of that technology.




Middlemen as Brokers and Sellers of Connections
The middleman sells reductions in transactions costs, at a price much less than the transactions costs being replaced. This in turn makes possible transactions that otherwise would never happen. Transportation, information, assurance of quality through brand name, financial clearing services – all of these are means of making possible transactions that otherwise would be blocked by transaction costs. Companies that specialize in renting complicated commodities, such as cars, have figured out ways to reduce the transaction costs dramatically, both those faced by consumers and those faced by the company.
It happens that the author is a “member” of a particular auto rental software platform; it does not matter which, so let’s call it “Entavertz.”2 This means that when I exit an airplane my phone buzzes immediately. Software has sent me a text, with the exact location (say, “Slot C18”) of “my” rental car. Of course, it is not really mine, because I am renting it. But that’s the point: It’s the car that I want, or rather the car I would want if I had to think about it. My preferences for auto type, identification, insurance, gas option, return date, and payment are all already known by the software. All I have to do is walk directly to the car I want to rent, which has my name on the electronic screen above it and the keys waiting inside. The only actual person I see is the guard who checks IDs at the exit gate. All of the other aspects of the transaction are handled behind the scenes, and (from my perspective) instantaneously, by software.
All this discussion of renting cars harkens back to the earlier point: Why do we rent some things (cars) but buy others (power drills)? I do not really want to own a car; I want convenient, safe, and reliable transportation services. I do not really want a drill; I want a hole in this wall, now, right here. The difference is that someone has figured out a profitable way to sell reductions in transaction costs for renting cars but not power drills (yet).
To succeed in the new economy, entrepreneurs must find ways to sell reductions in transaction costs, somehow licensing or otherwise capturing part of the value of all those newly enabled transactions. When I give versions of my academic lectures on the Middleman/Sharing economy, I always start with my argument that the answer to every question is “transaction costs,” just like Douglass North said. But then I continue the lecture, and after a few minutes I ask if anyone hitchhiked today to get to the lecture. People look at me as if I’m crazy; “nobody hitchhikes nowadays,” their faces seem to be saying.
So, I’ll call on someone. I always call on a young lady, someone sitting near the front of the lecture hall. The reaction is always the same: “No! No, I didn’t hitchhike.”
I ask, “Why not? Why don’t you hitchhike?”
How quickly they forget. The answer is usually something like, “It’s creepy!” or “It’s too dangerous.” But the answer to this question, like almost every other important question in explaining economic decisions, is “transaction costs.”
Of course, this little routine only works if I try it in the United States. In Europe, or Asia, or Africa, or Australia, nearly half of the young people in the lecture hall would raise their hands when I asked if any of them hitchhike. Because they all know about BlaBlaCar.




Ride-Sharing
There is no better way to tell the story of the origins of “ride-sharing” than to quote from the BlaBlaCar “Home” webpage:
BlaBlaCar was born one Christmas, when founder Frédéric Mazzella, a student at Stanford, wanted to get home to his family in the French countryside. He had no car. The trains were full. The roads, too, were full of people driving home, alone in their car. It occurred to him that he should try and find one of the drivers going his way and offer to share petrol costs in exchange for use of an empty seat. He thought he could do it online, but no such site existed … The adventure had begun!
Fred had imagined a new transport network built on people, that could bring efficiency to road transport, solve congestion problems, make travel affordable and social. With a background in scientific research (he studied physics and later worked at NASA) he saw the full potential of a peer-to-peer transport network, and the huge environmental and economic benefits of enabling a more efficient use of existing resources.
(www.blablacar.co.uk/about-us/the-blablacar-story)

Unlike many of the other forms of software platforms, BlaBlaCar is pure sharing. The software provides information about the location of someone who wants a ride and the destination of someone who has an extra seat in their car or truck. Even after the BlaBlaCar company takes its payment, the driver spends less on a trip he was taking anyway, and the passenger spends less than the cost of a train or driving or any other means of transport available. The result is a pure efficiency gain, with close to zero marginal cost to the system, but benefits to all three participants.
Charmingly, the name of the software platform comes from a parameter that is matched for customers – “Chattiness.” If you prefer a quiet ride, and drive, then “bla” riders can be matched with “bla” drivers. But if you cannot keep quiet, and love to talk the whole trip, you can select “bla-bla-bla” (or “Won’t shut up!”) and both passenger and driver can chatter the whole way. The name of the company selects the middle setting, “bla-bla” (which the British version characterizes as “Enjoys a natter”) as the way to represent the service overall.
The success of BlaBlaCar shows the truth of Steve Jobs’ claim (from Chapter 3) that “A lot of times, people don’t know what they want until you show it to them.” But that’s exactly what BlaBlaCar has proved. As McGauley and Cole (2016) noted:
At first, the prospect of an app that basically makes it easier to hitchhike seems absurd. This is something no one is asking for, right? But here’s the rub: the app is already a huge hit… in Europe. It’s called BlaBlaCar, and it matches up passengers who need long-distance rides with drivers who are already headed that way.
(p. 1)

As of this writing, BlaBlaCar has well over 25 million “members,” in twenty-two countries. At least 10 million trips are arranged per quarter, and of course each “trip” requires at least two members, driver and passenger. In fact, the average car occupancy is 2.8 in a BlaBlaCar ride, compared to 1.6 to 1.8 (depending on the country) for car trips in general. BlaBlaCar estimates a reduction of CO2 emissions on the order of more than 1 million tons per year, but of course that assumes that all riders would have taken their own trip solo, rather than take a train or simply not travel, if the service were not available.
Lots of people wonder why BlaBlaCar has not entered the US market. It appears that the answer is the lack of mass transit in US cities makes pure city-to-city travel less valuable, because the rider has to take a taxi or Uber at the other end anyway. There are some small scale but similar apps, such as Zimride, WeFlok, Rdvouz, or Poparide, but BlaBlaCar itself has not yet tackled the potentially enormous US market.
Notice the recurrent theme here: BlaBlaCar does not sell rides, or transportation, or anything remotely like a physical service. What BlaBlaCar sells is a reduction in transaction cost. When Frédéric Mazzella needed a ride, and noticed that there were hundreds of cars and trucks on the highway with empty seats, he had a transaction cost problem, or rather three problems.
Triangulation The passenger and the driver needed to find each other. They needed information about where the passenger was located, where the passenger wanted to go, and where the driver was headed. They needed to arrange a time and location for the pick-up, and that time and location had to be convenient for both (not far from the passenger, and on the route the driver was going to be traveling anyway).
Transfer The software must organize the transaction in a way that is nearly costless. Having both the passenger and the driver use smartphones means that there are three aspects of transfer that are much cheaper than with having to deal with a physical transaction. First, the phones have GPS, so they “know” where they are and where the other phone is. Second, if there is a mix-up, or a problem with location, they can call or text each other. Finally, the payment can be negotiated by the software (based on a standard formula), and then actually transferred from one account to another wirelessly, without having to handle cash, make change, or haggle.
Trust Trust, or the “creepiness” factor, is the primary reason why hitchhiking is so rare in the United States. Traditionally, the triangulation problem was solved by standing by the road with a thumb up, announcing the desire for a ride. And transfer was solved by having the rider stand on an entry ramp or by the side of the road in the direction of the desired destination. Those are not great solutions, but they worked well enough that hitchhiking was once fairly common, reasonably efficient, and very cheap as a way of traveling.
As Steve Levitt put it, on the Freakanomics radio show:
Hitchhiking is a classic example of what an economist would call a matching market where there’s a person who wants a ride, and there’s a person who’s willing to give a ride, and there’s actually usually typically no money changes hands, so somehow there are people getting benefit on both sides of the transaction. The fifties, the sixties, maybe even the seventies, there was some sort of equilibrium in which there was a set of people who wanted to hitchhike, and there was a set of people who were willing to pick them up. And somehow that equilibrium got destroyed. So the question is what happened to the equilibrium?
(http://freakonomics.com/2011/10/10/where-have-all-the-hitchhikers-gone-full-transcript/)

The answer is actually not clear. There was the “bad hitchhiker” in fiction, as in the movie Texas Chainsaw Massacre. There was the “rapist driver” in reality, as in the bizarre case of Colleen Stan, imprisoned and tortured from 1977 to 1984. But in terms of actual probabilities, there is little evidence that hitchhiking became much more dangerous.
But “trust,” or the lack of it, clearly increased the perceived transaction costs of hitchhiking, which became much less frequent. Instead of trying to hitchhike, travelers used other systems. And instead of picking up hitchhikers, drivers rode alone.
Software can “crowdsource” trust. The software itself does not provide the information; what happens is that many people independently record their experiences and perceptions, and what emerges is a powerful – and valuable – signal about reliability. Older people seem to want regulation, or some tangible source of trust, but younger people are used to relying on crowdsourcing. If you are in a strange city and you are looking for a restaurant, you do not ask the hotel concierge (who is likely to recommend a restaurant that bribed him), and you do not look at the local Health Department ratings. Young people use Yelp, or some similar software program that sells reductions in transaction costs. Negative reviews are quite damaging but informative.
The system is not perfect, but it is quite good. The key point is that BlaBlaCar, and other systems such as Uber and Airbnb, depend on their ability to crowdsource trust. The stakes are much higher than choosing a restaurant, of course, but the system still works. Remember: the software records the identity and financial information of all parties, and it provides a time-stamped record of all their interactions leading up to the actual transaction. It is certainly possible to fabricate an identity, but then it is possible to fake an employment record and work for a taxi company or a hotel. Customers, whether driver or passenger, know much more about their counterparts using BlaBlaCar than in the analogous situation of a shuttle or taxi driver.
Mazzella, founder of BlaBlaCar, recently created a whimsical character called “Trustman” (www.betrustman.com/). More formally, the crowdsourced trust solution is based on the D.R.E.A.M.S framework: “Declared, Rated, Engaged, Activity-Based, Moderated, Social, networks for trust.” Mazzella calls it “collaborative consumption,” and that’s really a key insight. According to the Trustman web site:
Today, we read and write reviews and ratings about just about everything: holiday destinations, restaurants, consumer goods, even people. And we trust these peer reviews: [R]ecent studies show that 75 percent of people trust them, against only 45 percent who trust advertising. These online ratings record trust and make it publicly available to everybody across the globe, at any and all times. The result is that the radius of trust has been radically enlarged to include everyone online. It’s what is enabling fast-growing sharing economy (a.k.a collaborative consumption) businesses like Airbnb and BlaBlaCar. Thanks to online profiles, we are now free to share or rent essential resources like cars or accommodation, to swap items, houses and skills, to crowdfund and crowdsource, to massively collaborate … all of which not only saves us money and time but actually makes all our lives richer.

Now that we have considered a variety of examples superficially, it is useful to consider one example in depth. One of the best examples, partly because it is so controversial, is the ride-sharing service Uber.




Uber: Hero, Villain, Avatar
One of the clearest, and most vilified, examples of the middleman economy is Uber. We talked about Uber earlier: If I have a car, and a few minutes, and you need a ride, we should be able to make a deal that benefits both of us. But we cannot, because transaction costs are too high. For a very long time, the solution has been a specialized service provider, the hackney carriage, jitney, or taxi. The problem of needing a ride is generic, and ancient. But taxis are expensive, sometimes difficult to find or contract with, may be dirty, and may have drivers who are abusive, and drive aggressively. The costs to the consumer are the sum of the costs of waiting, the inconvenience of having to give directions, of having to pay, and the terror of being driven in a hurtling missile whose operator is hanging out the window screaming at other operators doing the same thing. So when someone says “Taxis cost too much,” they may not mean just monetary costs.
To be fair, it is no picnic driving a taxi, either. The work involves long hours, often spent waiting or driving around without a fare, and passengers are often abusive. Worse, some “passengers” turn out to be robbers or thugs; drivers are exposed because they sit in the front with the customer behind them, mostly out of sight. In 2000, the federal Occupational Safety and Health Administration (OSHA 2000) issued a report that cataloged the many dangers of driving a cab, ranging from exposure to assault to physical problems. As driver advocate James Szekely put it:
I ask people if they would spend a day picking up total strangers and taking them wherever they wanted to go. They tell me, “No, that’s dangerous, that’s insane, you’d have to be on drugs!” But somebody got to do it – we can’t all be doctors or lawyers. We’re called service workers, and we deserve protection.
(Quoted in Kloberdanz, 2014)

Almost everyone has a story. Here’s mine: My older son lives on New York’s Lower East Side. When we visited, we always took a yellow taxi from La Guardia airport. One visit, a few years ago, we told our taxi driver the address, and he nodded. Off we went … heading north, to the Kennedy bridge. That’s a very long way to go. The driver pretended not to speak English and managed to do a loop up around Columbia University, far off the best route. I protested, but the driver just shouted at me and my wife in a language I did not recognize.
When we finally got to our son’s apartment, after ninety minutes of aggressive driving and being rocked around, I asked if I could pay with a credit card. The driver immediately learned some English, and said, “Of course, I help!” He hopped in the back seat, took my card, ran it through the slot and then quickly gave himself a 50 percent tip. I objected, but he said, “Look, I wait long at airport, okay? Have nice day.” He got back in his seat, and popped the trunk lid, waiting for us to get our own luggage out of the trunk.
I could not give the driver a bad review (just as drivers cannot give obnoxious passengers bad reviews). And even putting aside problems with obnoxious or unscrupulous drivers, it can be very difficult to find a taxi, in cities such as New York, San Francisco, or Paris. Once, after waiting at a taxi stand for forty minutes in Paris, we decided just to take the Metro, even though it meant walking half a mile in the rain at both ends of the trip. That beats having to wait an indeterminate time in the rain.3
That’s really the story of Uber. Taxis cost too much. For both passengers and drivers.





Uber: The Creation Story
Like most creation stories, the tale of Uber has an air of myth. But the central fact is that restrictions on availability, and the cost of employing drivers full time, made taxis in the San Francisco and Silicon Valley area both expensive and ridiculously inconvenient. It reminds me of the old line about restaurants, adapted to cabs: “The price is way too high, but at least you can never find one!”4
One version of Uber’s creation myth is given by Travis Kalanick (2010). Kalanick claims that he and Garrett Camp, while attending a “LeWeb” conference in snowy Paris in 2008, stayed up most of the night (as they often did, having fairly recently sold their own web start-ups, StumpleUpon for Camp and Red Swoosh for Kalanick) “jamming” on ideas for a new venture. They kept coming back to how terrible taxis were as a way of getting around, particularly in San Francisco. As Kalanick (2010) put it, “getting stranded on the streets of San Francisco is familiar territory” for those who live there.
The original idea –remember, these guys were really rich, and busy– was a kind of limo timeshare, selling the use of a few hours of a driver, a $140,000 Mercedes S-class, and a parking spot in a nearby garage. They laughed at the idea that they could write an iPhone app that would sell pieces of this service on demand whenever the driver was on duty.
Of course, they quickly figured out that the way to create value was not in buying the car/driver/garage combination and selling pieces of it. The big innovation was the software platform that would allow people to “sell,” and others to “buy,” pieces of cars that were owned by regular folks. Still, they expected that the business would be “low-tech, mostly operational.” They began a “test run” in New York City in January 2010 around SOHO/Union Square, and worked on making the system efficient and less buggy. They had to make up almost everything from scratch, since the model they were trying to replace – subvert, actually – used fixed pricing, physical maps, line-of-sight hailing, company-owned cars, and analog phones. To switch to a software-operated, GPS-based, automatic charge processing, and dynamic pricing system with “volunteer” drivers supplying their own cars was a massive conceptual reinventing.
The team (with Camp taking a smaller role but new recruit Ryan Graves stepping in) scheduled a limited launch in San Francisco for May 31, 2010, with a full live launch in July. By the end of 2010, just seven months later, hundreds of drivers had signed up and thousands of passengers had paid for rides. In 2011 Uber expanded to many US cities, and in 2012 it began a limited extension to other countries, beginning with France and the UK.
In 2013 Uber launched in South Africa and India; in 2014 international expansion began in earnest, with more cities and new service in China, Nigeria, and other countries. By January 2018 Uber was operating in nearly 1,000 cities in more than 80 countries worldwide, with more than 1.50 million rides each day. The total number of drivers is hard to specify, since the very nature of Uber is part time and voluntary for many drivers, rather than full time and compulsory for people with jobs. But it is safe to say that there are 500,000 Uber drivers in the United States and well over two million worldwide.






Uber Is Not a Taxi Company
The Uber software reduces the transaction costs of triangulation, transfer, and trust in local transportation, but there is no reason to expect that “taxi” function to be primary for long. There are many other kinds of goods and services for which the particular combination of location, connection, payment, and reputation that Uber provides will prove valuable.
In fact, that’s already happening. Here are some of the activities into which Uber has expanded:
	UberHop: Something like a bus service. People going in a direction can catch a ride, but can get on and then get off as part of the ride. In Seattle, for example, a driver can move along one of 14 fixed routes in a van, picking up passengers and letting them.

	UberCommute: Something like organized hitchhiking. If someone is driving on a route anyway, traveling to work, that driver can pick up and drop off other travelers or commuters who are going the same way at the same time, for a fee.

	UberRush: In effect, this works exactly like regular Uber, but what is being delivered is products instead of human travelers. It is much faster than other delivery services, and the software makes the door-to-door delivery much easier on both ends.

	UberBoat: Water taxis. Lots of people have boats, and regular water taxis are very expensive in places such as Venice or Istanbul. But with Uber …

	UberFresh/UberEats: Food delivery, either from grocery stores or from restaurants. Delivery is a losing proposition for most groceries and restaurants because they do not do enough volume. But with the Uber software to handle the connection and payment, lots of people are happy to pay for convenient delivery, allows groceries and restaurants to focus on their own core businesses.

	Washio: Dry-cleaning and laundry. Again, the advantage is partly in the ability to call a driver, but it is also convenient to have the payment handled seamlessly.


So let’s summarize: Uber is a software platform. Uber the company sells reductions in transaction costs, making possible a wide variety of transactions that otherwise would not take place. We have never noticed the transactions that do not take place because it is hard to imagine a world where people can make money by selling reductions in transaction costs.
But that is precisely the world of Tomorrow 3.0: Things that until now have been liabilities can become assets. If you have a bike, but you are leaving college for the summer, you’ll need to pay to have it stored. Unless … you can find someone who wants to rent it. Instead of you paying someone to keep the bike, denying its use to the world, you share the bike and make money instead of paying money. That’s “SpinLister.”
Or, suppose you have to be out of town for three days, and you are thinking of putting your dog in a kennel, something that costs you money and your dog hates. What if someone wanted to have a dog for just a few days? That’s “BarkNBorrow” There are plenty of people who would like to have a dog to play with for a weekend, and your dog gets nice walks instead of being locked in a cage.





Problems with Disruptive Technology
There are two problems with Uber, or anything “Uber-like.” One is fairness, and other is economic disruption. It is easy to conflate them because people usually try to use justice to defend their self-interest. But let’s keep them separate. I’ll take up the fairness argument later in the chapter; for now, let’s focus on disruption.
There is some debate over whether Uber is a “disruptive technology,” in the sense intended by Christensen et al. (2015). If all it does is take over the taxi industry with a slightly better business model, then the nay-sayers are right and it is not truly “disruptive,” at least in the terms described in the quotation at the beginning of this chapter. Existing forms of economic organization resist disruption, sometimes fiercely, and—at least by their own narrow, possibly anti-social objectives– quite rationally.5 What economists call “disruption,” after all, is hundreds of people losing their jobs forever because the jobs no longer exist in anything like the same form.
When cars were being introduced, the people who made buggies and took care of horses reacted by trying to pass regulations that made cars impossible, or at a minimum so inconvenient that the cars would be blocked, and their use would be curtailed and restricted. A famous example is this regulation from 1896, passed (unanimously!) by the Pennsylvania General Assembly. The regulation is an example of a “red flag” law; the name comes from the requirement, found in many cities in the United States and England, that any self-propelled vehicle be proceeded by a man on foot (on foot, mind you!) walking 50 to 100 feet in advance, waving a red flag in warning.6 Here is a summary of the Pennsylvania bill, which was passed by the legislature but vetoed by Governor Daniel Hastings: Any car
upon chance encounters with cattle or livestock to (1) immediately stop the vehicle, (2) immediately and as rapidly as possible disassemble the automobile, and (3) conceal the various components out of sight behind nearby bushes until equestrian or livestock is sufficiently pacified.
(Karelovitz, 1968, p. 122)

Why would such a silly law be passed? It’s certainly possible that legislators were reacting to legitimate concerns about safety, since the new technology seemed dangerous. But much of the problem with the new technology was that it was just new. In 1915 there were nearly 27 million horses and mules in the United States (and only 100 million people). By 1970 there were fewer than 5 million horses and mules in the United States, though the number has rebounded a little since then.
The skills and resources required to train, feed, house, ride, and otherwise make use of horses at the turn of the twentieth century were very valuable. In fact, there is a cliché that has become a part of the language on economic disruption: the “buggy whip maker.” Buggy whip makers are, in the argot of scorned business failures, manufacturers or service providers who fail to recognize that times are changing, or who find that their once-valuable skills are now obsolete.7
Overall, the replacement of expensive skilled labor with more productive machines or software is valuable. Economic competition implies the replacement of inferior systems of production and distribution by more efficient mechanisms. Better ideas work through killing off the old ways, the old firms, and the old jobs. But this “replacement” is brutal for those being replaced. Instead of “survival” in a biological sense, the competition is over providing goods and services at higher quality and lower cost. Consumers win, in this system, but it is tough on workers. At least 5 million people – saddle and tack makers, trainers, stable owners, manufacturers of buggies and coaches, and so on – lost their jobs when horses were largely replaced by cars, trucks, trains, and ships. (Greene, 2008, p. 175). Estimates range from 5 million to 10 million jobs lost in the next decade as a result of the new disruption from the sharing economy. (Shavel et al., 2017, p. 4).
Why so much destruction? It is tempting to blame management because “buggy whip makers” – and their modern heirs – fail to foresee the changes in their industry. That would have required quite a bit of foresight, of course. In fact, Henry Ford is said to have pointed out that consumers themselves cannot foresee fundamental changes, even though consumers drive the changes: “If I had asked consumers what they wanted, they would have said ‘Faster horses!’” If consumers cannot foresee change, how can the businesses that serve consumers forecast change?
The (apparent) origin of the “buggy whip” simile/metonymy is Theodore Levitt, in a famous (though controversial) essay in the Harvard Business Review in 1960.8
Every major industry was once a growth industry. But some that are now riding a wave of growth enthusiasm are very much in the shadow of decline. Others that are thought of as seasoned growth industries have actually stopped growing. In every case, the reason growth is threatened, slowed, or stopped is not because the market is saturated. It is because there has been a failure of management.
The railroads did not stop growing because the need for passenger and freight transportation declined. That grew. The railroads are in trouble today not because the need was filled by others (cars, trucks, airplanes, even telephones), but because it was not filled by the railroads themselves. They let others take customers away from them because they assumed themselves to be in the railroad business rather than in the transportation business.
(Levitt, 1960, p. 45)

… [T]here is no guarantee against product obsolescence. If a company’s own research does not make it obsolete, another’s will. Unless an industry is especially lucky, as oil has been until now, it can easily go down in a sea of red figures – just as the railroads have, as the buggy whip manufacturers have, … and indeed as many other industries have.
(Levitt, 1960, p. 50)

Levitt’s claim is probably simplistic, but the “what business are we in?” question is at the heart of the world of Tomorrow 3.0.
And that’s really the punch line of this chapter: The reason that Clayton Christensen’s claim at the start of this chapter is wrong – and it is quite wrong – is that Uber understands that it is not in the transportation business. It is in the business of selling reductions in transaction costs, using a software platform connected over the Internet and accessed through smart phones. But the folks who currently think they are in the transportation business are going to try to keep Uber out.




Buggy Whip Makers of the World Unite: The Umpire Strikes Back
When it comes to a battle among technologies and products for the affection of consumers, we tend to think of the state as a judge, a kind of umpire. But sometimes the umpire plays favorites. The California Labor Commission, an administrative law body, issued a ruling on June 16, 2015, which reclassified Uber drivers from contractors to employees (Munger, 2015a). This had several effects, but the short version is that the costs of having employees rather than acting as a seller of information will effectively prevent Uber from expanding, and may even cause it to pull out of California altogether.
The point is that taxi and livery drivers just don’t understand what business they are in. They think they sell transportation, but in fact they sell reductions in transaction costs in finding and paying for transportation services.
And they do an increasingly bad job of that, compared to the new competition. That is why Uber has been so successful. Uber itself is not a transportation company; it is just a platform for connecting a willing buyer and a competent, nearby seller who has some extra time. If you think that Uber is a transport company, you are one of Levitt’s “buggy whip makers,” someone who does not understand what the real value proposition is.
In any kind of fair contest between Uber and traditional taxi companies, software eats the old way of doing things. But the umpire struck back, first in California and then in Texas. The “workers” who drive Uber often do it precisely because they can set their own hours and they have the freedom to decide whether to offer rides on any particular day or route.
The California “court” (which is not a court at all but the Labor Commission) said this, in response to the suit by disgruntled driver Barbara Berwick):
Defendants hold themselves out as nothing more than a neutral technological platform, designed simply to enable drivers and passengers to transact the business of transportation. The reality, however, is that Defendants are involved in every aspect of the operation.
(California Superior Court, 2015)

Wow. That’s like saying that Rotten Tomatoes makes movies. What Rotten Tomatoes (www.rottentomatoes.com/) does is to provide information about a transaction (buy a movie ticket to movie X, to movie Y, or stay home) that will take place only if the consumer decides they want to see that movie, or not. Yes, Rotten Tomatoes is “involved” in the movie watching business, pretty deeply. But what they are selling is information.
Of course, it really is true that with Uber (unlike with Rotten Tomatoes) you pay the company, and they pay the driver. But the rates are fixed and known in advance (yes, even during a “surge”). Uber just acts to clear the transaction conveniently and quickly, so you do not have to carry cash and neither does the driver. It is just not true that Uber is paying the driver. The passenger is paying the driver in a way that is more convenient for everyone. Uber just handles the transaction.
The problem is that “the rules” do not allow for adaptation to changing circumstances. Professor Levitt blamed management for being unable to understand “what is your real business?,” but regulators make the problem even worse. By definition, it is hard to make profits or provide services in an industry that does not exist. And if political decisions are based on votes, it will always be true that there are more existing jobs depending on obsolete technology than there are votes from workers whose jobs have yet to be created.
The reason that traditional employee-driven (pardon the pun) transport services are disappearing is that software is cheaper, faster, and better than “employees,” from the perspective of consumers. Taken as a whole, the costs to traditional taxi consumers of paying more, ranging from monetary costs to transaction costs of various kinds, is far higher than the benefit to employees of keeping their jobs. But the costs to consumers of preserving the “buggy whip” version of transport is widely dispersed. In fact, it may be invisible because much of the cost takes the form of transactions that do not take place.
The real solution is for the umpire – in this case, the state – to quit playing the game and to go back to a neutral role. Sure, it is tough to see one side get crushed, especially when those workers are willing to contribute almost any amount of money and time to the cause politically. The losing side loses completely. Their jobs are gone, and they will not come back. It takes a very strong-willed politician to pass up the short-term benefits of protecting dying industries, when those industries will pay anything you ask.
What makes Uber, and other such technologies, invincible in the long run is the underlying economic logic. The political benefits to protection reflect the short-term bias of politics, where no one can see past the next election. Still, the economic benefits to technological disruption will always win in the long run.
Figure 4.1 The Inevitability of Sharing







A Different Example: “Uber but for Planes”
If I’m a pilot, and have my own plane, and I’m planning to fly from San Francisco to Portland, Oregon, it would be easy for me to carry an extra passenger and a normal amount of luggage along with me. The fixed costs (the airplane, maintenance, insurance, my license and experience as a pilot, and landing fees) are already paid. The additional cost would be the small amount of additional fuel because of the extra weight.
But, of course, it is hard for me to find someone who wants to go from the same place, to the same place, at the same time. It is hard for us to get together, and to arrange the payment. And I am not sure I want to fly with someone I do not know because they might rob me or just be crazy and creepy. My problem is transaction costs.
What we need is (this will sound familiar) a software platform that does those three things, and does it very fast and without effort by either the pilot or the potential passengers. The developers of a web site called “Flytenow” realized that it could make money by selling reductions in transaction costs in a kind of “Uber, But For Planes” arrangement. In a way, this is more like our earlier discussion of “Blah-Blah-Car” in central Europe because this is a trip that the driver/pilot was going to take anyway. So if the price is equal to the marginal cost, plus just a little, both passenger and pilot are better off.
But, the umpire strikes back. The US Federal Aviation Administration imposed new regulations in early 2016, ignoring the fact that “flight sharing” is already widely used, and quite safe, in Europe.9 According to one analysis (Meyer, 2016), the existing regulations allow flight sharing, as long as it is not solely for profit and “the pilot and the passenger share a common purpose.” It certainly sounds like “I want to go to Portland, and so do you” is a “shared purpose.” Furthermore, if I am charging only the marginal cost I’m losing money on the trip, unless I wanted to go there, anyway.
Perhaps the most interesting thing about the new regulations is that the restrictions apply only to “meeting” over the Internet, using a web site or social media such as Facebook. Flight sharing via physical bulletin boards, or making an announcement at a luncheon with 600 guests is fine; you just cannot use the Internet! Reminds one of Frederic Bastiat’s (1996) “Negative Railroad,”10 where the point of regulations is to raise costs to benefit existing producers.
That’s the point of sharing: We make more efficient use of existing resources, and trips that are already being paid for, while making services available to people who might not otherwise be able to afford them. As one of the founders of Flytenow, Alan Guichard, put it:
[S]pecial interests are at the heart of it. The FAA is being pressured by lobbyists in the private charter and airline arena to ban flight sharing. Why? Because flight sharing gives people options – sharing a flight from Boston to Martha’s Vineyard costs less than $70, whereas a charter would cost at least $1,000. These established business models see flight sharing as a threat.
… According to the FAA, it is perfectly okay for strangers who meet over a physical bulletin to share a flight, but if those same people meet online, where flight-sharing services such as Flytenow offer verified identities, then the flight magically transforms into an illegal commercial operation.
(Quoted in Meyer, 2016)

This is pretty remarkable. It is precisely because the Uber-style software platform allows people to find each other, to make payments, and to trust each other – i.e., reduces transaction costs – that it is prohibited. Less efficient, less effective ways of matching passengers and pilots pass the gimlet eye of the regulator; the problem is precisely that software works better.






Resistance Is Futile, and Yet …
At the time of this writing, there have been riots, protests, and legal controversies in several major cities in the United States, including Austin, TX, Eugene, OR, and Las Vegas, NV. And there are even bigger problems and protests in Paris, France; Fukuoka, Japan; Bogota, Colombia; London, England; and even normally free-market oriented Santiago, Chile. A recent AP story about events in Santiago sums up the two sides pretty well:11
Thousands of Chilean taxi drivers protested against Uber’s application [to do business in Santiago]. They accuse Uber of taking nearly half of their customers, and causing traffic chaos in the main streets and parking areas of Santiago and other cities …
Despite opposition to [Uber], more and more riders who have switched said Uber has newer vehicles, called conveniently and quickly by a software app, that the fare is known in advance, and that the identity and photograph of Uber drivers are known. Further, Uber is much cheaper than traditional taxis; in some cases the difference is around 50%. Also, it is not necessary to pay with cash, because the software records your credit card when you enroll.
… By contrast, some taxi drivers tamper with their meters, resulting in illegally high charges; keep their vehicles in dirty or dangerous condition; and are sometimes verbally abusive to customers.

The author of that news story seems sympathetic to Uber, and the customers who are choosing Uber must prefer its service. How could anyone protest? Are not the taxi drivers just being selfish?
In political economy, you should probably never think of someone as “just” being selfish. The reasons why people do things are complicated. It is true enough that taxi drivers are being harmed, but let’s look at it from their perspective: the taxi drivers saw a set of rules, and played by them. Now, a new company is coming in, and claiming the rules (registration, licensing, use of meters) does not apply to them. At a minimum it seems like a problem of “equal protection under the law,” does it not?
Let’s consider an example, one where the notion of property rights is clearer. It happens that I own about 35 acres of forest land, a “tree farm” with around 20,000 loblolly pines. Imagine that one day I go down to my property, and as I walk around I hear chain saws and trucks. They sound pretty close, so I walk into the property to investigate.
About two hundred yards back in the woods I come across a group of men, cutting down trees and using loaders to put the trees on trucks. I demand to know what they are doing. The men smile and say, “Oh, you must be the owner. We understand that you are angry. But our concern is for consumers. If we can avoid having to pay all those taxes, and buy the land and pay for upkeep and fertilizer, we can sell this wood for a much lower price than you could ever afford to sell it. You just don’t understand economics! It’s all about the consumer!”
Well, they are right. I am angry. And I may not understand economics, but I understand cell phones. So I make a phone call. And quite quickly several heavily armed men show up, and confront the loggers, pulling out their guns if the loggers do not immediately stop their operations.
Friends of mine? Vigilantes? Absolutely not. These armed men also have badges, badges that say “Deputy Sheriff, Alamance County.” The reason is that I am a landowner, and taxpayer, in Alamance County. Specifically, I have a piece of paper that gives me “property” in this piece of forest. That paper is a title, and it is careful to specify the exact boundaries of the property. As with any property, this paper gives me two rights: The first is the right of use, meaning those are my trees. The second is the right to exclude, meaning those are not your trees, or anybody else’s trees, because they are my trees.
The loggers are rounded up and hauled away, their equipment is confiscated, and they are forced to pay me in civil court for the trees they cut. They also are charged with criminal trespass and theft, a charge brought not by me but by that county because theft is a crime against the entire society. They may not go to jail, but they are in pretty serious trouble because I had a promise from the government to protect my exclusive rights to use those trees.
What about their argument that consumers would be better off? It is probably true, is it not? After all, the price at which the illegal loggers could sell lumber would be far lower if they do not have to obey property rights, pay taxes, or observe regulations. But that’s the point: the reason the trees are there, and in general the reason why people invest in taking care of property and factories is that “property” gives them the right, and the power of the police gives them the ability, to guarantee that they can profit from those investments.
Are taxis really any different? Consider the situation in New York City, on Manhattan Island. According to the ordinances of the city, a taxi driver, or “hack,” must obtain access to a “medallion,” a metal tag physically riveted to the hood of the car, with a corresponding piece of paper (a “title,” in effect).12 The taxi industry in the city was regulated, but not limited, until 1937. Over time, about 11,800 medallions were sold at auction. If someone wanted to get out of the taxi business, he could sell the medallion. The prices of medallions, both in auctions and in secondary markets, rose to at least $300,000 each, and spiked as high as $1 million dollars at times in the 1990s.
The idea of using medallions to raise money, and to restrict the number of taxis in Manhattan, may or may not have been good. The rationale for imposing the medallions as a restraint on entry is complex, but it has three parts in general. The first is to prevent over-crowding (Manhattan is a small, and crowded space); the second was to raise revenue for licensing and enforcement by selling the medallions; the third was to ensure high quality and good service by restricting low cost or “fly by night” gypsy cabs.
But regardless of whether the government should have created and promised to defend a semi-exclusive right – only people who have medallions can drive taxis – the government did make that promise. And taxi owners ponied up, in good faith. Since then, the market price of the medallions has reflected the value of that promise. Other people purchased them on the secondary market, again in good faith. If you have a medallion, you can operate a taxi (use right), and if you do not you cannot operate a taxi (exclusion right for owners of medallions).
Why is the title to my forest land entirely different from the medallion? In both cases, the buyers paid for a bundle of rights, and one part of that bundle was the promise of the government to protect those rights. After all, the philosopher John Locke was surely right when he said,
For a man’s property is not at all secure, though there be good and equitable laws to set the bounds of it, between him and his fellow subjects, if he who commands those subjects, have power to take from any private man, what part he pleases of his property, and use and dispose of it as he thinks good.
(Locke, Second Treatise, chapter 11)

You might argue that my right to my forest land is a property in tangible things, and the state is simply securing that right. The difference would then be that the medallion was an artificial, and in fact made-up, right that had no basis in physical property. But that would be true of many financial, or “intangible,” assets. More importantly, it seems odd for ardent defenders of property to blithely assert that the government should decline to enforce rights, paid for in good faith, if those rights happen not to please a temporary majority. In fact, that protection of rights against confiscation by majorities is exactly the function of the “takings” clause of the Fifth Amendment to the US Constitution.13
Whatever else Uber is doing, it is providing private transport services in Manhattan. It is plausible to think that this reduces the value of the medallions that were sold based on a promise that no one could provide private transport services in Manhattan without a medallion. And, in fact, the decline in price is clear, with sales of medallions recently at $200,000 or less, down by 80 percent or more from their peak. Do we owe taxi drivers compensation for the loss of value of the medallions?
The answer might come down to the difference between a full “taking” and a “regulatory taking,” under the Fifth Amendment. “Takings” are the full transfer of a property right to the state, for public use. But “regulatory takings” are the reduction in value from the loss of some rights to property. The Endangered Species Act, for example, leaves the owner with his or her property rights intact, except that no use can made of the land if it disturbs the species being protected.14
The point for present purposes is that regulatory takings are not compensated, under the interpretation of the Fifth Amendment adopted by the judicial system. Taxi medallions are “regulatory givings,” a valuable rent that involves protection from competition. The value of the “giving” was always variable, and the buyers should have expected that a politically created rather than physical right was of less permanence, and of more risk, than other assets.15 So taxi medallions are different from physical property.
Just as no guarantee is made to Sony to protect the Walkman from MP3 players, no guarantee is made to medallion owners that new forms of competition will be foreclosed. But there may be nonetheless a political impulse to offer some compensation, in effect buying out the medallion owners, to make the transition to the better solution (something like Uber) smoother and faster.






Surge Pricing
There is another objection many people have made to Uber and other middleman economy software companies based on their pricing practices. Several incidents have enraged voters and attracted the attention of regulators. Perhaps the most famous was the aftermath of a terrorist attack in Sydney, Australia’s Central Business District (CBD) in December 2014.
Uber’s fares are generated by an algorithm that takes into account location, the number of riders hailing cars, and the number of cars in the area (though not the distance between the car and the potential passenger). The algorithm serves at least two important functions: First, it “rations” access to rides: if there are more riders than rides, some system is necessary for deciding who gets picked up. Second, the algorithm raises fares received by drivers in a way that attracts more drivers. These counterbalance, at least in part, the rationing problem by making more rides available at times of peak demand.
Note the elegance and simplicity of the price signal: drivers do not need to know why there is a shortage of cars in an area. All they need to know is that if they drive to that location and pick up passengers they will be paid a premium.
Which brings us back to Sydney. A terrorist had taken thirteen people as hostages, and thousands of people in the CBD were desperate to get away. There were not nearly enough taxis and buses for everyone to leave at once; the bridges leading out of the CBD were clogged.
Many people were stranded. The only cars and vans entering the CBD, crossing the bridges toward the danger were Uber drivers. Hearing that there was a higher price than usual, Uber drivers left their apartments, got in their cars, and drove to where people needed rides.
Let’s stop for a moment and consider two people: Willy and Zach. Willy is an Uber driver who hears of the higher price, and drives into possible danger in the CBD to provide a ride to a desperate person who wants to get out. Zach is Willy’s next-door neighbor, watching the hostage crisis unfold on Australian Broadcasting Corporations Channel 2. Zach feels great sympathy for the people in the CBD, and he stays glued to the television all afternoon. Willy drives into the CBD and provides transport to passengers. Who is more morally admirable?
Strangely – and this is very strange, when you think about it – most people think Zach, who does nothing but has feelings of honest sympathy is more moral than Willy, who actually gets in his car and drives into danger to provide a service people actually need. Uber was castigated furiously for using price as a means of getting help to people who needed it. One user, Matthew Leung, said “I have never, ever seen it at four-times [the normal rate] and I’m a 1 percent top Uber user … I understand the way the business works – higher the demand, higher the charge – but four-times at $100 minimum is ridiculous. Almost price gouging at its worst.”
The accusation sounds pretty bad: Greedy Uber took advantage of the desperate need of people to escape, and raised prices to make more money. But in fact, that’s not what happened. The only people who knew about the terrorist/hostage event were people like Zach, watching TV. All Uber’s algorithm knew is that suddenly, in the middle of an afternoon, thousands of people all tried to take Uber rides at once. The algorithm tried to match passengers with rides. The only way to do that was to raise price, to attract more drivers.
The frustrating thing is that the algorithm worked the way it was supposed to. There were enough rides that people actually got into cars. Of course, they noticed that the surge meant the price was high. But the alternative was not to have a ride at the usual low price, but to have no ride at all, at any price. The desperate riders would still have had to pay, but they would have paid in the form of higher transaction costs: longer wait times and much more trouble finding a ride. Surge pricing is always with us; it is unavoidable. The only question is whether to make it a money cost or a queuing and inconvenience cost.





Transaction Costs: A Different Way of Thinking of “Surge Pricing”
One of the key elements in making a decision to buy a good or service is the transaction costs involved in actually making the purchase. A useful way of defining transaction costs is this:
Transaction costs = Final price – Production costs

One could quibble that some of the costs paid by the producer are also transaction costs. But the advantage of this simple definition is that it makes clear that transaction costs drive a wedge between the amount received by producers (“production costs”) and that paid by consumers (“final price”).
From the perspective of the producer (in this case, a taxi driver), the costs include the rental of the car, the “rental” of the medallion, the value of the time spent in the taxi, and the costs of insurance and so on.
From the perspective of the consumer (the potential rider), the costs include all of the producer costs (because the driver will only be there if they are making a profit). But the final “price” also includes:
	Triangulation: You have to find a cab, or call a dispatcher and wait for the cab. When it is raining, or if the dispatcher or driver misunderstand your location, this can take a very long time.

	Transfer: You have to endure the conditions of the trip and find a way to pay for the trip.

	Trust: You have to believe that you will not be robbed or subjected to verbal abuse or threats as well as accept the risk of aggressive or dangerous driving.


The most obvious problem is waiting time. If you have trouble finding a taxi, the dispatcher or driver have trouble finding you, or you have to wait (as is common) forty-five minutes or more for a ride, which is a real cost. The cost to the passenger is the sum of the fare, the wait time, the risks of the ride, and the inconvenience of having to negotiate and pay the fare.
That all means that the medallion/meter system – by restricting entry and price adjustments – imposes surge pricing every bit as uncompromising as Uber’s algorithm:
Consumer price = meter price + wait time + search/payment costs

In times of high demand, the “rider” has to wait longer, to make repeated phone calls to the dispatcher, or stand in the rain waving at already-full taxis. Is it not better to have the price rise than to have the transactions costs rise? The interesting thing is that the total price (paid by consumers) is the same either way because price always – always – rises to clear the market. The difference is that rationing by wait time and inconvenience is inefficient and wasteful. Consumers “pay” waiting costs, but producers do not receive the value of the wasted time.
Most people have never thought this through, but it is just basic economics. Consumers “pay” the same amount, regardless of whether surge pricing is allowed. The only question is whether the “surge” takes the form of higher money prices or higher transactions costs in the form of longer waits and greater inconvenience. We have surge pricing now, and we have always had surge pricing. Just ask someone who has tried to get a taxi in Manhattan or Paris or London at 7:30 p.m. on a rainy Saturday night: You can pay with money, or you can pay with time; either way, surge pricing just happens.16
So, there’s the real answer to the question I posed earlier. Uber exists because the founders of the software platform figured out a way to sell reductions in transaction costs. And the “surge pricing” problem is just as bad with the medallion/meter system. The only question is whether it is better to pay “surge” prices by waiting and searching for a ride by standing in the rain on a busy street and waving your arms like an idiot. Those are costs, too, and in a time of shortage those costs increase to match the number of passengers and the number of available taxis.
Maybe you think that’s okay. But surge pricing based on money does something else, something crucial: it actually increases the supply of the service at just the time when people need it. The problem with “surge pricing” based on varying transaction costs is that it provides no incentive to offer more of the service.
Uber is not a taxi company. It is a software platform that sells reductions in transaction costs. Surge pricing is essential to that function. Most importantly, there is no reason that it needs to deliver humans to locations. More and more, Uber and other things that are “Uber, but for ______” will be delivering things to humans.


1 A much deeper version of this discussion is given in O’Driscoll and Rizzo (1996). One of their significant contributions is to point out that the constant adjustments of entrepreneurs who hold durable commodities as a store of value will depend on the “cost” of such inventories, but these costs themselves are constantly in flux based on expectations of the ability to have alternative uses for the commodities. The ability to rent a durable when it is not actually being used dramatically reduces the costs of ownership. Who will own what, and how much? There is no way to know. As O’Driscoll and Rizzo put it, “This indeterminism is typical of evolutionary processes.” (p. 193).

2 “Entavertz” is a portmanteau of “Enterprise, Avis, Hertz.” It’s not a real company.

3 If you have ever wondered why you cannot find a taxi when it is raining in New York City, here is one explanation: on rainy days and nights, drivers get more fares much more quickly. That means that they make their “income target” early, and they just go home. If the price could adjust upward, they would have some incentive to stay out. But without a price increase to offset the increased scarcity, you are not going to get a taxi. (Jaffe, 2014).

4 The Groucho Marx version (which is likely apocryphal, but is mentioned in Annie Hall, is: “The food is terrible here. And such small portions!” (1977).

5 This distinction between general purposes, installed in rules, and narrow objectives, installed as corporate or organizational strategies, is not always appreciated. As Adam Smith (1981, p. 250) argued:
The interest of the dealers… in any particular branch of trade or manufactures, is always in some respects different from, and even opposite to, that of the public. To widen the market and to narrow the competition, is always the interest of the dealers. To widen the market may frequently be agreeable enough to the interest of the public; but to narrow the competition must always be against it, and can serve only to enable the dealers, by raising their profits above what they naturally would be, to levy, for their own benefit, an absurd tax upon the rest of their fellow-citizens.
The proposal of any new law or regulation of commerce which comes from this order ought always to be listened to with great precaution, and ought never to be adopted till after having been long and carefully examined, not only with the most scrupulous, but with the most suspicious attention. It comes from an order of men whose interest is never exactly the same with that of the public, who have generally an interest to deceive and even to oppress the public, and who accordingly have, upon many occasions, both deceived and oppressed it.

Douglass North argues that:
A crucial distinction in this study is made between institutions and organizations. Like institutions, organizations provide a structure to human interaction … Conceptually, what must be clearly differentiated are the rules from the players. The purpose of the rules is to define the way the game is played. But the objective of the team within that set of rules is to win the game … Modeling the strategies and skills of the team as it develops is a separate process from modeling the creation, evolution, and consequences of the rules.”
(North, 1990, pp. 4–5)


6 Originally, the laws were used to restrict and inhibit locomotives, on tracks, but later were used to obstruct progress in transportation in general. Typically, any self-propelled (as opposed to horse, ox, or mule-drawn) vehicle was required to arrange for a person on foot, walking along waving a red flag. Sometimes, a noise maker – a whistle, or drum – was also required, though presumably the sound of a steam or internal combustion engine was, in those primitive levels of development, quite enough warning on its own.

7 Interestingly, there is some question whether the buggy whip simile is even remotely historically accurate. See Strossjan (2010) for background.

8 It is a metonymy because the buggy whip manufacturers stand in for the whole – the many industries disrupted by the replacement of horses with other kinds of power and transport.

9 In January 2017, the US Supreme Court formally declined to review the lower court rulings that upheld the FAA’s interpretation of the statute. And in fairness, the Court is likely correct: the law really does require the FAA to act this way. For more, see Coyle (2017), and Koopmans and Dourado (2017).

10 Bastiat’s “Negative Railroad” example goes like this:
M. Simiot raises the following question: Should there be a break in the tracks at Bordeaux on the railroad from Paris to Spain? He answers the question in the affirmative and offers a number of reasons, of which I propose to examine only this:
There should be a break in the railroad from Paris to Bayonne at Bordeaux; for, if goods and passengers are forced to stop at that city, this will be profitable for boatmen, porters, owners of hotels, etc.
Here again we see clearly how the interests of those who perform services are given priority over the interests of the consumers.
But if Bordeaux has a right to profit from a break in the tracks, and if this profit is consistent with the public interest, theAngoulême, Poitiers, Tours, Orléans, and, in fact, all the intermediate points, including Ruffec, Châtellerault, etc., etc., ought also to demand breaks in the tracks, on the ground of the general interest – in the interest, that is, of domestic industry – for the more there are of these breaks in the line, the greater will be the amount paid for storage, porters, and cartage at every point along the way. By this means, we shall end by having a railroad composed of a whole series of breaks in the tracks, i.e., a negative railroad.
(Bastiat, 1996, pp. 94–95)


11 See the original AP story, in Spanish, which I edited slightly in translating at http://hosted.ap.org/dynamic/stories/A/AMS_GEN_CHILE_UBER_SPUS-?SITE=AP&SECTION=HOME&TEMPLATE=DEFAULT&CTIME=2016–05–12–12–27–09.

12 See Meyer (2016) for a short history of the medallion system in Manhattan.

13 “No person shall … be deprived of life, liberty, or property, without due process of law; nor shall private property be taken for public use, without just compensation.”

14 In the Supreme Court case Palazzolo v. Rhode Island, 533 U.S. 606 (2001), it was held that a buyer of land can challenge regulations that reduce the value of the land. But in this particular case it was also held that there was no actual “taking” because the regulation had been capitalized in the value of the land when it was paid for.

15 And in fact, as Van Doren (2014) shows, the price of medallions appears to have had a risk discount for exactly this possibility. Vany (1975) famously analyzed the technical economic conditions of a taxi system with medallions as an entry restriction, and they showed that the regulated meter price would have to be set very high (inefficiently high, in terms of marginal cost of providing the service) to induce sufficient levels of service. Then, since entry is restricted because of the medallion system, the cost of medallions is artificially inflated to obtain access to the right to charge these grossly inflated prices. The point is that the regulated meter price under a medallion system can be adjusted to obtain efficient levels of service. The problem is that the deadweight costs of artificially high meter rates – excessive wait times and taxi rides not taken – are very substantial.

16 In 2012 my son Kevin Munger was living in Santiago in Chile. I visited, and we went to have dinner in the lovely Bellas Artes neighborhood. After dinner (which in Santiago means 11 p.m.) it started to rain. It was about a kilometer to the Metro stop, and it was raining fairly hard. We approached a taxi, and the driver quoted a price that was at least triple the meter rate. We were outraged and decided to walk instead. We noticed that the couple behind us got in the cab, which then sped past us. Did the driver behave badly? He certainly broke the law, but consider: he was sitting there precisely because he knew that there was no nearby Metro stop. And the couple behind us valued the ride more than we did, so the fact that we said “no” meant that the ride was available for the higher value users. If the driver had stuck to the regular meter fare, we would have taken it, which would have been inefficient since we valued the ride less than the people behind us. But if the driver were scrupulous and stuck to the meter fare, he likely would already have been at home, since the meter fare is not enough to provide the service of sitting in some neighborhood at 11 p.m. Surge pricing is great, even when it's illegal.





5 Jobs, Work, and Adaptation

We are suffering just now from a bad attack of economic pessimism. It is common to hear people say that the epoch of enormous economic progress which characterised the [previous] century is over … that a decline in prosperity is more likely than an improvement in the decade which lies ahead of us.
I believe that this is a wildly mistaken interpretation of what is happening to us. We are suffering, not from the rheumatics of old age, but from the growing-pains of over-rapid changes … The increase of technical efficiency has been taking place faster than we can deal with the problem of labour absorption.
J. M. Keynes (1930, p. 194)

The passage above was written on the eve of the greatest worldwide economic collapse in modern history. If “we” were suffering from pessimism, we had reason to be.
Nonetheless, history has vindicated Keynes’s optimism. And Keynes’s description of the causes of pessimism – we have already grown all we can, standards of living will stagnate, our children will be worse off than we are, and so on – sound so familiar. He identified a problem he called technological unemployment.
We are being afflicted with a new disease of which some readers may not yet have heard the name, but of which they will hear a great deal in the years to come – namely, technological unemployment. This means unemployment due to our discovery of means of economising the use of labour outrunning the pace at which we can find new uses for labour. But this is only a temporary phase of maladjustment. All this means in the long run that mankind is solving its economic problem … Thus for the first time since his creation man will be faced with his real, his permanent problem-how to use his freedom from pressing economic cares, how to occupy the leisure, which science and compound interest will have won for him, to live wisely and agreeably and well …
Yet … we have been trained too long to strive and not to enjoy. It is a fearful problem for the ordinary person, with no special talents, to occupy himself, especially if he no longer has roots in the soil or in custom or in the beloved conventions of a traditional society … Three-hour shifts or a fifteen-hour week may put off the problem for a great while. For three hours a day is quite enough to satisfy the old Adam in most of us!
… There are changes in other spheres too which we must expect to come. When the accumulation of wealth is no longer of high social importance, there will be great changes in the code of morals. We shall be able to rid ourselves of many of the pseudo-moral principles [such as a focus on wealth and possessions to confer status] … by which we have exalted some of the most distasteful of human qualities into the position of the highest virtues … I look forward, therefore, in days not so very remote, to the greatest change which has ever occurred in the material environment of life for human beings in the aggregate.
(Keynes, 1930, pp. 358–359)

Keynes’s prediction that people might work less, and perhaps much less, as a result of increased productivity has not yet been proven correct. There is little evidence that people in wealthy countries work less, or that wealthy individuals in most countries work less (in fact, they work more).1 If this continues, the biggest differences in income and living standards will not be between the wealthiest and poorest nations, but between wealthy people almost everywhere and poor people almost everywhere. As the transaction costs barriers of distance and physical proximity are stripped away, there will be is nothing left to protect the least able, and the least educated, in very wealthy nations.
Consequently, in the world of Tomorrow 3.0 we should expect profound disruption. One kind of disruption, called saltation, is mostly – though not entirely – good, because it means that the institutional and legal preconditions for development in poor nations will no longer be necessary. Software will allow even a nation with a corrupt government and police force, rudimentary banks and broken capital markets to leapfrog the usual drawn-out development process and to produce useful services.2 The other kind of disruption, which we might call separation, is mostly – though not entirely – bad, because it means that many people will be left behind, in most cases through no particular fault of their own, and will be relegated to second-class status in wealthy nations.
I will consider each of these two types of disruption and their likely effects. But before we do that, we need to step back and think a little bit about the history of work.



Disruption: Economic Revolution
The two great economic revolutions of the past, the Neolithic and the Industrial, smashed the cultural traditions and identities that people had used for centuries to organize their social lives. The Neolithic Revolution replaced hunter-gatherer identities with specific, often hereditary occupations The family of the metalworker was named “Smith,” the merchants were “Mongers,” the barrel-makers were “Coopers,” the candlemakers were “Chandlers,” and so on.
The 1840s were a time of great disruption and upheaval, and the commodification of products that had once been produced by artisans or in the home meant that now money was required to acquire the basic necessities of life. The initial stages of the Industrial Revolution destroyed many of the traditional systems for distributing goods and services, and they were not smoothly replaced. This was the period in which the notion that workers had “jobs,” as opposed to identities, first became possible. As labor was “commodified,” the idea of labor itself was separated from the laborer. Karl Marx was pessimistic about this separation arguing that it is more like what we would now call “human trafficking.”
[T]he fact that labor is external to the worker [means that] it does not belong to his intrinsic nature … He feels at home when he is not working, and when he is working he does not feel at home. His labor is therefore not voluntary, but coerced; it is forced labor. It is therefore not the satisfaction of a need; it is merely a means to satisfy needs external to it. Its alien character emerges clearly in the fact that as soon as no physical or other compulsion exists, labor is shunned like the plague. External labor, labor in which man alienates himself, is a labor of self-sacrifice, of mortification …
As a result, therefore, man (the worker) only feels himself freely active in his animal functions – eating, drinking, procreating, or at most in his dwelling and in dressing-up, etc.; and in his human functions he no longer feels himself to be anything but an animal.
(Marx, 1844, p. 30)

Marx had a key insight: In an industrial system focused on production, the position of the citizen is first and foremost a provider of labor.3 One might lament, or celebrate, this commodification of work hours, but it is an input to the machine of industrial capitalism, as well as being caused by commodification, a system where most products and services can only be obtained through the price mechanism.
Marx’s focus on labor as the only source of value is rather misleading, even apart from being bad economics. The real problem of economics is recognizing that the only thing that drives economic evolution is the consumer. Market systems are mechanisms for facilitating cooperation, cooperation among people who own things, people who make things, and people who want things. And the commander of the system is the consumer. As Ludwig von Mises put it:
The real bosses, in the capitalist system of market economy, are the consumers. They, by their buying and by their abstention from buying, decide who should own the capital and run the plants. They determine what should be produced and in what quantity and quality. Their attitudes result either in profit or in loss for the enterpriser. They make poor men rich and rich men poor. They are no easy bosses. They are full of whims and fancies, changeable and unpredictable. They do not care a whit for past merit. As soon as something is offered to them that they like better or that is cheaper, they desert their old purveyors. With them nothing counts more than their own satisfaction. They bother neither about the vested interests of capitalists nor about the fate of the workers who lose their jobs if as consumers they no longer buy what they used to buy.
(Mises, 1944, Book I, chapter 1)

The clearest exposition of this concept, and the most useful for our purposes, is that of W. H. Hutt (1940). Hutt points out that there are two different loci of direction and control: The choice of ends rests with consumers; the choice of means rests with producers (and to a lesser extent, workers). More simply, consumers decide what gets made; business and labor decide how it gets made, subject to the constraints imposed by competition. One of the central themes of this book echoes Mises above: Consumers have no deep commitment to any particular thing, or way of delivering value. They will choose based on their whims and (importantly) the transaction costs of using the thing to obtain the value consumers seek.
Consequently, if business can find a way to deliver products (until now, purchased and owned by the consumer) in the form of a service (a rental delivered and picked up at low cost, or operated by someone else), that form of delivery may replace all the other systems for delivering that product. The system is not designed to create jobs, it is actually focused on destroying them, if that’s what consumers want. And that, was essentially Marx’s ethical criticism of capitalism. Marx failed to understand the wealth of new ways that new jobs would be created, but he was quite right that competition almost always leads to job destruction.
The question is whether the what has worked in the past – leave things alone and new jobs and entire new industries will be invented – will still work in the new system. Until now, to consume, you had to work. The value of the things you could buy in the market were limited by the value of the labor you had to sell. But if consumers can rent or share rather than own and store, it may soon be possible to consume while working much less. Keynes foresaw the reasons: enormous changes in productivity, driving down prices. The fundamental human economic problem, scarcity, will be solved, for many kinds of goods. But Keynes was not a Marxist; he did not think that “late capitalism” would immiserate labor. To the contrary, Keynes thought the effects were mostly positive because the costs of things would fall by even more than nominal income.
Consider two online social media platforms, Facebook and Twitter. Both of these offer free access to “customers,” or people who sign up to use the platform. How much value do Facebook and Twitter produce? The usual way of thinking about it, in the era of the manufacturing economy, is to use the notion of GDP, or Gross Domestic Product. The value is the new thing that is produced, and sold for a price. In this case, that would be the revenue social media companies take in from advertising. GDP is the total money value of all transactions taking place in the economy. It is (ignoring international trade):

where pi is the price, and xi is the quantity, of the “i”th good. Obviously, if pi = 0 it counts nothing toward GDP, regardless of how much consumers subjectively value access to the product or service.
That approach would make sense if you were only trying to estimate the value of the companies on the stock market. Stock prices reflect the expectation of the total present value of net revenue, extending out to the future. By that standard, Facebook and Twitter do in fact produce some value: Facebook had total revenues of $5.8 billion, and Twitter had revenues of $2.2 billion, in 2015. And their stock prices show optimism that will continue (Facebook’s stock value exceeds $350 billion!).
But the value of Facebook and Twitter to society is the value enjoyed by the “commander” of the system, the consumer. How much value did consumers receive? If we try to measure that value, which economists call “consumer surplus,” we have to look at the difference between how much people would pay for access to these platforms, and then subtract the price they have to pay (which is zero; Facebook and Twitter are free if you have a smartphone or computer and an internet connection.) How much would you pay to have access to Facebook? To Twitter? Perhaps $1 per year, if you do not like them much. Or $1,000 per year, or more, if you are a real fan. The point is that the amount that users would pay for these free services would vary, but the value they create is the consumer surplus, the extra value we get from having them available for free. In 2015 there were 1.6 billion registered Facebook users worldwide, and 310 million Twitter users.
Let’s use the crudest possible measure: Let us just suppose that on average people would pay $12 per year for access to Facebook and $3 per year for access to Twitter. That’s probably absurdly low, but we’re just making up numbers here.
The value created by software, and social media platforms, derives from what people would pay, minus what they have to pay the provider. Facebook and Twitter create enormous value, but the way we measure output – called “GDP” by economists – only counts things that are actually sold, and then we only count them at the price at which they are sold.
Table 5.1 Value of Social Media Platforms to Consumers
	Year 2015 	Actual revenue 	Users 	Value created 
	Facebook	$5.8 billion	1.6 billion	$70 billion
	Twitter	$2.2 billion	310 million	$1 billion
	Totals	$8 billion	–	$71 billion


There’s your trouble, right there: GDP does not “count” free stuff. Many of the benefits of software platforms come from the enormous scale at which they can operate. Once a web site is operating (and assuming it has reasonable bandwidth in its connection), the marginal cost of an additional user, or an additional thousand users, is very nearly zero. If several million people visit Rotten Tomatoes, a movie review site, and get useful information about what film to go see, how do we value that? “We” do not; the only part of Rotten Tomatoes that “counts” toward GDP is their ad revenue. Information on the web wants to be gratis, not just libre.
This debate is now being carried out in a variety of circles, among economists such as Tyler Cowen and Brad DeLong, tech gurus such as Marc Andreessen, and journalists such as Tim Worstall (along with many others). We start with an empirical observation: the measured aspects of economic activity are slowing down, in some cases sharply, indicating a “stagnation” (in the words of Cowen, 2011). One possible explanation for this decrease is the enormous increase in productivity involved in substituting software for labor in a variety of service and information industries. That is, the stagnation is (mostly) real, but it may not be entirely or permanently bad.
A different explanation for the measured stagnation is the enormous collapse in the prices of services and information now available, dramatically increasing the amount and value of consumer surplus enjoyed by nearly everyone. That is, the stagnation is simply an artifact of the way we measure GDP – price times output, so that a huge output increase counts for nothing if the price is near zero – meaning that life is getting much, much better for most people and the problem is simply the way we measure economic activity. In this view, the stagnation is illusory. In fact, getting a lot of useful stuff for free is great for consumers and will drive the new economy. Not because workers want it, but because consumers do.
It is easy to see that both perspectives – increased productivity, or sharply reduced prices – can be correct and that these two views correspond to the two types of disruption we can expect. The reduction in prices, and the availability of an increasing variety of services and activities for free, or for a very low cost, is likely to provide a platform for leapfrogging the traditional stages of development and the usual institutions required for starting and running a business. This jumping will disrupt the banks, the courts, and the political entities that try to regulate and control business activities, but it will also allow people in nations that lack financial intermediaries, a system of law, and state capacity to provide infrastructure to become competitive. The “jump” type of disruption is saltation.
But there will also be problems. Those with access to a means of generating income can jump ahead; those left behind will suffer separation. Will the change be good or bad, overall? Perhaps the best summary is a “tweet,” posted by Marc Andreessen (@pmarca on December 28, 2014): “Secular stagnation is an economist’s Rorschach Test. It means different things to different people.” Let’s turn to saltation and separation.





Saltation: The “Virtue” of Backwardness
The word “saltation” is rarely used in conversation. It means an abrupt movement or transition, or (in evolutionary terms) a sudden discontinuous jump in a line of descent. The reason saltation is happening is that much of what we “know” about development, entrepreneurship, and the function of government and markets is based on certain assumptions about institutions and preconditions.4 If a country is going to develop, it needs banks, rule of law, a judicial system that is not corrupt, a currency system, a road and rail system, access to ports, and so on. Or so says the conventional wisdom.
That same view – there are preconditions for development, and stages through which development takes place, stages that are nearly identical for all nations – is common in much of the scholarly work on development. This approach often follows Rostow (1960), who claimed that there were five essential – in fact, unavoidable – “stages of development”:
(1) Traditional society (hierarchical, static, mostly agricultural)

(2) Basic preconditions (transition to manufacturing, development of trade infrastructure, and investment of profits in capital, not conspicuous consumption for the elite)

(3) Take-off (the destruction of traditional forms of production and professions, production turning to comparative advantage, developing division of labor)

(4) Move toward maturity (high levels of technology use in industry, sharp decline in population working in agriculture, professionalized private management and public service)

(5) Mass consumption (benefits of growth and development are widely shared, problems of income inequality and environment move to the fore because basic economic problems have been solved.)


Rostow saw this approach as being “anti-Communist,” in the sense that it allows nations to develop without converting their political systems to central planning. But the approach is actually Marxist, in the sense that it is deterministic and materialist; it is just that Rostow thought capitalism was indefinitely sustainable.
One important response to the deterministic-materialist view is that of Gerschenkron (1962). Gerschenkron said:
A good deal of our thinking about industrialization of backward countries is dominated – consciously or unconsciously – by the grand Marxian generalization according to which it is the history of advanced industrial countries [that is the future of developing countries] … In some broad sense this generalization has validity … But one should beware of accepting such a generalization too whole-heartedly … In several very important respects the development of a backward country may, by the very virtue of its backwardness, tend to differ fundamentally from that of an advanced society.
(Gerschenkron, 1962, pp. 6–7; emphasis added)

Gerschenkron does not really mean that backwardness is a “virtue.” It is not an advantage to lack the preconditions – banks, law, state capacity, infrastructure – of development. But in a world with Twitter, Ebay, Bitcoin, and Etherium, it is less of a disadvantage than ever before in human history. Even in the most remote places on earth, someone (let’s call her “Parisa”) can now rent a connection in an internet cafe, though the “cafe” may just be a tin-roofed shack with electricity supplied by a generator. Parisa can write code on an old desktop computer, with an old television-style monitor, and upload it to a “feature phone.” Feature phones cannot run apps, but they can connect to the web at the “cafe.”
It is important to understand this distinction because you may never have heard of a feature phone. In the developed world, we are used to “smart” phones, or pieces of hardware that have independent operating systems that are capable of running third-party software, or “apps,” directly. A “feature phone,” on the other hand, is a much cheaper, simpler piece of hardware (such as the LG “ExtravertTM” or the Samsung “ConvoyTM”). Parisa can buy a new one for less than $50; used and refurbished versions are available for $5 in many countries. Think about that: $5. For a connection to the world that will also display code, with a built-in hardware keyboard.
Combine Parisa’s enhanced feature phone with a $1/hour for a web connection somewhere in town, or in a hut, and you are in business. There are more people now with wireless connections than with flush toilets, according to the United Nations (2013). Parisa can write apps and put them up for sale. Paradoxically, in fact, it is the writing of “apps” that makes feature phones so valuable: Parisa can write code and then store it and upload a new app, for sale for use by Android and iOS phones anywhere in the world, on a phone that itself will not run apps.5 Or people who just conceive new apps for a living can subcontract the writing of the actual code to someone they have never met, based on their reputation on Linked-In and working the contract over Ethereum and being paid in bitcoin. You may not know what those things are because you live in a “developed” nation. But Parisa knows they are, and she uses them.
The tyranny of physical proximity and the need for functioning institutions is overthrown. Vigna and Casey (2015, pp. 1–3) tell the story of a real-life version of this young woman, Parisa Ahmadi, who graduated at the top of her class but who was relegated by custom and institutional capacity to house imprisonment in her family’s home in Herat, Afghanistan. Parisa had no way to work, or to learn coding skills, or to pay for classes. But she used bitcoin to create an identity for herself, first as a student, and then as a producer of code and video content.
Because of the Internet, and Parisa’s feature phone, competition for coding services and video content are global, truly global. A bid can be placed for a coding job, on a web site such as Freelancer.com, and within seconds it is visible to tens of millions of people like Parisa. The fact that there are no credit markets, or schools, or banks or attorneys in Herat once would have shut Parissa out. But now, because of saltation, she can jump over all those obstacles and compete based on her own talents and initiative.






Separation
In Chapter 2, I talked about disruption, and the attempt by workers and industry to “sabotage” the machinery of change. But over and over we have seen that it is only possible to delay, not to prevent, economic revolutions.
The three most important effects of the Middleman/Sharing Revolution will be
(1) a reduction in the amount of physical stuff, in the form of consumer durables, being produced in factories by workers

(2) a decline in the cost of having access to a variety of stuff, and reduced needs for storage

(3) an ambiguous, but unsettling, effect on real wages, with both the direction and variance of real wages very much in flux


We tend to focus, in our own lives, on what economists call “nominal wages,” or the money amount of our pay, the numbers printed on our paychecks. We are aware that the prices of the products that we buy affect the value of this paycheck, but mostly we think about how much we get paid.
Economists look at the aggregate effects of changes in prices as a predictor of the great movements in economic history, however. And we are entering a period where predictions are difficult, and the sense of risk that many people face is heightened. The reason is that the decline in manufacturing production will force nominal wages down. We are already seeing evidence of this in the world around us: The number of manufacturing jobs in the United States is changing rapidly. As Figure 5.1 shows, the relative size of the manufacturing sector has shrunk, in terms of proportion of the labor force, from 1 in 4 workers in 1970 to only around 1 in 10 workers in 2012.
Figure 5.1 Manufacturing Employment as Proportion of Total U.S. Labor Force. Note: data series discontinued in 2012.


Of course, decline in employment in one sector may be a good thing in terms of the dynamism of the economy. If the jobs are obsolete (remember the buggy whip manufacturers!), or if the decline in employment results from increased productivity, the move of labor to more socially useful employment is actually a benefit. It may not seem like a benefit to the worker who has to make the change, but the benefit to society is substantial. Consider Figure 5.2, which depicts the number of jobs, and the value of output, in manufacturing over time.
Figure 5.2 Manufacturing Output vs. Employment – 1947–2011


The number of manufacturing jobs has fallen dramatically, but there is no decline in the value of manufacturing output. In fact, when you consider that the price of many things – computers, televisions, and in some cases, adjusting for quality, cars – has fallen, the sustained increase in the value of manufacturing in the US economy is remarkable.
Figure 5.2 shows a prime cause of the second disruptive effect: separation. As there is less manufacturing on a broad scale, there has been far more “production” of value. An example is the iPad, which is “manufactured” outside of the United States. Still, consider this pie chart of value-added for the hardware and software components of the iPad.
If an iPad costs $600, this means that well over half of the new value it creates, $360, stays in the United States and is used to pay designers, patent holders, and Apple as the company that licenses the iPhone brand. A number of other countries are paid for some components and assembly, but these are not very high wage jobs.
Figure 5.3 Distribution of Retail Value of iPad


A small number of (mostly already wealthy) people in the United States make a lot of money by selling iPads, and Apple stockholders have made quite a bit of money from iPads. But very little of the manufacturing work is done in the United States. Small numbers of people with large wealth increases and large numbers of underemployed people implies separation: a permanent increase in the inequality of the distribution of wealth and income.
But separation in and of itself may not be unmanageable; in fact, it may not even be bad. It is true that the broadly shared distribution of wealth seen by much of the world – but especially the United States, in the period 1947 through 1983 – may be a thing of the past. But that broadly shared distribution was actually what was unusual in the first place. Much of the developed world was obliging enough to destroy its capital stock during World War II, and US labor was temporarily overvalued by historical standards.
So, we may just be returning to “normal,” with permanent disparities in income. The difference in the Middleman/Sharing economy is that prices may fall far enough that the net effect, for many people, will be quite positive. When you consider the value – the consumer surplus6 – available from a variety of activities that are essentially free for anyone with a smartphone, the decline in nominal wages may be less of a concern.
In fact, taking three factors together (a) the decline for the need for large houses, garages, closets, paid parking, kitchen counter space, and other storage; (b) the fact that products can be rented very cheaply if the density of transactions pushes down rental costs; and (c) free access to entertainment opportunities on social media, Keynes’s two-day work week may be just around the corner. Marx’s odd obsession with people defining themselves through their jobs was also an anomaly of a short period in history, the time since the start of the Industrial Revolution.
Before that, and perhaps again in the Middleman/Sharing economy, people may form identities around the groups they connect with. Before the Industrial Revolution, this meant a family, village, or region. Now, all sorts of new communities of meaning may be formed by the groups we hang out with online. Status, identity, and satisfaction may derive from connections with people who are physically far, but virtually “close” in interest and shared passions.
There are signs of these changes already. “Games” such as World of Warcraft, Entropia, League of Legends, or Runescape have become communities, with tribes, alliances, and long-term relationships. I may work in a fast food restaurant, and live in my mother’s basement, but online I wear the coveted “Helmet of Trials” and my stone is the “Symbol of Saradomin.” The newbies all “friends chat” each other when my awesome avatar heaves into view, the object of respect and deference. Is this respect “fake”? Of course, but it is no more fake than the respect we give winners of “Survivor!”, lottery winners with McMansions, or minor celebrities in many other settings. The point is that it is an identity.
You might object that it would somehow be better if we still all had manufacturing jobs, or at least if those jobs were available. I have to bring up James Taylor’s song, “Millwork.” The lyrics go like this:
Millwork ain’t easy, millwork ain’t hard, millwork it ain’t nothing but an awful boring job.
I’m waiting for a daydream to take me through the morning
and put me in my coffee break where I can have a sandwich and remember.
Then it’s me and my machine for the rest of the morning,
for the rest of the afternoon and the rest of my life.

Millworkers in the American South were called “lintheads,” and often died young of byssinosis, their lungs choked by cotton fibers (Christensen, 2010, p. 70). You can call those “good jobs” if you want to, but wearing the “Helmet of Trials” and beating the bejesus out of “Verac the Defiled” sounds like more fun.
More importantly, even if it is true that one might wish to live in high wage manufacturing days of the twentieth century, that’s like asking why the hunter-gatherers moved to the cities. It is not a choice, but rather a consequence of a fundamental change in economic conditions. If prices fall far enough, it may be a viable identity to build a Range Tank account and smack down uppity Pures who are foolish enough to challenge you. (Sure, none of that makes any sense, unless you are in the Runescape community. But that’s the point: There are many opportunities for exclusivity and status in a world where one can create one’s own community.)
People are quite plastic mentally; we can adapt to the positional goods and definitions of status of almost any chosen community. Old people tend to want things: cars, houses, jewelry. Younger people – and you could see this on their Facebook pages, if any young people still used Facebook – are interested in experiences. Instead of saving for a 4,500 square foot McMansion, young people go to Madagascar or go hang gliding and then post the photos on Instagram. This trend is already taking the form of a dramatic decline in the proportion of young people who obtain driver’s licenses: As recently as 1983, well over 90 percent of young people wanted to be able to drive a car. Now the proportion is only 75 percent and this number is falling fast.7
But even if people can do what they did for thousands of years before the Industrial Revolution and construct identities on a basis other than “jobs,” there is another problem. That problem is that much of our ability to obtain income, retirement benefits, and health care is tied to “having a job.” Can connection be broken? Can we move, as many people claim, into the “gig economy”?





Gigs: The Boy Who Cried “Robot!”
In an article entitled, “A World Without Work,” Derek Thompson (2015) tries to present a balance of perspectives:
The job market defied doomsayers [who predicted “technological unemployment” after the Industrial Revolution], and according to the most frequently reported jobs numbers, it has so far done the same in our own time … One could be forgiven for saying that recent predictions about technological job displacement are merely forming the latest chapter in a long story called The Boys Who Cried Robot – one in which the robot, unlike the wolf, never arrives in the end.
The end-of-work argument has often been dismissed as the “Luddite fallacy,” an allusion to the nineteenth-century British brutes who smashed textile-making machines at the dawn of the industrial revolution, fearing the machines would put hand-weavers out of work … What does the “end of work” mean, exactly? It does not mean the imminence of total unemployment, nor is the United States remotely likely to face, say, 30 or 50 percent unemployment within the next decade. Rather, technology could exert a slow but continual downward pressure on the value and availability of work – that is, on wages and on the share of prime-age workers with full-time jobs. Eventually, by degrees, that could create a new normal, where the expectation that work will be a central feature of adult life dissipates for a significant portion of society.
After 300 years of people crying wolf, there are now three broad reasons to take seriously the argument that the beast is at the door: the ongoing triumph of capital over labor, the quiet demise of the working man, and the impressive dexterity of information technology.

It is a central feature of the “software eats the world” view of the Middleman/Sharing revolution that capital (in the form of both machines and software) replaces workers but also makes the workers who remain much more productive. But do we really expect “the demise of the working man”? Or will the nature of work shift, as it has in the past?
The idea of a “gig economy” is old, but the possibilities for serial short-term employment, or “gigs” are expanding rapidly.8 It will not surprise the reader to learn that the reason is that entrepreneurs have found ways to sell reductions in transaction costs. Self-employed people – plumbers, electricians, and carpet cleaners, for example, have long worked “gigs”: They schedule calls to some location where they go and do their work, according to the instructions of the customer, and then get paid and perhaps not see that customer again.
But that has not been the practice in many kinds of work and production. The reason is transaction costs, of course. As Coase (1937) pointed out, it is cheaper (in terms of recontracting and negotiating deals) to have employees who can be assigned tasks on an ad hoc basis than it is to hire people for gigs on an ad hoc basis. But this is just the “rent vs. own” decision again, except in labor markets. If the costs of renting a worker for just a few hours are low enough, there is little reason for employers to commit to long-term contracts. In traditional jobs, employers must buy all the employees’ work time for years and then try to figure out how to keep them busy. Consequently, it is becoming more common for firms to “rent” workers instead of taking on full-time employees.
This has had a striking implication in terms of what we might think of as a “firm.” Most workers still work for large firm – what Cowen and Parker (1997) call “Sloan Firms,” after Alfred P. Sloan’s conception of the business enterprise. But if you think of the legal and contractual “person” of all incorporated firms as the units of analysis, the average number of employees has fallen by about 25 percent (Wright, 2013, using Bureau of Labor Statistics data). Further, most “new” firms, on net, have been the incorporation of an individual for the purposes of working gigs. Consider Figure 5.4.
Figure 5.4 Almost All New Firms Are “non-employers”


As you can see, there are 10 million new “firms” with no employees, a 60 percent increase. The number of firms with at least one employee, however, has remained flat for the last twenty years. In terms of proportions, that means that more than 80 percent of all firms have no traditional employees.
Thus, there are two divergent trends, which seem contradictory. More workers now work for (a few) large firms, but most firms have very few many fewer employees. Workers who once would have been called “temps” are now contractors, working in the gig economy. If this movement continues, the very notion of a “firm” may be blurred. A group of people, each with specialized skills and a ratings-based reputation on Linked-In, would be hired for a project. At the project’s completion, the group would break up, only to reform anew in kaleidoscopically different combinations of workers and projects.
Hollywood films, for example, were once made by the major “studios” such as Metro-Goldwyn-Mayer or twentieth-century Fox. These firms now are distributors, and movies are made by “gig” workers, hired for the duration of the shooting of the film. After the film is completed, the gig is over. Adam Davidson (2015) describes “Hollywood Model” of gig employment like this:
Recently I visited a movie set. It was the first day of production, and I arrived just as the sun was coming up, but already, around 150 people were busy setting up that day’s shot in an abandoned office building. Crew members were laying electric cables and hanging lights … Carpenters were putting the finishing touches on a convincing prop elevator – I pushed the call button and waited, until I finally realized it was a fake. [I tried] to figure out something that mystified me as the day went on: Why was this process so smooth? The team had never worked together before, and the scenes they were shooting that day required many different complex tasks to happen in harmony: lighting, makeup, hair, costumes, sets, props, acting. And yet there was no transition time; everybody worked together seamlessly, instantly. The set designer told me about the shade of off-white that he chose for the walls, how it supported the feel of the scene. The costume designer had agonized over precisely which sandals the lead actor should wear. They told me all this, but they didn’t need to tell one another. They just got to work, and somehow it all fit together.
… A project is identified; a team is assembled; it works together for precisely as long as is needed to complete the task; then the team disbands. This short-term, project-based business structure is an alternative to the corporate model, in which capital is spent up front to build a business, which then hires workers for long-term, open-ended jobs that can last for years, even a lifetime.

In a way, none of this is surprising: Specialization and the gains from division of labor are limited by the extent of the cooperation horizon. If the transaction costs of extreme specialization can be reduced, the scope for innovation is expanded. Hollywood has full-time professional “bug wranglers” to manage scenes with bugs as “actors.”9 No studio might be able to afford a full-time bug wrangler, so under the old system the job did not exist. But in the gig economy, with a thousand films all being made simultaneously by an ephemeral but highly organized team of the sort Adam Davidson describes, there may be enough work to keep several bug wranglers busy full time, in a city as large as Los Angeles or Mumbai.
There are some clear advantages to the gig economy, for both workers who have specialized skills and for companies trying to remain small and nimble.
The changing needs of today’s workers, the war for talent and the globalization of the workforce are just a few reasons that today’s technology is evolving so rapidly. All of these forces are driving workforce management to the top of the business agenda, especially as talent becomes a true differentiator for organizations.
… It affords companies access to pre-screened, pre-trained workers with niche skills, who can get to work quickly and stay on only for as long as they are needed. And, as a company’s needs change, an external workforce can be scaled up or down quickly.
(Arun Srinivasan, quoted in White, 2016)

Coase said that firms only exist if they are lower transaction costs means of organizing production. But that formulation is consistent with the existence of “firms” that have exactly one employee, who is also the CEO. Firms may be able to rent capital equipment and labor for very short periods, increasing the productivity of the workers for the period that they are employed and dramatically reducing the fixed costs of the firm. In the limit, firms themselves might simply become small teams that hire out for specific projects. Workers in this system would be private contractors, not “employees” in the traditional sense. Unsurprisingly, the counter-revolutionary fervor of those who wish to protect existing power structures of both firms and unions will call for attempts to control the sale of transaction cost reductions.
In the next and final chapter, I will take up some broader issues, raised by the changes the Middleman/Sharing revolution will force on our economy and our society. Something has got to give.


1 Kuhn and Lozano (2008) show that average workweeks go up with increasing wealth of a nation, and that within a nation higher-paid workers, even if they are salaried, work longer hours. Cowen (2013) and Murray (2012) claim that there may be some movement in the direction that Keynes envisioned, but that the disparity in the magnitude of the change is causing problems.

2 Leeson and Boettke (2009) note that entrepreneurship can take place also at the level of institutions. The interesting thing about technologies such as Bitcoin is the ability to facilitate such innovations and avoid obstructions, intentional or otherwise, from local authorities or the lack of state capacity. See also Boettke, Coyne, and Leeson (2008).

3 Marx’s discussion of the pressure to reduce costs through automation – which now means software – as a driving force of the form of production in vol. III, chapter 5 of Capital (Marx, 1992) certainly appears prescient.

4 This essentially material, marginalist notion of “stages” of development is a central part of the theory of Karl Marx, who said “The country that is more developed industrially only shows, to the less developed, the image of its own future.” (Marx, 1992, p. 13).

5 Apple, Android, and a variety of other software providers have programs – Android Studio, Firebug, Dragonfly, Screencast, and Yslow – that will debug, for free, code written for their smart phones.

6 Remember that the “consumer surplus” is the difference between what consumers would pay and what price they are able to find in the market. The sum of total consumer surplus is the value created by a market economy. The market values of firms are derived from their ability to create consumer surplus.

7 Sivak and Schoettle (2016) and others who have interpreted their results have said “There is no obvious explanation” for these changes. I disagree. The answer is transactions costs.

8 The word “gig” itself apparently dates to the thirteenth century, and variously meant a “giddy girl,” a “spinning, bouncing top,” or later a light, bouncy carriage. The original use of the word in the sense of a short-term job, is apparently in the music industry, especially the jazz or blues genre of music. But later gig came to mean any short-term, even one-off, employment with no benefits and no guarantee of a return engagement.

9 Yes, really, people do that, though they probably do not use their job as a pick-up line in singles bars.





6 The Day after Tomorrow

There is a long history of businesses that try to deprive workers of the protections and benefits they are entitled to under the law by wrongly treating them as independent contractors, rather than employees. Now, some workers and regulators are accusing companies like Uber, which connects cars with passengers on mobile apps, of doing the same thing to the thousands of drivers, couriers and others who work for them.
Agricultural businesses, textile mills, construction firms and other enterprises have often classified workers as contractors to lower their costs … In recent years, app-based businesses like Uber, Lyft and Instacart have grown rapidly, in part because they signed up tens of thousands of people to work on their services as independent contractors. Uber, the most successful business in this sector, has signed up more than 160,000 of what it calls “driver-partners.” There is no question that the companies in what some people call the “gig economy” would not have been able to grow so fast if they had hired all of these people as employees.
“Defining ‘Employee’ in the Gig Economy,” New York Times

Looking back, the Industrial Revolution appears to have been inevitable. Looking back at the Neolithic revolution, it is hard to pierce through the mental construct of “society” based in cities that we now take for granted and imagine the world of hunter-gatherer clans.
I imagine that something very like that retrospective incomprehension will be the reaction of people just fifty years from now, when they learn that we had expensive cars that mostly sat still in garages and parking lots, and that we had houses and closets full of things we rarely used. They will also find it hard to imagine that, in the United States at least, only the people who had jobs could obtain health care but that jobs themselves were hard to obtain. They will compare the fact that many people in the twentieth century worked their entire careers for one company to the practice of “villeinage” in medieval England, where serfs were tied to the land and could not move around without their master’s permission.
Obviously, much of the book so far has been speculative, though the speculation has been based on thinking pretty hard about the implications and application of economic principles. But in this chapter, I am going to abandon modesty completely, and speculate more broadly, about the day after Tomorrow 3.0.



The Way Things Have Always Been
There have always been questions about “where will the jobs come from?” The capitalist system does not produce jobs; it produces consumer surplus. Consumers direct capital, through the intervention and agency of entrepreneurs, toward the uses that consumers subjectively value. Entrepreneurs make profits, and workers are paid wages, only to the extent that their activities produce value for consumers.
But we want the economy to do more; we want the economy to “produce jobs.” The problem is that capitalism is animated by a constant search for profits, which (in competitive industries) turns into a drive to cut costs. Since all firms cut costs, and in mostly the same ways, this means that prices to consumer fall. But workers find that there are fewer jobs as costs are cut and labor is replaced by capital in the form of tools or automation, and so on.
There’s a story of an economist visiting an Asian country. He was proudly shown a huge, busy work site where thousands of workers were beavering away constructing a dam. Most of the work was being done with shovels and wheelbarrows. The economist asked why there were so few bulldozers or trucks. One of the hosts explained that they were trying to create jobs, to help the economy. The economist said, “Oh, I’m sorry. I misunderstood. I thought you were producing a dam. If you are trying to produce jobs, you should take away all those shovels and wheelbarrows and give the workers sticks and clay bowls.”
The history of economic growth and development is tale of displacement and chaos. As people figured out ways to expand the cooperation horizon, first in cities using specialization, the result has been consistent replacement of inefficient production processes by new and better ways of making things. One hundred thousand people with sticks could build a small dam, but it would take a while. One thousand people with shovels and wheelbarrows could build a better dam, and faster, than a hundred thousand with sticks. But one hundred highly skilled workers with modern bulldozers and trucks could build an enormous dam quite quickly.
Of course, small communities do not need enormous dams. So they do not need heavy equipment, or skilled operators. The infrastructure that supports cooperation at scale is never developed, without the force of economic change expanding the cooperation horizon. But when the scale of specialization, particularly division of labor, is expanded by market forces, the option of one hundred workers with advanced machines becomes available. Nine hundred workers who once had reliable paychecks using shovels and wheelbarrows are out of a job. They were good at using shovels and wheelbarrows, but they cannot drive a bulldozer. And they certainly cannot write computer programs in Python or create usable HTML code.
Add this to the workers displaced from furniture factories, textiles, automobiles, steel, and a thousand other activities. What happens when the logic of cost reduction, now in the form of the Middleman-Sharing economy, displaces thousands of workers? One possibility we have already talked about: violence, sabotage, and politically popular regulations to slow the pace of change and protect jobs. But that’s hardly a solution, and in fact it makes the problem worse in some ways. If we create artificial incentives to retain obsolete economic institutions and forms of production, we are actually giving people a signal that they should obtain training, and experience, in industries that are still going to disappear. Delaying that disappearance for five or ten years and robbing people of the chance to get more useful education and experience during their twenties and thirties is a trap; it’s not the solution.
The logic of labor markets is based on price, especially a specific price called “wages.” Unemployment can result if wages are too high; to put it another way, if wages fall far enough, then it will be worth hiring more workers. But societies may not be able, or politically willing, to rely on adjustments in wages to “solve” problems of unemployment. The fact that there is some positive wage where workers displaced by the dynamics of “creative destruction” can find jobs is poor comfort if that wage is so low that they cannot make a living. Even if one grants that unemployment is in some sense “voluntary,” because one can always find a job at some wage, the disruption of losing a factory job that paid $55,000 per year and taking a job that pays $11,000 a year is wrenching.
Recent policy solutions may actually be part of the problem. The urge to ensure a “living wage” is understandable as an ethical impulse, if the rate of increase of wages seems insufficient to help the lowest-income group of citizens to live in society. The problem is that there is little reason to expect minimum wages to provide a living wage, because wages are a price that measures particular kinds of scarcity, at the margin of the labor market. A recent study from the National Bureau of Economic Research (Jardim et al., 2017) estimated that the Seattle, Washington labor market showed a decline in hours worked for the poorest workers. The fall in hours more than offset the increased pay per hour, meaning that the workers lost income as a result of increasing the minimum wage to $13. The increase to $15 may have even sharper damaging effects.
It’s not hard to see how this might happen. When you go into a fast food restaurant, you look up on the menu board, and then you read some words: “Two hamburgers, fries, and a drink” or “frozen yogurt with sprinkle topping.” The person behind the counter looks for the corresponding words on his or her cash register, and then reads the price that the machine computes. You hand the person some money, and he or she makes change.
At a wage of $8, that might continue. But if the wage goes up – and especially if it almost doubles, to $15 – things change. All management has to do is to turn the cash register around. Instead of saying the words and having the worker press the “hamburger,” “fries,” and “drink” buttons, the customer can do it. Instead of handing the worker payment, the customer can push cash or a chipped credit card into a slot. Using a few tweaks to the existing hardware of cash registers, software can be written that eats the world of service jobs.
Of course, the cost savings are even bigger if more skilled services can be replaced by software. Simplecontacts.com administers eye exams and gives vision prescriptions using your smart phone. Easydiagnosis.com is an expert system for collecting and interpreting basic medical examination and lab results. The software doesn’t miss anything, it doesn’t get tired, and it doesn’t have hunches that persist in the face of contrary evidence.1
The final problem with the Middleman/Sharing Revolutions, is that “this time” may be different. Until now we have relied on a dynamic economy driven by new consumption as a motor for job growth. Yes, entrepreneurs make new products, things that consumers want and for which they will pay a premium. And that wipes out old products.
Those workers have always found jobs making the new products. But what if the “new products” are software, which wants to be free? The prices of access to many “products,” including Facebook, Google, and Twitter, are all essentially zero. And the economies of scale in “production” are so large that even these companies have relatively few employees. Facebook had only 2,500 employees as recently as 2010, and still employs fewer than 25,000. For the sake of comparison, General Motors had more than 350,000 employees just thirty years ago.
In Chapter 5, I discussed two very different kinds of disruption, saltation and separation. Saltation can benefit displaced workers because it means that there are new industries that need workers, and people who can quickly acquire new skills and “jump” will be able to command a premium. Separation is not so good. Separation means that for many people – who have lost a job for which they had trained and had skills – there is no easy way to pay for the education and experience that would be required to take advantage of saltation.
The paradox is that capital (and that includes software) destroys jobs but makes jobs that adapt and survive much more productive. Economists describe the process of wage determination in an economy as resting on the worker’s “value of marginal product,” or VMP.
Value of Marginal Product = Price of Output × Marginal Amount of Output

VMP is the result of multiplying the price of the output times the “marginal” or incremental amount of the product that the worker adds to output. Capital makes workers much more productive; that’s why the bulldozer operator makes far more than the guy with a shovel who makes more than a guy with a stick.
Software can work the same way, but with a twist. We tend to think of workplace dynamics in a kind of “us vs. them” way, with a romantic contest between man and machine. But for the most part that’s wrong: Machines – including software – make workers more productive. To take a whimsical example, there was an audible gasp around the world when the IBM computer, “Deep Blue,” defeated chess grandmaster Garry Kasparov in 1997. Oh, no, computers are going to take over!
In fact, that’s a misunderstanding. It is still true that a team of an expert human and a computer, with highly specialized software adapted to the task at hand, can rather easily defeat either (a) a human, or (b) a machine. The point is that it is people using machines that is the powerful combination. The worker with a power loom was more powerful, in economic terms, than the worker with a hand loom, who in turn was able to make better clothing than someone who sewed animal skins, with a bone needle.
So, perhaps we can work around the enormous increase in productivity that will result from pairing workers with specialized machines and software (Bessen, 2015; Mindell, 2015). But how can we work around the fact that the price of output is going to fall dramatically? If the VMP is the product of output price and productivity, falling output price means wages must fall, unless productivity can increase by more than output price falls.
It has been the argument of this book that there are two complementary but distinct forces that will cause prices to plummet. The first is the expanding middleman economy, where software innovations shared as “apps” on smartphones, connected over the Internet, will drive down prices as entrepreneurs are increasingly able to sell reductions in transaction costs. The second is the sharing economy, which has barely begun to be noticeable, where rental and sharing arrangements replace inefficient and clumsy mechanisms of exclusive ownership.
The combination will bring prices down, sharply. And the inventory of each of the products that will be needed will decline, also. At first, as the composition of the stock of durables is transformed from “short-lived and quickly broken” to “commercial grade and long-lived” there will be a short burst of production increases. But once we have made millions of durable, rugged power drills and espresso machines and other rentable items, the market for production will stagnate even further: not only will we need less, but each one we do make will last longer because it is made to be rented by the thousands, not be owned by one person who rarely uses it.
The “rent v. own” decision will also extend to a variety of other items, including some that we think of now as being quite personal. There are more than 250 new companies specializing in clothing rentals, including designer fashion that have until now been quite out of the reach of most consumers. The best known may be “Rent the Runway,” which rents haute couture, but the levels of price and quality vary substantially. The point is that you may not need a closet in your home if you can have what entrepreneurs are calling “your closet in the cloud.”
Rent the Runway – founded in 2010 and now attracting more than $100 million per year in revenues – has a subscription service it calls the “Unlimited.” For $139 per month the customer can have three items at a time; shipping is paid for by the company. That means that you can have a “new” coat-dress-handbag combination, or skirt-blouse-blazer ensemble, every month, or every week if you want. As Brooke Hartmann, subscription director, puts it: “Imagine your closet has a trapdoor in the back and it opens to the Rent the Runway warehouse.” (Willett, 2016). And while Rent the Runway is the largest and best known of these new companies, that could change quickly. Companies such as Chic by Choice, The Black Tux, Borrowing Magnolia Mine, or Le Tote are all looking for new niches and new ways to create a closet in the cloud.
There are likely new things being shared by renting that I have not listed, and some of the companies I have discussed may have gone out of business by the time you read this. The fact is that I do not know which items or products are “worth” renting; we are facing a period of trial and error. It is important to stay focused on the larger picture: I’m not making a specific claim about any one product. What I’m saying is that in a world where entrepreneurs can commodify (a) reductions in transaction costs and (b) excess capacity, the likely disruptions in traditional ways of doing business will be both significant and very hard to foresee.
As Gates Saterfield, a “visionist” (really) at the American Sartorial Institute put it in an interview with the Wall Street Journal’s Joe Queenan:
If you’re self-employed and do not have to go to an office every day, you do not really need to own your own pants. You might need a pair of pants a few hours a week. So it is not hard to imagine a situation where groups of men pool their resources to share pants on a need-to-wear basis. The same goes for quality men’s footwear.

Maybe it is because I’m not a “visionist,” but that scenario is a little hard to imagine. To be fair, we are not talking about jeans or even chinos here but about high quality “business casual” dress pants. The dress code in Silicon Valley and many of the most productive sectors of the new economy is pretty loose. If you had an app that could give accurate laser measurements of your proportions, you could have high quality clothing delivered, and returned, all in the same day, without taking up closet space. Maybe it is not so visionary after all.
About ten years ago, I made a prediction along these lines, regarding employees, in my “Bosses Don’t Wear Bunny Slippers”:
So, one day the boss has this crazy thought. He asks himself a question that has never occurred to him before: Why have any employees at all? Why have a building? Why not just sit home, wearing his jammies and bunny slippers, sipping a nice cup of tea, and outsource everything? He can write contracts to buy parts, he can pay workers to assemble the parts, and he can use shipping companies to box and transport the product.
The boss is elated. He never really liked these people anyway. Always asking questions, constantly looking for direction and expecting him to know the answers. He fires all his employees, effective one month from now, and takes bids on all the design, parts manufacture, assembly, and shipping that those people used to do.
(Munger, 2008)

In other words, the three apparently very different decisions (hire vs. contract out, make vs. buy, and rent vs. own) are all surprisingly similar. The correct decision is variable and highly contingent, and the contingency depends on transaction costs.
What is clear is that the net effect, for many people, will be neutral or even positive. Their nominal wages (the number on their paycheck) will fall. On the other hand, the prices of many products will fall by even more, and lots of things will be free. As that process plays out, it is hard to predict the effects of lower prices because in a dynamic economy people will have more money to spend on other things. We may all want much more of the services that are now cheaper.
One famous example is the technology we now call “ATMs” or Automatic Teller Machines. At first, people were worried that software would eat the world of branch banking and that all the human tellers would lose their job. But a surprising thing happened: Since many of the mundane transactions were handled so cheaply by software on the ATM, it became possible to open more actual branches. Remember, the number of human tellers employed at local branches went up, not down, after the introduction of ATMs. As I said, it is hard to predict.




The Difference between “Less Job” and “No Job”
For some people at least, the problem won’t be “less job”; for many people who now work in jobs they hate, having “less job” will be just fine. The real problem will be “no job.” And the gig economy is only a partial answer. On the popular podcast, EconTalk, hosted by Russ Roberts, a guest made the following observation about automation and job loss.
Always with automation it is always easier to see the jobs that get lost than the ones that are going to get created. Because, you know, things will become cheaper, so there will be a demand for complementary goods; people will just have more disposable income that they will use to buy other things. There will be whole new categories of jobs that are created. In the nineteenth century, most Americans were farmers; and then all those jobs disappeared. But it is not like 95 percent of Americans aren’t employed. They are just doing things that were unimaginable back then, like “app designer.”
… But let’s imagine … if there is a future where robots and computers can do everything better than people. What will happen then? … It’s one thing with an unemployment rate of 5 percent. Once the unemployment rate reaches 50 percent, everybody is going to vote for very generous unemployment benefits–or for redistributing the wealth. In a democracy, everybody has a vote.
… And people are already talking things like having a universal basic income. It’s of course a controversial topic. But I, for one, think that even today it would already be better today to have something like that than to have something like the patchwork of all these different things that, many of them are very inefficient, subject to capture by different special interest groups. We would be better to have a simpler, more uniform solution. And then what the level of that basic income is, well, that can change, depending on the progress of technology, depending on the economic conditions, and the politics and so forth.
(Domingos, 2016; emphasis added)

There are two reasons why this suggestion of a “basic income,” or floor on the level of economic abjectness, seems like a badly flawed but possibly workable solution. The first is that we are tempted to ask whether the Middleman/Sharing revolution is “good” or “bad.” But that simplistic dichotomy is misleading; it will be both. Overall, there will be many benefits, and the general condition of humanity will improve, as we make more efficient – and less environmentally damaging – the use of the resources we already have. But it is just not true that “everyone” will be better off. Many people who played by the rules and took jobs that required specific training are going to be stuck. Some people worry that the coming revolution will make inequality of income and wealth much worse, while others see software as producing an egalitarian utopia. I think the answer is that both things will happen at the same time, and often to the same people.
Second, the Middleman/Sharing Revolution is inevitable: It’s going to happen, and it is not a choice. Even those who are in some ways better off may feel exposed to risk of economic displacement. So while one might not grant that some form of “social insurance” is morally justified, it might be politically expedient.
Would a “universal basic income” be an answer? It would be only be an imperfect, and partial, answer of course. But the policy question is whether some social response is morally necessary and politically inevitable. If the answer is “yes,” then let’s consider whether a universal basic income is a good start.
A common objection is that a basic income guarantee (BIG) just “pays people not to work.” But that’s not quite right. Current welfare programs do that: If you find a job, you lose your benefits. As it stands, public assistance policy traps people by imposing an effective marginal tax rate of 50 percent or higher: If I get a job making $20,000 a year, I lose $10,000 in benefits, so I’m only “making” an extra $10,000 by working, and I have to pay for transportation and child care in after-tax dollars. It is the current system that forces people not to work because of what economists call a “price effect”: the net benefit to working is so small I’m better off staying home.
A BIG would pay everyone, even if they have a job.2 Of course, we would have to implement an exchange:
(1) The state and federal governments will scrap a long list of existing programs (purportedly) designed to equalize income or to provide a safety net for the least well-off. Everything. That includes minimum wage laws, Social Security, and all forms of housing subsidies and wage regulations must go. And never come back. If a constitutional amendment is required to enforce this commitment, fair enough.

(2) In exchange, and in a once-and-for-all replacement, a comprehensive BIG would be implemented as a single cash-payment replacement.


There are two common objections.
First, “That could never actually happen.”

The second is “Choice? You think we want to give people choices? They can’t handle choices!”

But the BIG proposal cannot be blamed just because it would not be implemented. I recognize that it will be difficult to give up the whole dog’s breakfast of different programs that elites and political officials now use to claim credit and buy votes. It may be true that BIG would be on top of, rather than instead of, existing programs. But then that’s not the proposal being considered. Making the argument that politicians will not implement the proposal is the sort of thing you might hear in a high school debate class: Since you cannot win on the merits, change the question.
The second objection – people cannot be trusted to make their own choices – is even worse. That’s simply inconsistent with democracy. It may be true that if we give people choices some will make bad ones. But increasing poor peoples’ capacity will mean that they have choices to make, and some of them –perhaps many – will recognize that for the first time they are being entrusted with responsibility.
It is an old problem: Should we give poor people an in-kind transfer (say, vouchers for food or housing)? Or should we give people an amount of money equal to the cost of that in-kind transfer? Given the fungibility of money, the recipients of the cash have to be at least as well-off as the recipients of the food, since the first group could always buy the food if that is what is best for them. But they could also buy something else, if that is what is better, for them. The enormous variety of in-kind programs and vouchers are costly precisely because they are all an attempt to force poor people to make “good” (in the eyes of voters or bureaucrats) choices. Not surprisingly, some food stamps and other in-kind vouchers are then sold on the black market at a substantial discount.3




If a BIG Is the Answer, What Is the Question?
The problem that the world economy must deal with, and that public policy must squarely address, is this: two very different trends are pushing us in opposite directions. The first trend is a rapid movement toward cheaper, better, more flexible services available through software on portable platforms. The second trend is a sharp, and accelerating, disparity in annual income and total wealth. The new economy is likely to make this worse, possibly much worse.
The first trend is (almost) all positive. There was a famous “meme” that circulated on Facebook in 2014, showing an image of a full-page 1991-era ad for Radio Shack, an electronics store (Cichon, 2014). The ad listed more than a dozen different products, ranging from fax machines to word processors to cassette players to cameras and camcorders. The meme had this text at the bottom of the image: “Today all this is one smart phone.”
The total cost of all the various items was well in excess of $3,000, and that’s in 1994 dollars. That stuff, if it were available, would cost more than $5,000. But a lot of it is not available because nobody wants a hand calculator or a VCR camcorder instead of a smart phone. You could spend $5,000 on a smart phone, of course – the Tonino Lamborghini 88 Tauri is listed at $5,250. But a standard iPhone or Galaxy can be had for 10 percent of that price, and it will do all those things better than each of the separate gadgets in 1991. And it will fit comfortably in your pocket. Adjusting for cost reduction and quality improvement, in other words, that’s a 1000 percent improvement.
The reason this is important is that it levels people, or at least people in advanced societies. As John Nye points out (Nye, 2017):
Today while I was out running errands in my 5-year-old Honda Accord, I passed a Tesla … In practical terms, the difference between a $200,000 Tesla and my last car, a beat-up minivan worth $2,000 at trade-in, is not all that large. They’re both safe forms of transportation that get you from point A to point B and, given legal limits and the reality of suburban traffic, most of the time they’re driven at roughly the same speeds.
In that sense, measures of income inequality overstate the differences within a developed country like the United States. The products available to the masses are, in many cases, nearly as good as those available only to the elite. Your garbageman’s old Timex and your podiatrist’s brand new Rolex serve almost precisely the same function.

So, while there’s a difference between a black plastic digital watch and a fully iced-up platinum watch, the functional difference is negligible. In fact, the digital watch may even keep better time than the heavy, expensive analog version. The expensive watch has higher social status, but that’s something that is socially constructed rather than something necessary to tell time.
Overall, the biggest differences between a middle-class person and an upper class person is the size of their houses and age of their scotch. They probably both have 50-inch flat screen 4k televisions, if they want them. In practical terms, the universal availability of products is reducing differences based on income, and the changes in the “new” economy will accelerate that leveling. We need to enable those changes to work their magic.
The second trend is more troubling because it cuts the other way. It is all very well to say that there are few practical differences in quality of life, but the degree of inequality itself raises questions about the basic fairness of the system. Further, even if the middle and lower class on average are in improved circumstances there is a widely shared perception that everyone thinks they are losing. The “losing” may take the form of falling behind, but it is also a sense of insecurity because the current levels of income are endangered by rapid and unpredictable changes in the economy.
Worse, to the extent that effective access to digital technology is crucial for connecting to job opportunities and the leveling effects of powerful devices, there are substantial differences across income groups. According to work reported on by Anderson (2017), almost half of the poorest third of Americans have access to home wifi connections and laptop or desktop computers. Nearly 2/3 of this group do have cell phones, but 5G connections are an expensive way to buy data and many poor people scrimp on those phone capabilities as a result. Further, more than 60 percent of the poorest Americans rarely or never use the Internet as part of their jobs, reducing their familiarity with the fast-changing tools and apps that are available.
What would a BIG program do to address this problem? It won’t solve it, but it might limit the political and social problems we face while improving on the efficiency of current programs.




Background and Definitions
	A BIG program is a negative head tax, a lump sum payment simply for being alive. There is no means test, or work requirement. This means that it has all the “good” properties – in terms of efficiency and absence of distortion – of any head tax.4

	A Negative Income Tax (NIT) program is one means of implementing a BIG. I am proposing to pick a NIT to implement a BIG. The infrastructure, in the form of the US Treasury Department and its tax collection agency the Internal Revenue Service is already set up to perform these functions, and so little new bureaucracy or rule-making would be required.


The origins of what we now think of as a BIG are obscure. One clear antecedent is in the French Republican tradition, especially Thomas Paine drawing on Rousseau’s idea of property. A “solution” that a number of people settled on was some form of compensation for resource use. For some, the focus was narrowly on land as the key resource, requiring a tax on land rent (George, 1951). More interesting, for purposes of situating the BIG historically, is Thomas Paine’s 1795 “Agrarian Justice” pamphlet, in which he advocated not just a tax on land, but the use of that revenue to fund a universal “ground rent” payment.
[T]he earth, in its natural, cultivated state was, and ever would have continued to be, the common property of the human race … But the earth in its natural state, as before said, is capable of supporting but a small number of inhabitants compared with what it is capable of doing in a cultivated state. And as it is impossible to separate the improvement made by cultivation from the earth itself, upon which that improvement is made, the idea of landed property arose from that parable connection; but it is nevertheless true, that it is the value of the improvement, only, and not the earth itself, that is individual property.
Every proprietor, therefore, of cultivated lands, owes to the community a ground-rent (for I know of no better term to express the idea) for the land which he holds; and it is from this ground-rent that the fund proposed in this plan is to issue.
… [I propose] to create a national fund, out of which there shall be paid to every person, when arrived at the age of twenty-one years, the sum of fifteen pounds sterling, as a compensation in part, for the loss of his or her natural inheritance, by the introduction of the system of landed property:
And also, the sum of ten pounds per annum, during life, to every person now living, of the age of fifty years, and to all others as they shall arrive at that age.
(Paine, 1795, emphasis added)

Paine seems to be arguing that the “ground rent” can serve as the sole revenue source for a universal BIG. That claim can certainly be criticized, on either equity grounds or empirical validity. But there are examples of this sort of logic at work. The US state of Alaska established in 1980 the “Alaska Permanent Fund,” with a constitutional amendment that required that “At least 25 percent of all mineral lease rentals, royalties, royalty sales proceeds, federal mineral revenue-sharing payments and bonuses received by the state be placed in a permanent fund, the principal of which may only be used for income-producing investments.” (Alaska Permanent Fund, n.d.) The income derived from the endowment created out of the depletion of natural resources in Alaska is divided up among all permanent citizens of Alaska, with some restrictions for access and residency. As Widerquist and Howard (2012) have noted, the Alaska experience might provide a model that shows how payments might work and how they might be financed.




Why Are There Poor People?
There’s a more potent, and empirical, argument for a BIG. It is quite simple: Given how much we spend on poverty, there cannot be any poor people in the United States. If we take the total amount spent on poverty programs, and divide it by the number of people in poverty, the income per capita is above the poverty line. Problem solved.
But the money is not reaching the poor. Tanner (2012) sums it up this way:
[T]his year the federal government will spend more than $668 billion on at least 126 different programs to fight poverty. And that does not even begin to count welfare spending by state and local governments, which adds $284 billion to that figure. In total, the United States spends nearly $1 trillion every year to fight poverty. That amounts to $20,610 for every poor person in America, or $61,830 per poor family of three.

If they were actually receiving the money, that $61,000 would put a family of three above not just above the poverty line but above average income for the population. What gives?
Well, we do. Taxpayers. Poor people aren’t receiving the money, but we are definitely giving it. The money gets diverted into administration, spent on in-kind rather than direct assistance, and used to fund expensive meetings where smart people sit and worry about what to do about poverty.
To be fair, Tanner’s estimate of “poverty” programs includes a substantial component that are health care subsidies, with the largest being Medicaid ($228 billion per year). Adjusting his figures to remove the health care portion reduces total expenditures to about $700 billion per year, for a population of 50 million “poor” Americans, gives a figure of about $14,000 per person in spending. For a family of three, this would be $42,000 per year, more than the poverty rate (Dept. of Health and Human Services, 2014) of about $20,000 but less than the average family income.
In other ways, Tanner’s figure is a substantial underestimate because he is focusing on transfers. But there are other programs, programs whose costs are hard to estimate, that are also designed to help the poor. Two important examples are minimum wage laws and mass transit systems. Measuring the effects of minimum wage laws is difficult. But the combination of a high minimum wage law and unemployment compensation that is contingent on the recipient remaining unemployed act as a devastating one-two punch on the young people growing up in urban poor families.
The effect is far less significant for white or middle-class young people, according to the Bureau of Labor Statistics (BLS, 2014). In July 2014, the overall youth unemployment rate was 14.3 percent (though with a participation rate of only 58 percent, there are many young people who are not even looking for work, and so are not “unemployed”). For black males, however, this unemployment rate is more than 25 percent, meaning that for fully one-quarter of those young men actively looking for work there is no job to be had. Getting rid of the minimum wage would open up more jobs to those who want them, and getting rid of the “work penalty” in welfare programs would encourage more people to go out looking in the first place. The minimum wage has increasingly made it difficult to have internship or apprenticeship programs that are part work and part training. That’s not a big problem for wealthy or middle-class adolescents, who can invest separately in higher education programs.5 But minimum wage laws prevent the bundling of training and work programs that have proved effective in other countries.6 So, one BIG improvement would be the elimination of minimum wage laws.
The benefits of basic income have been heralded by some surprising scholars, including Friedman (1962), and Murray (1993). I will summarize Friedman’s argument for an NIT this way.
	First, taxpayers could pay less, and the poor could receive more, for any given amount of money to be transferred. Much of the enormous apparatus of administration could be scrapped.

	Second, calculating the cost of the in-kind benefit, and then giving that benefit in cash instead, may be superior, or cannot be worse. The poor person can buy the bundle that would have been provided in kind, if in fact that is what they most prefer.

	Third, a recipient of aid is more likely to act responsibly and more carefully in allocating the funds among alternative uses. Rather than depending on the state to fulfill needs, the recipient of cash payments will rely on the state to provide means, allowing the recipients to retain the autonomy to choose what needs those means will be used to meet.


Switching from the current system to a basic income system would save money on the spending side, increase the amount received by recipients, and increase the liberty and autonomy of the recipients at the same time. We could do worse. And we almost certainly will. While a BIG is not perfect, having a safety net that recognizes the general benefits and gives citizens a sense that they are insulated from the most unpredictable effects of the new economy will make the inevitability of the coming economic revolution less disruptive.




Final Words
We are on the verge of the third great economic revolution. The only thing we know for certain is that, if this revolution works out as I have claimed, the changes it causes will be wrenching and far-reaching.
On the plus side, entrepreneurs will be able to work from anywhere, selling almost anything, because what they are really selling is a reduction in transaction cost. Coupled with new and innovative payment systems such as Bitcoin, the potential for middleman software is limitless. There is a debate about whether Bitcoin’s key innovation is anonymity, or pseudonymous assurance of secure transactions, but I expect the latter will turn out to be more important. The blockchain, regardless of the currency units used to denominate value, is a thunderbolt across the dark sky of nations that lack institutions for clearing transactions. In one step, a transaction system based on Bitcoin can leapfrog the decades-long slog of developing banks, a floating currency, an honest legal system, and an incorruptible police force. Entrepreneurs can work, be productive, and get paid, in lawless failed states like Somalia or Illinois.7
On the darker side, people who want traditional lives may not be able to find jobs, and ownership may become a luxury beyond the means of all but wealthy elites. While people who are able to organize transactions by writing software may become wealthy, people who lack skills or interests may be shoved aside. Further, there are already rumblings of a very different kind of sharing economy, where instead of peer-to-peer cooperation the dominant form is specialization, with some people buying up apartment blocks and then renting them out on Airbnb full time. eBbay was for a decade or more a way of sharing by reselling old stuff; now it and other online selling platforms have come to look more like electronic malls, competing with Amazon more than neighborhood garage sales.
But even here the darkest, most pessimistic view contains a ray of light. Having access to triangulation (including delivery by Uber-like driverless cars), transaction, and trust will allow a burgeoning of local artisanal food and service providers. We already see this with extremely high-quality boutique producers in Brooklyn and San Francisco, providing everything pickles and jams to organic produce and cured meats. Some items, especially foods and services, cannot be rented. Having a smart phone will help people find these providers; having software to process the delivery and transaction will reduce the cost to the point where the providers can make a living. In twenty years, even the largest cities may once again be a collection of small villages, with local deliveries of cheese, fresh produce, and delicious and nutritious foods made straight to houses and apartments. Gone will be the days of “big box” groceries with football field-sized parking lots.
In the nineteenth century, labor costs were so low that deliveries and home services were common; in the twenty-first century, low transaction cost will take us back to a system of local deliveries, personal connections, and more variety and quality than a “one size fits all” system can deliver. The transaction costs revolution can help us share “stuff” by renting, but it can also help us reconnect with our neighborhood. And our neighbors.
I worry that the conclusions I have offered sound unduly pessimistic. And in fact I do think we are in for some difficult times, and for some people – just as was true in the Neolithic and Industrial revolutions – the quality of life may suffer, at least for a while. But there are also reasons to be optimistic. People do not really need jobs as much as they need an identity, something that they can define themselves as and form communities around. For a period of not quite 300 years, people have defined their identity as being tied up with their job but that need not be the case in the future. If I can make bourbon-basil pickles and have them delivered by a driverless car to a devoted local clientele, that may be my “job,” or my identity. Perhaps I work producing things for sale, or perhaps I’m sharing part of my personal identity that happens to be delicious. The distinction may soon seem less important than it does to us now.
The coming economic revolution will leave us untethered, but untethered also means free. People will be obliged to find new meaning in their lives and new identities to organize that meaning. Kevin Kelly (2016) gives us an idea of what that might be like:
When robots and automation do our most basic work, making it relatively easy for us to be fed, clothed, and sheltered, then we are free to ask, “What are humans for?” Industrialization did more than just extend the average human lifespan. It led a greater percentage of the population to decide that humans were meant to be ballerinas, full-time musicians, mathematicians, athletes, fashion designers, yoga masters, fan-fiction authors, and folks with one-of-a kind titles on their business cards. With the help of our machines, we could take up these roles; but of course, over time, the machines will do these as well. We’ll then be empowered to dream up yet more answers to the question “What should we do?” It will be many generations before a robot can answer that.
(p. 57)



1 For a much more nuanced view, with some of the history of medical expert systems, see Mukherjee (2017). It may be that the either/or distinction is misleading. Trained humans using the results provided by better software may both improve outcomes, reduce costs, and at the same time produce more jobs.

2 An interesting proposal, along the lines of “Uber, but for ______,” is “Uber, but for welfare” (Warstler, 2014; Conda and Khanna, 2016).

3 While the amounts of fraud have at some points been substantial, it appears that the current use of EBT cards requiring an ID have reduced the total proportion of fraudulent spending below 3 percent of the total amount paid out. See, for a history, Rude (2017). Thus, while fraud exists, it would likely exist under a BIG program as well.

4 Lump sum or “head” taxes are the least distortive of all taxes, precisely because their amount is fixed and does not change in response economic station or work effort. See, for a review, Graaf (1987, pp. 251–252), and Munger (2015b).

5 For a discussion of the issues presented by “unpaid internships,” see Cohen (2013). By their very nature, such unpaid “work” is more feasible for young people from middle-class families because the parents can pay living expenses. Being able to pay some wages, greater than zero but less than a “living wage,” would make such experiences more accessible. As is clear from the Wage and Hour Division (2010) documentation, to qualify as an internship the “work” cannot be work in any way at all. But this simply makes internships more expensive, and again rules out young people with fewer skills.

6 Germany, in particular, has a number of well-developed apprenticeship programs that smoothly combine education and work, at wages above zero but below the “minimum” wage. See Jacoby (2014) and Winkelmann (1997).

7 As Leeson (2007) notes, the collapse of a state may make more space for entrepreneurial activity, particularly institutional entrepreneurship, compared to a barely functional but predatory state. Leeson considers the case of Somalia; the point is not that Somalia is in any way a system to be emulated. It is just that (my comparison, not Leeson’s) collapse may be better than Illinois.
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