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Sound Is Underrecognized; Hearing Is Underappreciated
It is a rare environment that is devoid of sound. Soundproof chambers exist that, on paper, are free of sound. But, if you have the opportunity to stand in one, you will quickly become aware of the slight rustle of clothing as you shift your weight from one foot to the other, the whisper of your own soft breathing, the soft thump of the beating of your heart, the creaking noises in your neck as you turn your head, the gentle scraping of your tongue as it brushes the back of your front teeth, your rumbling belly. Sound is all around us—inescapable and invisible.
Our sense of hearing is always “on.” We cannot close our ears as we can our eyes. But, possibly more than any other sense, we are able to ignore sounds that are unimportant, to relegate them to the background of our consciousness. We have all experienced the sensation of becoming aware of a sound only after it suddenly goes away. Perhaps a refrigerator switches off. Or a nearby idling truck shuts off its engine. Or the downstairs neighbor turns off his television. The inescapability of sound along with our ability to tune it out makes our relationship with sound a complicated one. It is our primary means of communication and so is at the very core of our existence as interconnecting humans. Yet hearing is often taken for granted. Most of us, facing the dilemma, would give up our hearing before we would give up our vision because we can imagine navigating our daily lives in silence, but not in darkness. Sound is underrecognized. Hearing is underappreciated.
My interest in sound began early. I grew up with music—my mother was a pianist. My favorite place to play, as a child, was under the piano. I would bring my toys there and play my games against the backdrop of Bach, Chopin, and Scriabin. I also grew up in a house where more than one language was spoken as we traveled back and forth between New York and la mamma’s native Trieste, Italy. I had friends and family in both countries and navigated both languages pretty well. These early experiences with language and music left a deep imprint on me and are why, years later, as a neuroscientist and college professor, my favorite course to teach is The Biological Foundations of Speech and Music. That course and this book are about sound—its richness, its meaning, its power—and about the brain that makes sense of it all, making us who we are.
The path between la mamma’s piano and studying the exquisitely precise auditory brain as it processes the sounds of our lives was not a straight line. In college, my interest in words and languages led me first to comparative literature. That was my major until I took a course in biology. Around the same time, I found a book by Eric Lenneberg, Biological Foundations of Language (sound familiar?).1 In it, Lenneberg wrote about biological and evolutionary principles that make language possible. It married the study of language with the study of biology in a way that was new at the time. That got my attention. I realized this area of study was possible, and I knew it was the one I wanted to pursue. But I did not want to limit myself to language. I was interested in the broader topic of sound itself. Sounds are all around us on the outside, but what goes on inside the brain when we hear a word or a chord or a meow or a screech? How do sounds change us? How do our experiences with sound change how we hear it? I had homed in on the biology of sound processing as a field of study.
When I got to graduate school, I realized I could get paid to learn. My monthly stipend was $200 and my rent was $50. I was set! Now I just had to figure out what route my pursuit of the biology of sound processing would take. I soon found myself in a lab studying two-tone suppression in the auditory nerve of the chinchilla—the influence one sound has on another when both sounds occur simultaneously.2 As I was enthusiastically explaining all of this to la mamma, she looked at me and asked, “Nina, what are you doing?” At that moment, I realized I could not explain why two-tone suppression in the chinchilla should matter to her. Why would I want to research it? Nina, what are you doing?
It became clear that if I couldn’t explain to my mother how I was spending my time, I didn’t want to be spending my time that way. I realized the science I do needs to be explicitly grounded in the lived world. I was still immensely interested in sound and the brain, so I moved on to my next lab, where I worked with rabbits and the auditory cortex. There I discovered that with training—learning to assign meaning to a sound—the individual neurons in the auditory brain changed their behavior.3 When a sound has little meaning, the brain will respond to it one way. But when that same sound has acquired relevance—food is on the way, for example—the brain responds differently. A sound-brain partnership is formed, connected to the living world. The meaning of the signals outside the brain matters to the signals inside the brain. This was news at the time and, more importantly, it was something I could explain to la mamma. She could see the significance of it—anyone could. I intended to find out how and why the brain changed its response to a sound that had meaning.
Sound Connects Us to the World
The ability to perceive sound is evolutionarily ancient. All vertebrates have a mechanism of hearing. In contrast, many vertebrates are blind, including some mole, amphibian, and fish species, and a host of cave dwellers. Sound perception evolved for self-preservation, a warning system against predators or other environmental dangers. The stressful feeling the clanging roar of traffic causes may be a twenty-first-century shadow of our distant ancestors reacting to a noise signaling a coming avalanche or stampede.
Helen Keller commented that “blindness disconnects us from things; deafness disconnects us from people.” Sound represents things we cannot see and cannot describe. Think of how your mother asks, “What’s the matter?” the instant she picks up the phone and hears your not-quite-right-sounding voice. Sound is unseen but is palpable and dense with meaning.
Why then does vision come out on top in a “favorite sense” poll?4a Why was the National Institutes of Health’s institute for vision founded twenty years before one devoted to hearing? I think one reason is that we have forgotten how to listen. The constant racket around us has made us numb to sound and incapable of hearing sound details. We choose then to ignore sound and turn instead to vision. Another reason is that, like gravity and other powerful forces in our lives, sound is invisible. When was the last time you really paid attention to gravity? Out of sight, out of mind. Finally, sound is fleeting. If we see a tractor lumbering through a cornfield, it remains large, yellow, and metallic even as it passes from one side of our visual field to another. It has a permanence. It waits for us to soak in its tractorness and rewards our extended, leisurely viewing with a palate of sight-related descriptors. But a sound can be over in an instant or evolve over time into a different sound in a flash. And once it’s gone, it’s gone.
Consider the smallest unit of speech from an acoustic standpoint. The word “brink” has only one syllable, but it has five discrete phonemes or unique sounds. Change any one of them and the meaning is changed (“drink”) or lost (“brint”). In running speech, we hear as many as twenty-five to thirty phonemes every second, and if we do not process them properly, the message may be lost. But, in most circumstances, this swirl of sound poses little challenge to our speedy auditory systems. Think about having to process a visual object that changes twenty-five to thirty times in a second. There’s a ball! Now it’s a giraffe! Now it’s a cloud!
How do we manage to identify speech that is moving much too fast to leisurely study? We harness the unmatched speed and computational power of the auditory brain. Think about how long a second is. Now think about a tenth of a second. Now a hundredth of a second. At that point, it’s pretty hard to even comprehend how fast that is. Now add another zero. Auditory neurons make calculations at one thousandth of a second. Light is faster than sound, but in the brain, hearing is faster than seeing, touch, and any other sense.
Our Hearing Brain Includes Sensing, Moving, Thinking, and Feeling
We do not just hear sounds; we deeply engage with them as we make sense of sound. Our hearing brain is vast. Hearing involves sensing, moving, thinking, and feeling. Until recently, we didn’t see it this way.
The beautiful, specialized auditory structures that connect the ear with the brain may at first bring to mind workers on an assembly line. A product (sound) enters the ear and is moved from station to station, picking up parts along the way. This hierarchical, one-way portrayal is the classical view of sound processing. It still persists but is a gross simplification and misses the big picture. The auditory pathway is not a one-way street in the middle of a desert; it’s part of an all-way superhighway in a busy urban center, complete with on- and off-ramps, traffic circles, and spaghetti bowl interchanges, routing traffic to and from many brain neighborhoods. When it is all operating at peak efficiency, it is a wonder of infrastructure and traffic flows smoothly and speedily. But like an urban highway, there can be a backup caused by an incident a mile away in a part of town that has no obvious bearing on the bumper-to-bumper traffic I am experiencing right now.
Yes, there are hierarchies, compartments, and specialties within the auditory pathway, but they are important to the extent they interconnect and connect with forces outside themselves. Human achievements like speech and music did not come about from the auditory-processing centers dutifully moving information about the auditory soundscape one-way from the ear to the brain. Rather, these achievements are a result of a deep network of interconnectivity between our sensory system, the motor networks, the system that drives motivation and feelings of reward, and cognitive centers that govern how we think. Indeed, hearing involves sensing, moving, thinking, and feeling (figure I.1).
Making sense of sound engages how we think, feel, sense, and move.
Auditory-motor connections enable us to move our mouths, tongues, and lips to speak and sing, and work closely with various parts of our bodies when we play musical instruments. When we listen to speech, we unconsciously move our tongues and other articulatory muscles in synchrony with whom we are listening to.
Hearing and thinking are linked. We may have certain instinctual vocalizations—the sound that emerges when I hit my finger with a hammer comes to mind. But a great deal of cognitive, intellectual capacity is required to speak even the simplest sentences or play the most basic music. And it cuts both ways. The risk of dementia is significantly higher in people with hearing loss. It is not just that hearing loss makes it harder for Uncle Joe to follow conversations and therefore seem not as with-it. Hearing loss impairs how we think.5
The sound of speech and music has privileged access to the brain’s reward, or emotional, network. Speech and music might not have evolved if not for the deep emotional feelings of connection with other humans that arise during these communal activities. Indeed, sound contributes to our sense of belonging to the world, to our own personal sense of home.
That hearing does not take place in an isolated, one-way path is now largely accepted, but the shift in thinking this statement represents is relatively new—within the span of my career. The interconnectedness of the auditory system with the rest of the brain has a dramatic effect on how we process sound. It is the heart of our experience with sound, with people, and our individuality.
The Hearing Brain Is Shaped by Experience
My husband and I frequently disagree about the thermostat setting because we experience the same temperature differently. Sensory systems are not scientific instruments that objectively measure physical attributes like mass or temperature. Instead, our brains format the signals that comprise the physical world so they have meaning to us. Making sense of sound is profoundly governed by how we feel, think, see, and move. Conversely, hearing influences how we feel, think, see, and move.
I am sure my reaction to hearing “Nina” is quite different to yours. In tonal languages like Mandarin Chinese, the same syllable has a different meaning if spoken with a level, falling, or rising pitch. A Mandarin speaker, therefore, is more invested than an English speaker in tapping brain resources to code these pitch cues.6 Over time, sound-brain teamwork alters how the brain responds to sound. This is the same rewiring that makes mommy’s voice salient to her baby even if mommy is not in sight and why, anecdotally, in my lab, a child named Dayna had an extra-large brain response to the syllable “day” compared to the “doo,” “doh,” “dah,” and “dee” syllables she also listened to in one of our experiments (figure I.2).
Sound processing in the brain is affected by the languages we speak, the music we make, and our brain health.
No Boundaries
When I was five years old, the neighborhood kids said, “You have to be six to play with us.” This interaction and others like it, along with spanning two cultures—not feeling fully Italian nor fully American—has long made me wonder where I belong. Where do I belong as a scientist? I have always felt most comfortable at the intersection of disciplines, rather than squarely at the center of one, and so I have constructed my lab, Brainvolts, in that image.
If you look at Brainvolts’ website, you will see music, concussion, aging, reading, and bilingualism among the areas we investigate. You might ask, “Just what are they doing at Brainvolts?” The simple, unifying theme is the sound-brain partnership. Sound cuts across many aspects of our lives and shapes our brain accordingly.
My husband refers to Brainvolts as my “hot dog stand.” It is my job to do what it takes to create the necessary infrastructure to sell hot dogs. A scientist needs specialized equipment and, most of all, she needs the right people. It can be agony because my interests rarely thread the specialty purview of most funding sources. I often feel like I’m five again, hearing, “We only fund six-year-olds.” That is the agony of operating across borders although, thankfully, I’ve managed to keep the hot dog stand turning out hot dogs. On the ecstasy side, science has brought me into the orbit of exceptional people outside research and academia. The science is first and foremost grounded in the people at Brainvolts who bring their unique perspectives to our common purpose. Our science depends on our collaborators in education and music and biology and athletics and medicine and industry—people who operate in the world outside the lab, the world I want our science to live in. As neuroscientist Norm Weinberger put it, “Nature doesn’t respect disciplines.”
Brainvolts, much like the brain, is an integrated and reverberating system-wide network, connected by unique and specialized individual parts—er, team members. Since its inception some thirty-odd years ago, I have been uncommonly fortunate to work with outstanding individuals who bring their own interests, points of view, and skills into the lab, each with an abiding interest in the interface of sound and the brain. We will explore these networks—both in the brain and at Brainvolts—in the coming pages.
The Sound Mind
As this book began to take form, I shot early drafts to friends and family for feedback. I wanted to know if my writing was understandable and the topic of interest to a cross-section of readers. My immediate family, conveniently composed of a chef, a lawyer, a carpenter, a musician, and an artist, bore the lion’s share of this. Fairly early on, my lawyer son-in-law asked whether this book is about sound or about the brain. This made me want to specify the answer is both. It is about sound, what our brains do with it, and also what this does to us—the sound mind.
Said another way, I think of the sound mind as a force behind a continuum from the past to the present and into the future. The sounds we have engaged with over our whole lifetimes have shaped what our brain is today. Our brain today, in turn, can make decisions about how we shape our sonic world going forward, not just our personal futures but those of our children and of society as a whole. Thought about this way, the sound mind drives a feedback loop that, importantly, we have some control over. We have the power to make choices about sound for better or worse. Will we make the right decisions to make the feedback loop a virtuous circle? Or make poor decisions launching a vicious circle?
As a biologist, I want to know how sound develops our sonic personality and enables us to engage with our world. I aim to understand sound processing in the brain—the sound mind—with the precision I’ve experienced recording directly from individual neurons. This book will examine signals outside the head (sound waves) and signals inside the head (brain waves). We will look at ways we can enrich sound processing, and the mechanisms through which processing can be adversely impacted. We will consider the power of music for healing as well as the destructive power of noise on the nervous system. Along the way, we will cover what happens to the sound mind when we speak another language, have a language disorder, experience rhythm, birdsong, or a concussion.
Sound is an invisible ally and enemy of brain health. Our engagement with sound leaves a fundamental imprint on who we are. The sounds of our lives shape our brains, for better and for worse. And our sound minds, in turn, impact our sonic world, again for better and for worse. Will we be expert listeners or poor listeners? As a consequence of what we value in sound, how will we build the sonic world we live in? A holistic understanding of the biological consequences of our lives in sound positions us to make better choices for ourselves, for our children, and for society.
I’d like to think la mamma would have enjoyed reading this book.
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Signals Outside the Head
This opening chapter is about the signals that are found outside our heads—sound. Sound is just air molecules moving back and forth. Remarkably, from this simple mechanism comes an infinite variety of sounds, from Bach to bacon sizzling, from Rocky Raccoon to the raccoon out back foraging in the garbage can. Sounds can be loud or soft, high or low, consonant or dissonant, fast or slow, rough, reedy, chaotic, polyphonic, whooshing, and staticky. I invite you to savor the beauty of the properties of sound—the ingredients we will return to time and again as we explore the sound mind.
Sound is movement. When a guitar string is plucked, it moves the air nearby. Figure 1.1 shows a guitar string in different states of pluckedness. On the left is a guitar string at rest, with a dozen little air molecules hanging out to its right. When the guitar string is at rest, the local atmospheric pressure is around 14.7 pounds per square inch—the air pressure at sea level. When the guitar string is plucked, it briefly moves to the right and our air molecules are squished closer together—that is, they are compressed to a higher pressure.a Then, after a very short time (hundredths or thousandths of a second, depending on the pitch of the note), the guitar string springs back in the direction of its resting position and continues moving past the initial resting state until it is displaced a bit to the left. Then the air molecules on the right are spread out again, reducing pressure. But they don’t fall right back into the same spacing as before the string was plucked. They overshoot a bit, so they are now spread out more—they are at a lower pressure—than they were before the string moved in the first place. Then they rebound together again, and spread out again, and so on, a little less each time, until eventually the movement stops, the vibration dampens to nothing, and the sound dies out. The movement was the sound, and when the movement stops, the sound is over.
A plucked string moves the air molecules around it.
Sound Ingredients
Most sounds can be described by a handful of sound ingredients (figure 1.2), much as a seen object can be classified by shape, color, texture, and size. Because sound is invisible, the ingredients are not as obvious, but they are crucial to how we make sense of sound. Thinking about sound in terms of its constituent ingredients—recognizing the wealth of what is going on in those moving air molecules—makes its processing in the brain even more amazing in my view. To keep tabs on those marvelous ingredients, I find a helpful organizing principle, then, is to think of sound in terms of pitch, timing, and timbre (pronounced tamber).
The endless variety of sound arises from air movement and can be described by a handful of ingredients.
Pitch
Pitch is the perception of “high” vs. “low.” We describe a flute’s sound as high-pitched and a tuba’s as low-pitched. What we hear when we use those labels arises from the physical property of frequency. We hear a high-pitched sound when the fluctuations between high and low air pressure come very fast, or at a high frequency. A low-pitched sound has more leisurely changes in air pressure—a low frequency (figure 1.3). Pitch is a perception; frequency is a physical, measurable property. We should use care in making this distinction between pitch and frequency because they are not always a perfect match.
The gray waveform has more cycles (is at a higher frequency) than the black, and so would sound higher in pitch.
Frequency—not as a scientific measure of sound but as an English word—means a count of some event with respect to a fixed time period. You might get two paychecks per month. Tampa, Florida, has on average seventy-eight thunderstorms per year. I get twenty-two pieces of junk mail per week. These are all frequencies. The number of air-pressure vibrations per second distinguishes the pitch of a flute from the pitch of a tuba. The term for the count of something per a time unit of one second is hertz, abbreviated Hz. The range of air pressure fluctuation frequencies that a human ear can detect is between 20 Hz and 20,000 Hz. A high-pitched flute can play notes with frequencies in the range of about 250 to 2,500 Hz; a low-pitched tuba 30 to 380 Hz. Surprisingly, there is a bit of overlap in their ranges! I think I will get to work on writing a flute and tuba concerto where the tuba has the higher part.
But there isn’t always a perfect match between the frequency of a sound and the pitch we hear. If a sound is perceived as having a pitch—if is “hummable”—the frequency at which we would hum is called the fundamental frequency. In figure 1.4, both waveforms have an identical number—about thirty-five—of peaks and valleys, so they are nominally the same frequency. However, each is turned on and off—modulated—at different rates. The pitch we hear matches the rate of the modulation, not the frequency of the wave that is being modulated.
The black and gray waves have the same frequency. But the modulation rates are different—that is, the sound is being turned on and off at a faster rate in the gray waveform and so would sound higher in pitch than the black. The faster modulation rate in females—provided by faster vibration of the vocal cords—produces a higher voice pitch when the same words are spoken.
An example of this is the human voice. The pitch (fundamental frequency) of the human speaking voice ranges from about 50 to 300 Hz. In speech, the fundamental frequency corresponds to the speed of the openings and closings of the vocal folds set in motion by our breath. The speed of vocal fold movement is slowest for men, resulting in a deep voice, and highest in children, resulting in a high voice. Interestingly, voice pitch differs not only between individuals and sexes but in some other surprising ways. Fundamental frequency differences have been observed, on average, between speakers of different languages1 and between demographic groups within the same language.2 And we may have observed, perhaps even in ourselves, a bilingual person who speaks at a generally higher pitch in one of their languages than the other.3
Timbre
In music, timbre is the primary means we use to distinguish two instruments playing the exact same note. In speech, it is our primary cue for distinguishing one speech sound (consonants and vowels) from another. A man and a woman say the same thing: the fundamental frequency (voice pitch) helps us determine who is who. A woman says two different things: timbre is the distinction that helps us distinguish her “so” from her “sue.” Just as the perception of pitch has the fundamental frequency as its physical counterpart, the perception of timbre is defined by harmonics, the frequencies above the fundamental.
It is useful to know what frequencies a given sound is made up of. This is known as a sound’s spectrum. A tuning fork’s spectrum is made up of one and only one frequency, so it has a single, thin, vertical line as seen in the top panel of figure 1.5. It has no harmonics, just a fundamental frequency. A natural sound such as a middle C played by a trombone or a clarinet will likewise have a peak in the spectrum at middle C’s fundamental frequency of 262 Hz plus additional peaks at multiples (524, 786 …) of the fundamental. These are harmonics. It is apparent in the middle and lower panels of figure 1.5 that not all harmonics have the same amount of energy. The patterns of relative energy levels are signatures of the trombone and clarinet and why we can hear the difference between them. The unique harmonic signatures are determined by the shape and construction of the instrument producing the sound. Analogously, the shape and position of our tongue, mouth, and nose produce the harmonic patterns that distinguish different speech sounds.
A spectrum of a tuning fork is a single vertical line at only one frequency, here 262 Hz, or middle C. An instrument playing a middle C will have a peak at 262 Hz plus several harmonics at multiples of 262 Hz. A middle C played by a trombone or a clarinet features different patterns of harmonics due to resonance characteristics of the instruments. The spectra help us see why the same middle C sounds different when played by different instruments. (Frequency on the x-axis; energy on the y.)
Depending on the position of our lips and tongue and the amount of air that gets routed through our nose and mouth, we alter the spectrum (which harmonics get reinforced) as seen in figure 1.6. While the spectra of the two vowels have peaks every 100 Hz (due to a fundamental frequency of 100 Hz in this example), the relative sizes of the peaks, outlined by the gray lines, are very different. This is the speech analog of the trombone/clarinet distinction. For “ee,” the two bumps in the gray line come at about 300 and 2,300 Hz; for “oo,” they appear at about 400 and 1,000 Hz. Speech contains bumps in the spectrum—areas of maximal energy concentration (called formants). Interestingly, these bands of acoustic energy are reasonably similar among speakers. A talker with a high voice pitch will have peaks somewhere in the neighborhood of 400 and 1,000 Hz in her “oo” just like a low-pitch speaker.
Top: spectrum of “ee” as in beet. Bottom: spectrum of “oo” as in boot. Both have the same fundamental frequency, but where the energy of the harmonics is concentrated differs. (Frequency on the x-axis; energy on the y.)
So timbre is the perception that arises from the harmonic content in a sound. Harmonics—where they appear and how big they are relative to one another—are the physical attributes of sound that enable us to tell, by their timbral quality, the difference between two instruments or two speech sounds. In speech, groups of harmonics stand out within the spectrum of a particular word or syllable. Figure 1.7 illustrates the full frequency range (fundamental and harmonics) of a few instruments and voices.
The full frequency ranges of musical instruments and voices. The fundamental frequency range is shown on the left. Harmonics are shown to the right.
Timing
Until now, we have been discussing tuning forks, single musical notes, and vowels—all examples of sounds that are stable over some period of time. But there is a class of sound where timing is a defining characteristic of the signal itself—not in terms of when the sound starts and stops, like syllables or musical notes, but when and how the sound itself evolves over time. Among these is the speech consonant. In certain consonants, timing takes center stage.
Say the word “bill” out loud. Now say the word “gill.” Can you describe what mechanically differed between the two inside your mouth? Easy peasy. In the first case, your lips came together and your tongue was in a somewhat neutral position. In the second, your lips were slightly open and you pressed the back of your tongue to the roof of your mouth. Now say “bill” and “pill.” This one is trickier. What exactly is different? The salient mechanical difference between a “b” and a “p” may not be immediately obvious. Your tongue and lips are pretty much in exactly the same position for both. The primary difference is in the timing—when you start voicing the vowel—that is, when your vocal folds begin buzzing out the “i.” In “bill” you start voicing the vowel right away. But in “pill” you wait a very short amount of time after your lips part before you begin to voice the vowel. In the top wave of figure 1.8, you can see the sound wave of the word “bill.” In the bottom wave, I have inserted 1/20 of a second of silence. Every single wiggle is identical between the two except for the added silence. That little gap before starting to voice the “i” sound is enough to make the second one very clearly sound like “pill.” A timing cue of a fraction of a second makes a big difference in language. This is one of the many reasons you and I need a super-fast auditory brain to process such tiny changes in sound.
“Bill” turns into “pill” by adding 1/20 second of silence just before the vocalization of the vowel begins. (Time on the x-axis; energy on the y.)
Looking at Frequency Changes Over Time
Differences in timing such as “bill” vs. “pill” are fairly easy to see in time plots like figure 1.8. Differences in frequency such as “ee” vs. “oo” are fairly easy to see in spectrum plots like figure 1.6. However, neither plot does justice to the acoustic distinction between a “b” and a “g.” This involves a change in frequency that unfolds over time. To adequately depict a “b” vs. “g” difference, we need the third and final plot, the spectrogram.
The top panel in figure 1.9 is a simple example, showing a tone that, over time, goes from low frequency to high, then back down to low—like a stereotypical wolf whistle. Imagine a siren or sweeping your finger across the notes on a piano.
Spectrograms (depicting changes in frequency over time). Top: an upward, then downward sweep in frequency. Bottom: “ba” and “ga.” The frequencies of both bands of acoustic energy change over time until they stabilize at the vowel “a.”
In consonants like “ba” and “ga,” bands of acoustic energy sweeping across frequencies drive the distinction (bottom panel). The upper band is the same in “ba” and “ga,” a harmonic band moving in time from lower to higher frequency until it flattens out at the “a.” But the bottom band differs for the two syllables. For “ba” it moves from low to high frequencies before leveling off. For “ga” it starts higher and moves downward in frequency. The term FM sweep—an important ingredient of sound—refers to this type of change in frequency over time.
So, in both of our consonant-pair examples, “b” vs. “p” and “b” vs. “g,” timing is a crucial component to identity. In “ba/pa,” timing is both necessary and sufficient to set up the contrast. In “ba/ga,” the interplay of both time and frequency makes the distinction. While we can capture and isolate these sound distinctions by slowing the sound way down and measuring them, in practice, they happen far too quickly for us to consciously perceive what is driving the distinction. Remarkably quickly. Think about it: did you know the difference between ba and ga in terms of sound ingredients before I told you? Did you realize that a couple of blink-fast FM sweeps can turn a muddy dog into a muggy bog? I certainly cannot tell by listening that a certain band of energy is rising in a ba and falling in a ga. Yet this speed and subtlety makes consonants perceptually vulnerable, necessitating the use of phonetic alphabets (alpha, bravo, charlie, delta …). The subtlety and complexity of these distinctions and the difficulty some people have processing them have intriguing consequences for language and even reading, as we shall see.
We have been focusing on speech for our discussion of timing. That is not by chance. Speech operates at a much faster scale than other sounds, including music. Consider this: allegro is a musical tempo in the range of 120–170 beats per minute (bpm). For the sake of easy math and avoiding fractions, let’s consider an allegro piece of music at 150 bpm. That equates to two and a half beats—quarter notes—per second. So each quarter note is a leisurely 400 milliseconds (ms, thousandths of a second) in duration, an eighth note is 200 ms, and a sixteenth note is 100 ms. “The Flight of the Bumblebee,” at an even faster presto tempo, famously capitalizes on the fact that it generally takes a full 100 ms to tell two notes apart. By explicitly making the sixteenth notes in the main-theme melody rush past at around 80–85 ms each, Rimsky-Korsakov turned the notes into a beelike buzz. Speech is a different animal, however. Consonants in speech are routinely that fast or faster, on the order of 20 to 40 ms. And we can produce speech jam-packed with consonants almost indefinitely. “Flight of the Bumblebee” is mercifully short, to the relief of any musician who has played it.
More Sound Ingredients
Intensity is a measurement of the magnitude of pressure changes in air we perceive as loudness—how much air did the guitar string in figure 1.1 move and how tall are the waves that it made in figure 1.3? The absolute size of the changes in air pressure that produce sounds is tiny. Yet the range of air pressure changes that spans the quietest to the loudest sounds we experience is enormous—a whopping ten trillion-fold difference in physical air pressure. Thus, to shoehorn our loudness perceptions onto a set of reasonable numbers, we use a logarithmic conversion to turn the quantity of air moved into the familiar unit of sound intensity, the decibel (dB). That ten trillion-fold span can be expressed as the difference between 0 dB, the threshold of hearing—down at the limit of the most sensitive microphones—and 140 dB, the loudest sound we can tolerate.
Amplitude and frequency modulation—AM and FM—are terms you likely think about only when you turn on your radio. But AM and FM are extremely important to our auditory landscapes and especially so for speech. AM is a fluctuation of sound intensity (amplitude)—loud-soft-loud-soft. Many car alarms pulse in this loud-soft fashion. The vibration of our vocal folds as they open and close is amplitude modulating what we’re saying at our voice pitch, the fundamental frequency. Figure 1.4 shows a basic form of AM—the same signal is being amplitude-modulated at two different rates.
FM denotes a change in frequency over time. As our speech morphs from consonant to vowel and back again, concentrated bands of acoustic energy sweep up and down. This is frequency modulation, the FM sweeps of figure 1.9.
Another sound ingredient that warrants mention is phase. At the beginning of this chapter, we arbitrarily showed the pressure of the air molecules to the right of the guitar string. The air molecules on the left in figure 1.1, which are not shown, spread out when the ones on the right are compressed, and vice versa. At any given moment, the movement of a guitar string is simultaneously compressing and dilating air molecules in the vicinity. Two people sitting on opposite sides of the guitar will hear music that, signal- and pressure-wise, is 180 degrees out of phase. A plot of the waveforms they are hearing would be reversed top-to-bottom. Depending on where you are sitting, the sound from the guitar will arrive at your ear at a different time, or phase. These different phases of the sound are important for sound localization, and phase additions and cancellations play a role in distinguishing sounds in reverberant (echoey) and noisy spaces.
Finally, there is filtering. Filtering is simply the selective reduction or enhancement of certain frequencies in a sound signal. We experience filtering a million times a day, both intentional and unintentional. Your favorite song sounds different whether you listen to it on your home stereo system, in the car, through your computer speakers, through earbuds, or through the speaker of your cell phone. Each sound reproduction system has its own filters, either carefully crafted by an acoustical engineer or simply as an unintended consequence of tradeoffs in size, cost of production, or other expedients. The voices of you and your friend talking sound different as you walk from the street into the coffee shop. The filtering caused by the hard surfaces of the walls, floor, and tub is why we enjoy singing in the shower. By the same token, Gothic cathedrals rely on shaped stone surfaces that create multiple reflections of the higher frequencies, giving these spaces distinctive acoustical properties for music and speech. Try listening to the speaker of your cell phone as you walk in and out of different rooms. Leaving filtering by external spaces aside, we deliberately filter the sounds we make with our mouth, tongue, and lips as sound is routed through and around them to achieve the words required to get the message across.
Signals Outside and Inside the Head: Ingredients
Our brain makes sense of signals outside the head—sound—with the signals inside the head—the electricity of neural impulses.
All scientists pick strategies for their inquiries. Some utilize surveys. Others use gene expression. Still others use blood biomarkers. My chosen milieu is signals. I find that signals—whether they are outside the head or inside the head—are reassuring because they are tangible, in some ways more than ephemeral sound itself. They can be measured with confidence, and there are widely accepted and powerful ways to visualize and analyze them. I find the remarkable similarity between the signals outside and inside the head most satisfying. This is a thing of beauty. It is a wonder that this happens. This tangibility gives me something I can hang my hat on, something to ground me when I research big ideas like the impact of music training on the sound mind, beat keeping’s role in literacy, or how concussions can affect sound processing. I rely on signals to guide my thinking and to tell me the Truth.
The ingredients of sound are key to understanding why each person hears sound in the world differently, and how an individual’s experience of sound can change for better or for worse as our sound mind is braided with how we sense, think, feel, move.
As a neuroscientist, I am able to bring this tangibility to my study of sound and its processing in the brain. I can study the processing of pitch, timing, and timbre in isolation and as an aural whole in the pursuit of figuring out what goes right and what goes wrong in people who are expert listeners and in those who have difficulties. Sound ingredients are separable in terms of how we process them and turn them into our perceptions. For example, there are people who have difficulty distinguishing pitches but have no problem with timbral qualities of sound or vice versa. Others have difficulty only in timing. Musicians and bilinguals alike are listening experts, but their prowess with signals operates on different sound ingredients.
Now let’s see what happens when sound waves outside the head create brain waves inside the head—when the movement of that guitar string makes its way into the ear canal.
Notes
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a This change in pressure is infinitesimal. If I got my math and my unit conversions correct, an actual pluck of a typical guitar string will raise the local atmospheric pressure from 14.7 psi to something like 14.700003 psi.
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Signals Inside the Head
Ingredients Outside and Inside
At some point deep in our evolutionary past, natural selection steered us toward the ability to detect with our ears the pressure changes caused by tiny movements of air molecules. So we developed a series of body parts that, in a few fascinating steps, turn the air movement caused by a vibrating guitar string or a spoken word into the amalgam of ingredients—pitches, timbres, and timings—we perceive as a guitar or a voice.
To transduce means to change from one state to another. The currency of the nervous system is electricity. If we want to make sense of sound and to act on it, we need a way to transduce air movement into brain electricity. How do we do that? We start in the ear and follow an elegant sequence of events involving physical movement of bones, perturbations in fluids, and the release of chemicals. Then the signal moves to the brain, taking the electrical impulses the ear created and processing them further so that our sound minds can make the most of the sounds outside our heads.
I like to think of the brain’s processing of sound as a mixing board. Like a sound engineer in a recording studio who slides the faders up and down to achieve a balance between the guitar and the vocals, the brain emphasizes some sound ingredients and deemphasizes others (figure 2.1).
The sound mind processes sound ingredients to get the most out of them.
Once transduction has been accomplished and we are working in the comfortable environment of electrical signals, we can visualize them in the same time, frequency (spectrum), and frequency-over-time (spectrogram) plots we use to think about sound. Like signals outside the head, signals inside the head entail the same ingredients like frequency, timing, and harmonics processed distinctly like dials or faders on a mixing board. The faders are set differently in every brain, due to experience, expertise, deprivation, or decline. Every sound mind is unique.
Upstream and Downstream
The sound mind is vast. When we hear, electrical signals course throughout the brain, moving upstream and downstream, interacting with our other senses, how we move, how we think, and how we feel. This entire brain network enables us to make sense of sound—to create meaning from our sonic world (figure 2.2).
The auditory pathway has bidirectional connections among its own structures and to brain areas responsible for sensing, thinking, feeling, and moving.
Efferent and afferent are adjectives describing direction of movement, namely “away from” or “toward,” respectively. Away from or toward what? In blood circulation, the answer is the heart. Vessels that carry blood from the heart outward are efferent; those with blood flow toward the heart are afferent. There is also afferent and efferent flow in the lymphatic system, carrying lymph fluid toward and away from the lymph nodes. In the world of neuroscience, the brain is the node. The afferent system moves information from the ear toward the brain. The efferent systema moves information away from the brain, back toward the ear, and, in so doing, is a cornerstone of how we learn—how we construct our sonic reality and become our sonic selves.
Moving Upstream (Afferent)
The upstream journey of electrical signals from the ear through the brain is the main course of this chapter. A Google image search for “auditory pathway” returns pictures reinforcing the classical view of a hierarchy of hearing—a preponderance of block diagrams with one-way, upward arrows from ear-to-brain as in figure 2.3. This is not wrong—indeed, the auditory brainstem lies between the auditory nerve and the auditory midbrain. The thalamus is situated between midbrain and cortex. But it is only one part of the full picture. There is absolutely a two-way flow of information, and it usually does not flow hierarchically. Yet while I object to a hierarchical view of the auditory system, I concede that a one-way model has its place in an overview. Here, we will follow the upward arrows of afferent (toward-the-brain) processing. We will end the chapter with a sketch of downstream influences as a preamble to their more extensive treatment later on.
The auditory pathway through the brain corresponding to the block diagram on the left. Water-color rendition by Arnold Starr, MD, a pioneer at applying the brain’s response to sound to assess neurological health. Reproduced with permission; photo by Tom Lamb.
The Ear
The outer ear The outer ear, the part we can see, funnels sound to the ear canal toward the middle ear.
The middle ear When a pressure wave caused by the movement of air finds its way into the ear, past the outer ear and through the ear canal, it hits the eardrum, also called the tympanic membrane. Unlike some common terms for anatomical structures, like funny bone and belly button, “drum” is an accurate description of this threshold to the middle ear. Like the head or skin of a drum, the eardrum is a membrane that stretches when struck by sonic pressure. When this tiny drumhead moves, it pushes on the first of the three tiniest bones in our body—the ossiclesb—which in turn push on the next and then the final ossicle—the stapes. The stapes then bumps into another anatomical drum, the even-tinier oval window, the gateway to the inner ear. Why do we need two “drums” separated by three bones? Because there is fluid on the other side of the oval window inside the inner ear. The movement of air alone is not forceful enough to push directly against the oval window, because the fluid on the other side is too dense to be moved by air itself. This three-bone linkage acts as a lever and amplifies the power of the movement by a factor of about twenty.c The tiny tap on the eardrum becomes a strong knock, forceful enough to nudge the oval window. Note that we are still in the mechanical-movement stage of the process. We have shifted from moving air to moving fluid. But the all-important transduction to electricity is still to come.
The inner ear (cochlea) The tiny stapes bone now moves with enough pressure to displace the oval window and thus the fluid on the other side of it. This fluid whooshes past the hair cells of the organ of Corti—a structure that runs the length of the coiled-like-a-snail cochlea and just misses out on the title for the smallest organ in the body (curse you, pineal gland). See figure 2.4. All along the cochlea are hair cells; this is where the transduction magic takes place.d Hair cells come in rows—one inner and three outer—and each is crowned by strands of even tinier stereocilia, which gently bob in the fluid like the hair of a swimmer under water. The hair cells are sandwiched between the basilar and tectorial membranes whose names have an architectural basis—basilar is etymologically related to the word “basement” while tectorial comes from the Latin tectum, “roof.” The hair cells are planted in the basement and the stereocilia are not free-floating; rather, their tips are attached to the roof. When fluid is set in motion by a tap on the oval window, some of the hair cells bob up and down, causing the stereocilia to tug on the tectorial membrane. This tugging motion effectively “opens up” the inner hair cell so that electrically charged chemicals, specifically calcium and potassium ions, are able to rush into it. These ions set off a chain reaction that culminates in a release of neurotransmitters into a synapse, a junction between the hair cell and the auditory nerve, resulting in a sudden change in electrical voltage in the auditory nerve. Finally, we have achieved transduction. Air movement on the outside of the head has turned into electricity inside the head.
Top: the cochlea, coiled and uncoiled. The base of the snail-shaped cochlea, where the stapes meets the oval window, is tuned to high-frequency sounds. The apex, the center of the coil, prefers low frequencies. The “unrolled” cochlea on the right depicts this schematically with a keyboard and also includes a cross-section showing the organ of Corti within. Bottom: the organ of Corti. Here we can see one inner and three outer hair cells (sandwiched between the tectorial and basilar membranes) and their connection to the auditory nerve. Reproduced with permission from Arnold Starr. Photo by Tom Lamb.
A given hair cell within the cochlea (of the ~30,000, total) does not bob around indiscriminately to every sound. The basilar membrane, where the hair cells are planted, has neither a consistent width nor stiffness along its length. The end closest to the oval window is the narrowest and stiffest, and as we move away from the base toward the apex, it gets systematically wider and floppier (like a ponytail). These physical differences bias hair cells on the narrow and stiff end to react to the highest-frequency (pitch) sounds. As sounds get lower and lower in frequency, they most effectively perturb hair cells closer and closer to the floppier apex. This systematic arrangement is called tonotopy (think “tonal topography”). First emerging in the cochlea, a tonotopic map, like a tiny piano keyboard, appears again and again throughout the auditory system, from cochlea to cortex. Maps in the brain are a fundamental organizing principle that spans our senses.
The Hearing Brain
We hear with our brains. One of my favorite embodiments of this statement comes from Robin Wallace’s book Hearing Beethoven.1 How did Beethoven compose some of his masterpieces after he had lost his hearing? The same as he always did:
He improvised. He sketched. He revised. There was no dramatic change, no before deafness and after deafness. There was only an ongoing refinement of his relationship with the piano. Rather than envisioning Beethoven as a bird without wings or a fish out of water, we might think of him as a pilot flying safely without working navigational instruments, but with a deep bodily knowledge of how to steer an aircraft.
After the outer, middle, and inner ear have done their parts, there is still a long way to go before we can call it “hearing”; that is, before we can make sense of sound. Enter the brain. There are many way stations on our tour along the auditory pathway.
The word “brain” often connotes the cerebral cortex—the deeply grooved, multilobed, right and left hemispheres of the outer shell. I believe we should be equally attentive to the less notorious regions the cortex sits on. Between the auditory nerve and cortex are the cochlear nucleus, superior olivary complex (brainstem), the inferior colliculus (midbrain), and the medial geniculate (thalamus). Our transduced electrical signals traverse these structures on their journey through the brain. This trip involves more such structures than are found in any other sensory system.
Let’s take a journey from the auditory nerve to the auditory cortex. Sound processing is transformed as it moves through the auditory brain. By recording simultaneously from neurons in the midbrain, thalamus, and cortex, Brainvolts alumna Jenna Cunningham showed us firsthand that neural responses are distinct along the auditory pathway. Her experiments made it plain to see that the response to the same sound differs from structure to structure.2
Auditory nerve The auditory nerve is a bundle of fibers, approximately 30,000 per ear, tuned to particular frequencies depending on where they interface with the basilar membrane of the cochlea. The tonotopy (little piano) first emerging in the cochlea is next seen in the auditory nerve. Sound frequency is coded by where along the tonotopic map a neuron is situated. Tonotopic maps proliferate as we move toward the brain.
As we move from ear to brain, there is another organizing principle: The speed limit of neural firing decreases as the brainward ladder is climbed.e That is, how fast a given neuron can synchronize to sound in real time systematically declines from ear to brain. Auditory nerve fibers are the fastest.
Cochlear nucleus Once transduction to an electrical signal has taken place at the junction of the cochlea and the auditory nerve, the first structure encountered on the path to the auditory cortex is the cochlear nucleus. It has many cell types with some pretty great names (bushy cells, cartwheel cells, octopus cells!)3 and response characteristics4 to get their jobs done. I’m showing you what these cells look like in figure 2.5 just because I think they’re beautiful.5
Cell types found in the cochlear nucleus. Adapted by permission from Springer Nature, The Mammalian Auditory Pathway: Neuroanatomy.
As we ascend the ear-to-brain chain, a neuron’s response to sound becomes increasingly specialized through the principle of inhibition. Neurons are not completely inactive in the absence of sound; they fire spontaneously. The response to sound can include both excitation (above spontaneous rate) and inhibition (below spontaneous rate). When a sound at a given frequency is heard, the firing rate of neurons tuned to that frequency increases above the spontaneous rate. Meanwhile, the firing rate of neurons tuned to nearby frequencies falls below the spontaneous rate. Inhibition helps certain sound ingredients “stand out,” thereby increasing precision and tuning.
A specialty of the cochlear nucleus involves amplitude modulation (AM).6 Cells here are specialized for certain AM frequencies. The pitch of our voice is determined by AM. When we speak, our voice is amplitude modulated as the vocal cords vibrate (open and close).
Once these refinements are achieved in the cochlear nucleus, neural impulses are passed along to the next structure in the chain, but the trip is longer this time, because for the first time, neural electricity from each ear is routed to both sides of the brain.
Superior olivary complex The auditory system really shines when it comes to timing precision—leaving the visual system in the dust. The microsecond timing cues that exist in sound require microsecond precision in the brain. The superior olivary complex is where much of the timing wizardry happens, particularly as it pertains to binaural (bi-two; aural-ears) processing, sound location, and selectively picking out sounds of interest in an auditory scene.
Any sound that is not directly in front of us will arrive at the two ears with differences in timing and loudness. If a sound is coming from the left, it will arrive at the left ear a tiny fraction of a second earlier than the right ear. If the sound is just little bit off-center, the differences in timing between the ears can be as little as 1/100,000th of a second (10 microseconds). It also will be somewhat louder in the left ear than in the right, because it traveled a tiny bit less and because it wasn’t blocked by the head. These timing and loudness differences between the ears are weighted differently depending on the sound’s frequency. A low-frequency sound, due to its long wavelength, works its way around the head with little loss of loudness. However, the time of arrival differs enough for us to detect these microsecond differences. In contrast, a high-frequency sound is blocked by the head so there is a detectable loudness difference at the two ears. Because each ear routes information to both the left and right superior olivary complex, comparisons in timing and loudness are possible.7 This helps us determine where in space a sound came from. Okay brain, do some math, figure out what position “in the world” would result in the particular timing and loudness difference my two ears just experienced. In addition to pegging a sound’s location in space, this ability helps us group sounds together into an “auditory object” such as a companion’s voice, so we can pay attention to it despite competing sounds in the soundscape. If your friend is sitting to your left in a noisy restaurant, it is tremendously helpful to be able to ignore the woman with a similar-sounding voice coming from the table on the right. The binaural processing that makes understanding in this circumstance possible is courtesy of the superior olivary complex.
Figure 2.6
Signals from both ears converge in the superior olivary complex where their relative timings and intensities are analyzed. Reproduced with permission from Arnold Starr. Photo by Tom Lamb.
Auditory midbrain—inferior colliculus The next stop in the afferent chain is the bump of the inferior colliculus (from Latin, “lower hill”), located in the midbrain. Inferior describes its position relative to the “upper hill,” the superior colliculus; it is a statement of neither size (it is the largest auditory subcortical structure) nor importance (it is in the middle of the action). Because this metabolically active (energy-hungry) structure is both a hub of afferent auditory processing and a major crossroads of efferent, multisensory, and nonsensory neural activity, the functioning of the fittingly named midbrain is of critical interest to an auditory neuroscientist as a proxy for auditory function as a whole.
All of the signals from the auditory structures we have mentioned so far converge on the auditory midbrain from both ears, as do inputs from other parts of the brain. Calculations related to tuning selectivity, sound localization, and creating “auditory objects” must therefore be maintained in the midbrain.8 Because of its central role as an assembler of auditory processing and a meeting site of brain signals from many sources, the auditory midbrain plays a crucial role in making sense of sound.
Luckily, despite being located deep in the middle of the brain, the midbrain produces an electrical signal robust enough to be measured from the scalp. Much of Brainvolts’ research has been devoted to measuring this midbrain electricity, in the form of the “frequency following response (FFR),” and using it as a point of departure to study the brain mechanisms underlying music, reading, autism, aging, and more.
Auditory thalamus—medial geniculate The final station on the path to the cortex is the medial geniculate nucleus (genu = knee in Latin, as in genuflect, named for its bent shape). It is located in the thalamus, parked next door to the lateral geniculate, which is the subcortical processing center of the visual system.
It is worth pausing for a moment to consider that the visual system has a great deal less subcortical processing than the auditory system. The optic nerve runs more or less directly from the retina to the thalamus. There is no visual analogue to the auditory processing stations cochlear nucleus or superior olivary complex or inferior colliculus. It goes retina—thalamus—cortex—boom!f Likewise it is olfactory receptor cells in the nose—olfactory bulbg—cortex—boom!9 It is also worth noting that the various stations of the hearing brain—auditory nerve, cochlear nucleus, superior olivary complex, inferior colliculus, medial geniculate—are each made of a number of substations. The auditory subcortical system is uncommonly rich.
The thalamus relays input from the auditory midbrain to the auditory cortex, codes durations of sounds, accomplishes additional processing of complex sounds, and integrates considerable information from disparate brain regions. It regulates consciousness—alertness, arousal, and awareness. Think of the thalamus as a searchlight (it’s even shaped like a light bulb) on the lookout for activity throughout the brain.
Auditory cortex The auditory cortex is located, fittingly, above the ears in the temporal lobes, one on each side. The auditory cortex, containing multiple tonotopic maps, represents a final step of afferent processing. Binaural processing is refined, with bands of specialized neurons responding optimally depending on whether one or both ears receive the signal.10 The auditory cortex contributes to the interpretation of harmonics,11 consonance and dissonance,12 and AM and FM signals.13 The auditory cortex is a master at detecting sound patterns.14 Neurons here often respond selectively to sound onsets,15 thereby telling us when sounds start and stop. There is a wide range of specificity in cortical neurons; some are tuned for particular frequencies in a tonotopic fashion, but most are primed to respond only to certain combinations of sound ingredients (for example, FM sweeps that occur when consonants transition into vowels).16 All in all, the flexible auditory cortex helps us pick out relevant elements from the ongoing soundscape to form discrete auditory scenes.17
Aside from these wide-ranging and specialized sound processing duties, the auditory cortex is responsible for the actual recognition of sound, in the tree-falling-in-the-woods sense. An intact ear and a full complement of functioning subcortical nuclei, dutifully firing electrical impulses in response to sound, will not result in what we perceive as sound without the auditory cortex.18
The lateralized sound mind The concept of left and right brain is one most of us are familiar with. Specialized operations administered by the left or right side of the brain is an evolutionarily ancient feature of the nervous system.19
From the point of view of the sound mind, the processing of sound ingredients filters into the left and right domains. For example, in speech, the fundamental frequency (pitch) is right-brain preferred while timing and harmonics, both phonetic cues, are left-brain preferred.20 Sound, and the brain’s response to it, unfolds over multiple time scales from microseconds to seconds. The processing of these timescales also aligns to one side of the brain or the other. Speech and music are processed in both cerebral hemispheres, but in different ways.21 Distinctions in sound processing (pitch/timbre; long/short time scales) also exist subcortically.22 Thus, the fundamental principle of brain laterality is found throughout the auditory pathway—another testament to the distributed, integrated, and reverberating nature of the sound mind.
The magic of hearing depends on the entire processing system working together, as we will learn in just a moment when we meet Peggy, David, and Susan.
Failing to Make Sense of Sound—When Signals Inside the Head Hit a Roadblock
At Brainvolts, we have the opportunity to see firsthand the real-life consequences of problems in a particular stage of processing. Individuals with unusual hearing problems often find their way to us.
Meet a young woman we shall call Peggy, who has auditory cortex damage known as “cortical deafness.” She had undergone aggressive treatment for cancer that saved her life but damaged her auditory cortex on both sides. Peggy’s ears and subcortical structures work well. But due to the damaged cortex, Peggy is aware of sound but cannot understand it.
David on the other hand, is a child who has a problem with subcortical processing of sound. David’s parents and teachers knew something was wrong with his hearing. David had extraordinary difficulty hearing anything in noisy places like a classroom. He was failing to turn in his school assignments simply because he didn’t hear them being assigned. He also responded inconsistently to sound at home, making his parents wonder if he had a hearing loss. Yet his ears checked out just fine. He nailed the test where he had to indicate he heard the beeps at all the different pitches even when they were very quiet. It turned out to be a lack of synchrony in neural firing in the subcortical structures of the brain. Neural activity was making its way from the ear to each way station up to and including the auditory cortex, but not in a synchronized manner. The timing was all wrong.
David’s collection of symptoms is a now well-known condition called auditory neuropathy.23 Its hallmark is having a terrible time hearing if there is the slightest amount of background noise—truly deaf in noise. In a quiet setting, there is often no problem understanding what is said. Unlike with cortical deafness, people with auditory neuropathy are often not aware of sound in the first place. One young woman with auditory neuropathy—let’s call her Susan—whom we have been following at Brainvolts for twenty-plus years, resorted to wearing earphones at work to make her coworkers think she was listening to music even when she was not. The earphones prompted her colleagues to tap her on the shoulder when they wanted her attention because she was unaware they were calling her name. Now her little daughter alerts her mom when someone is at the door or the phone is ringing.
People like Susan, David, and Peggy teach us. They tell us we need the auditory cortex to understand sound. And they tell us the subcortical auditory system, and the exquisite and fast and synchronous and consistent neural firing it is known for, is necessary for sound awareness, and to maintain signal clarity for hearing in noise—for navigating the auditory scene. David and Susan help us realize why hearing is our fastest sense, and how it relies on exquisite synchronous timing. The slightest amount of sluggishness has serious repercussions. When these people come to Brainvolts, they are seeking answers, and in some cases we are able to see something in the way their brains react to sound to reassure them in a “well, no wonder you’re having difficulty” sense. But really, they are teaching all of us what is possible. By showing us what can go wrong with our sound minds, they show us what is responsible for our hearing success when everything goes right.
The Ear-to-Brain Transformation—Questions and Answers
What is both exciting and humbling is how much we don’t know. For example, it is not unusual for a given structure to have multiple side-by-side frequency (tonotopic) maps.24 Why do the maps proliferate? How do they differ in function? To pick another example, both the superior olivary complex and the auditory cortex play pivotal roles in binaural processing, but we don’t know much about the distinctive role each structure plays. The auditory midbrain gives us yet another puzzle. The input from way stations such as the cochlear nucleus and the superior olive all converge onto the auditory midbrain. One might think that after those structures had performed their distinct tasks, their outputs would not be dumped back together. But they are. Why is the hearing subcortical network so much more massive and intricate compared to the other senses? I am certain there are elegant explanations awaiting discovery.
What we do know are principles about the transformation of sound as it traverses the afferent stream from the ear to the auditory cortex. Neural information is not simply inherited unchanged as it moves along the auditory pathway. Rather, neurons exhibit increasingly diverse firing patterns and become more selective about the sounds they respond to. Neurons become progressively more “interested” in when sounds stop and start. Inhibition, the suppression of the firing of certain neurons so that sound processing becomes more focused, becomes more common. The ability of neurons to change with experience also increases. These principles (diverse neuron firing patterns, inhibition, selectivity to certain sounds, changes with learning) contribute to the increased specialization we see as we move from the auditory nerve to the cortex. At the same time, as we move further along the chain, auditory centers increasingly interface with each other, other sensory systems, the motor system, what we know, and our feelings about sound.25
Another useful principle is the speed with which neurons synchronize to sound is fastest closest to the ear and progressively slower as we climb to the cortex. If a sound is repeated at a fast rate (rat-a-tat-tat), at thirty times per second, subcortical neurons can keep up with it no problem, but cortical neurons can only keep up with a much slower rate. Likewise, subcortical neurons can keep up with frequencies as fast as, say, 2,000 Hz. Cortical neurons can manage only about 100 Hz. The information is not lost as it ascends the pathway, but how it is encoded changes—the timescale of integration is longer higher up. The microsecond timing precision that exemplifies auditory processing belongs to the subcortical realm, including the fast calculation of timing differences between ears that lets us localize and identify sounds in space. The subcortical structures are the timing experts of the brain. On the flipside, there is a corresponding ability to integrate auditory scenes over longer periods of time in the cortex—a necessity as we navigate sentences and musical phrases.
In summary, subcortical and cortical networks work together to process sound. From a functional standpoint, the subcortical system enables us to hear signals in complex soundscapes, making it possible to hear our friend’s voice in a noisy room. It is also essential to sound awareness in the first place. The cortex is essential for deriving meaning from sound, our ability to understand the words our friend said to us.
Moving Downstream (Efferent)
Recognition of the prominent role of the efferent system in how we sense the world is relatively recent. The auditory efferent system has a substantial brain-to-ear network that establishes back-channel communication alongside the afferent ear-to-brain connections. The efferent connections are more numerous than the afferent and are less like a train arriving at each station along the pathway. In short, everything talks to everything else. But why? The extent of efferent connectivity increases with evolutionary advancement,26 and its dominance in humans and other highly evolved species plays a role in our mental flexibility and propensity to learn. The efferent system selectively emphasizes the sounds we learn are important.27 I am using “efferent” expansively in this chapter, referring not only to the movement of information within the auditory system, but the movement of information to the auditory system from nonauditory brain centers.
What we hear is guided by downstream processes.28 An implicit perception of a sound begins with a broad gist of that sound. Then, feedback from the auditory cortex, along with input from the cognitive, motor, and reward centers, triggers a scrutiny of the important details—along with a pruning of the unimportant—to arrive at a detailed perception of the sound. That is, the messages carried by our afferent system are informed, via the efferent system, by our past experiences with our life in sound. Our sound mind formats the reality of the signals outside our heads we perceive as sound. Each of the auditory way stations—auditory nerve, cochlear nucleus, superior olive, etc.—communicates with each other as well as with our other senses, how we move, what we know, and how we feel. It is precisely this interaction of downstream and upstream influences that allows learning to occur and sculpts our sound mind.
Hearing Engages Our Other Senses
Seeing influences hearing and vice versa. The gesture a percussionist uses to hit a marimba (an instrument related to a xylophone) influences the perceived length of the note. When a video of a percussionist playing a long note is accompanied by an audio clip of a short note, research subjects hear a long note.29 Similarly, the judgment of vibrato in stringed instruments is affected by what we see. Vibrato is the slight warbling of pitch that comes about by a back-and-forth rolling of the fingertip on the string as the bow is drawn across the instrument. The amount of vibrato perceived in a violin note is influenced by whether the rolling finger movements that generate vibrato are seen, as compared to hearing that note without seeing it.30 Even the distinction between a plucked vs. bowed cello string is blurred if a video showing a musician plucking accompanies the sound of bowing and vice versa.31 A famous audiovisual interaction involving speech is the McGurk effect.32 An audio clip such as “ba” will sound like “fa” if it is dubbed onto a video of a person producing the mouth motions required for “fa.” The sight of the front teeth touching the lower lip that an “f” requires suggests an “f” (or sometimes a “v”) is being produced. Visual priming tricks our brain into hearing “fa.” Touch and smell also influence how we hear.
Hearing Engages How We Move
“What did you do to the piano? It’s so much easier to play.” My piano teacher Salvatore Spina, who is also a piano tuner, says he often hears this from his clients after a tuning. The piano seems easier to play—as in requiring less physical effort. I suspect it has to do with increased feelings of relaxation. Listening to the dissonant sounds of an out-of-tune piano puts you on edge and tenses your muscles. A pianist who plays a well-tuned piano is a calm pianist. That’s my guess, anyway, based on what we know about the communication that takes place between the auditory and motor systems.
There are rampant connections between hearing and moving. Hearing and movement have a common evolutionary origin. The ear arose from organs designed to perceive gravity and an organism’s place in space with the goal of achieving movement. Merely listening to speech (without moving) activates the motor cortex as well as our own speaking muscles. Just listening to rhythm patterns33 or piano melodies34 activates the brain’s motor system, particularly in musicians. The converse is also true—pianists looking at someone playing the piano without hearing it or people engaged in silent lipreading have active auditory centers.35 Moreover, the movements that musicians make as they play influence the listener’s perception of such things as the emotional impact or tension in the piece of music, even at an automatic physiological level.36
Mirror neurons respond whether you personally perform a movement or see or hear someone else perform that movement (figure 2.7).37 These neurons help us figure out others’ intentions and emotions from observing their actions. Mirror neurons may contribute to our feelings of empathy and to language learning. Deficits in the mirror neuron system have been linked to autism and may underlie why it can be difficult for an individual with autism to view the world from another’s perspective, although this interpretation is controversial.38
Mirror neurons respond similarly whether performing an action or watching the same action performed by another.
Hearing Engages What We Know
One of my favorite demonstrations in my Biological Foundations of Speech and Music class involves a sound clip of a sentence that has been highly processed so it sounds like nothing more than a few seconds of garbled static. Think Darth Vader with a toothache doing a Cookie Monster impersonation during a thunderstorm. I play it a couple times and ask the class to raise a hand if they know what it is. Inevitably no hands go up—no one can even tell it’s speech. Then I play the ungarbled version of the sentence. When I play the garbled one again, lightbulbs go off all over the lecture hall. Suddenly that garbled mess is completely understandable to every student. Everyone is amazed at how obvious (in retrospect) the garbled sentence was and can’t believe it was ever challenging. What we know has an enormous influence on what we hear.
Hearing Engages How We Feel
“It’s so good to hear the sound of your voice!” This comes from the sound-to-feeling connections we have made throughout our lives with the people we care about. The limbic or reward system, responsible for feelings of emotion, motivation, and reward, involves an array of structures in the cortex, brainstem, thalamus, and cerebellum. Parts of this system are among the most evolutionarily ancient in the brain. This is why sound is such a strong portal to our memories. Survival depends on remembering what danger and food sound like.
Whether you’re a person, a monkey, a bird, a turtle, an octopus, or a clam, the physiological changes that accompany our deepest-felt emotions appear to be the same. Hormones and neurotransmitters, the chemicals associated with desire, fear, love, joy, and sadness are similar across taxa. Nearly all animal species have hormones like estrogen, progesterone, testosterone, and corticosterone (a stress hormone).39
Dopamine released during eating or sex, is linked to feelings of pleasure, regardless of species. Its release is also implicated in drug addiction and reduced responsiveness to pain. It contributes to a feeling of fear when a sudden sound disturbs a late-night walk. The limbic system has privileged access to hearing centers via fast, low-resolution pathways. This is why we might have an immediate visceral reaction to that late-night sound before the analytical brain kicks in and realizes a moment later it is a harmless trash-can lid banging in the distance. This speed of processing can be attributed to the subcortical and subconscious essence of emotion.40 The midbrain response to sound is influenced by serotonin, another neurotransmitter involved in cognition and reward.41
The limbic-reward system is at play when a mouse mother responds to the calls of her pups. When a mouse pup strays from the nest, he will call out. The social behavior of returning the pup to the nest causes a release of oxytocin—a hormone associated with mother-child bonding. That release impacts how the auditory cortex processes sound ingredients. The same pup call elicits a dramatically different response in the auditory brain of a mother mouse compared to a mouse who has never given birth.42
As much as vision, motion, thinking, and feeling impact our auditory neurons, one of the biggest modifiers of sound processing is … well, processing sound. The sounds of our lives—our sonic experiences—leave indelible imprints on the very neurons that perform the task of hearing and turning sound into meaning. We learn because our neurons change and vice versa. Doing something again and again eventually makes us experts at that task; we say we can “do it in our sleep.” Sufficient experience with deriving meaning from certain sounds changes how the sound mind processes those sounds automatically—even while asleep. This is because efferent modulation has driven afferent change. Response properties of neurons throughout the auditory pathway are malleable, right to the cochlea itself. These changes in how neurons alter their firing with experience make each of us respond uniquely to sound, as we’ll see next.
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Learning: Merging Signals Outside the Head with the Signals Inside
The sounds of our lives shape our brain.
Salvatore Spina, my piano teacher and tuner, is a new grandpa. His daughter is a world-class horn player. Last week, he was holding his three-month old grandbaby while Ralph Vaughan Williams’s Pastoral Symphony played in the background. The baby was sleeping soundly until the opening of the second movement, which starts with a slow, quiet, haunting horn. She opened her eyes wide and looked around, only to settle back to sleep when the horn was replaced by strings thirty seconds in. Auditory learning starts early.
As a rabbit assigns a meaning to a sound—that is, after he learns a particular sound is relevant to his health and well-being—the pattern of neural firing to that sound changes (figure 3.1).a It was really something to watch this happen in an individual neuron in the auditory cortex. I felt I had nudged open a previously locked door. It made a big impression on me to witness learning firsthand in the raw building blocks of the brain, the individual neurons.
Sound processing changes in individual neurons when the sound has relevance.
So much of how we perceive the world is unconscious. After training, the rabbit did not consciously fire off his neurons more vigorously, in the same way that I, as an Italian speaker, do not consciously make my brain perk up at the sound of an Italian voice. In this chapter, I want to reveal biological insights about how our sound minds are the product of our experience, in ways we are generally unaware of.
Neural plasticity is the catchall term for changes in the brain that result from experience. If I had to boil my career’s work down to a two-word phrase, I could certainly do worse than “neural plasticity,” although I would regret not shoehorning “sound” in there somewhere. While I care deeply about sound processing principles—which neurons fire in response to which sounds—I am most interested in how those patterns of firing come about and, by extension, how those patterns are altered as we create meaning from our sonic world. If I had to encapsulate into one sentence—two words is a bit restrictive—what my career has taught me, it would be the chapter epigraph: “the sounds of our lives shape our brain.”
How does this brain shaping come about? The efferent system looping between the cortex, the subcortex, and the ears fuels auditory learning. This brain-to-ear network increases in scope and complexity with evolution. It is even more extensive in its neural projections than the “toward the brain” afferent leg that gets all the lecture-hall publicity. The most sophisticated and flexible parts of the brain are in constant dialogue with our more hardwired structures, thanks to the efferent neural pathways. The message delivered downstream, away from the brain in the direction of the sensory receptors—the cochlea, the retina, etc.—is the secret sauce to learning.
The changes in air pressure we register as sound are transduced by the ear and launched as electricity into the afferent (toward the brain) processing stream. Depending on the sound ingredients (pitch, timing, timbre …), a certain population of neurons in the cochlear nucleus, the superior olive, and so on will fire. That same sound, occurring a moment later, will knock over that exact line of dominos. But, as I witnessed decades ago in my rabbit experiments, if that same sound takes on new meaning, over time it may recruit a different set of neurons or speed up the rate of firing or commandeer a new location within the tonotopic map. The sensory-cognitive-motor-reward interplay of the afferent and efferent team shapes the default neural processing of the sounds important to us. Because the meaning of sound has changed, downstream signals have forged a new default pattern of afferent activity. Biologically speaking, learning and memory have taken place. This default system provides a runway onto which incoming sounds land, a mechanism for us to sense what is important. Exactly how my sound mind responds today depends on my life experience with sound up to now.
Maps
The “pianos” that appear all along the auditory pathway represent regions of maximal sensitivity to particular pitches—tonotopic maps. We see similar neural mapping in the other senses (figure 3.2). The visual system has retinotopic visual maps—the specific parts of the brain activated depending on where in the visual field a seen object is located. Maps pervade the somatosensory (touch) and motor systems as well. Both have their respective orderly and systematic maps representing body parts. The ten fingers are mapped to a sizable slice of somatosensory cortex. Other body parts where touch is important, like the tongue and lips, also get large parcels of brain real estate; elbows, shoulders, and legs get smaller parcels. You can observe this uneven somatosensory geography yourself. Close your eyes while someone touches you lightly with either one or two sharp objects like toothpicks. On any of your fingers, you can feel two toothpicks touching you if they are separated by as little as 3 millimeters (mm). However, to detect two distinct pokes on your back or thigh, the toothpicks must be 30–50 mm apart. Anything closer feels like a single poke. The nearby motor cortex is similarly arranged, with lots of geography given to body parts that need to make fine, precise movements such as the hands, fingers, lips, and tongue.
Sensory maps are not unique to the auditory system. The exquisitely precise fundamental organization of our hearing system has analogues in vision, touch, and movement.
Some of the earliest discoveries of sensory learning came from observing changes in sensory maps. After somatosensory and motor maps were discovered in the 1930s by Penfield, Woolsey, and others,1 it was believed this one-to-one mapping between body parts and brain areas was evidence the brain was hardwired. This notion was upended by Michael Merzenich, who demonstrated that after a monkey repetitively performed a task using the same two digits of the hand, corresponding cortical regions expanded. Similarly, if a nerve in a monkey’s hand is injured, that corresponding cortical region does not go silent. Rather, it is taken over by other hand areas.2 That is, the cortical map corresponding to the pinky doesn’t die away if the pinky is injured but is commandeered by the other fingers. Merzenich, who also made some of the initial discoveries about tonotopy in the auditory cortex in the 1970s,3 later expanded our understanding of cortical maps with the discovery that multiple maps can live in overlapping harmony. Various sound ingredients are simultaneously mapped in the auditory cortex.4 In addition to the pianos that code how high or low a sound pitch is, there are maps that code how loud or soft a sound is or map the position of sound in space. Work on auditory cortex plasticity demonstrated how flexible the auditory maps actually are.5
Cross-modality map plasticity is observed too. The visual cortex in blind people can be recruited by the auditory6 and somatosensory7 systems. Piano tuning is one of the classic “blind trades,” due to the hypersensitivity to sound often present in blind people. Conversely, in deaf people, the auditory cortex is taken over by visual processing used for communicating in sign language.8 This suggests a profound capability for neural reorganization—a property necessary for auditory learning.
The Owl Story
One of my favorite accounts of auditory learning involves the barn owl and some psychedelic eyeglasses. The barn owl is a nocturnal predator. As such, it does not have the luxury of the sun illuminating its prey. So owls rely on sound location cues to hunt. Their sound localization is about twice as good as ours—they can resolve a sound in space, in either the horizontal or vertical plane, down to about a 1-degree angle.9 What does a 1-degree angle translate to? If I stand on the goal line of a football field with my arms outstretched and snap a finger, an owl on the opposite goal line, using sound alone, could figure out whether I snapped with my right or my left hand. Barn owls can locate sounds anywhere in their spatial field and, due to differences in ear height and orientation (one ear points down and the other points up!), can also achieve precise localization for elevation, something very difficult for humans.
Owls, like humans, use both timing and loudness differences between the ears to localize sound. The frequency of a sound determines which of these cues humans use for localization—we predominantly use loudness cues for higher-frequency sounds and timing cues for lower-frequency sounds. The owl uses both cues simultaneously for any given sound regardless of frequency. Timing differences between the ears are used to determine right/left location, and loudness differences are used to determine elevation.10 In this way, owls have enough information to metaphorically plot any sound on a sheet of strigine graph paper.
So where do the psychedelic specs come in? The spatial sound maps that owls construct align with spatial visual maps. Neural integration between sight and sound keeps these maps in alignment. However, this alignment must be learned. A mouse squeak that arrives at the right ear slightly louder and slightly earlier than in the left ear does not have any spatial meaning until a young owl learns to associate that particular timing/loudness blend with lunch being served in the bramble to the upper right and not the weed patch to the lower left. In this way, an auditory spatial map formed in the auditory midbrain interfaces with a visual spatial map in the visual midbrain. With the help of efferent-mediated coordination and memory, these two midbrain maps, over the course of development and experience become aligned. Now, a squeak arriving at the owl’s left ear at, say, fifty microseconds earlier than at the right prompts a lightning-fast head movement to the precise space in the left visual field that corresponds to that particular delay—about 20 degrees off-center—precisely where the unlucky mouse is.
Enter the neuroscientist.
It is possible to fit prisms onto an owl’s eyes, like goggles (figure 3.3), so the spatial positioning of its visual world is shifted. Let’s say our owl had learned that a sound with a particular between-ear timing difference meant the noise-making object is a bit to his left. But now that same sound, coming from the same auditory location, is associated with an object to the right, thanks to the distorting goggles. After wearing goggles for a few weeks the owl will create a new audiovisual space map so he now knows to turn his head to the right when that particular sound occurs. The hunt is a success, the mouse is in the owl’s tummy, and we have ourselves a beautiful example of efferent-mediated learning.11 Learning a new sound-vision map, motivated by hunting success or failure and fueled by the efferent system, resulted in a change of the receptive properties of the auditory midbrain. (In case you are wondering, after the prism-induced reorganization is accomplished and the prisms are removed, the owls’ spatial maps ultimately return to normal but not immediately.)
A bespectacled owl.
Does Auditory Learning Have an Age Limit?
We know the juvenile brain is primed for learning. It was once thought that spatial-map reorganization was restricted to young birds. No prism-induced shift in the spatial map was initially observed in older owls,12 suggesting subcortical reorganization might be impossible after the sensitive period of youth. However, it turns out younger and older animals have different learning strategies. Taking a graded approach yielded different results. Instead of jumping immediately to a prism that shifted the visual map 23 degrees, as with the young owls, the adult owl was fitted with prisms that shifted the map by only 6 degrees. This shift led to successful learning and, with successive small shifts, the older owl eventually exhibited the same extent of map reorganization as was possible in the juveniles.13 These owl discoveries, and many others like them, are a cause for optimism. Learning is always possible, at any age, given the right approach and optimal setting.
Of conspicuous significance, learning at any age was faster when owls lived in an enriched environment (a large aviary with more opportunities for stimulation, exploration, interaction with other owls), compared to being caged on their own.14 We will revisit the power of enriched (and impoverished) environments on the sound mind again and again.
Learning Throughout the Hearing Brain
The owl story reveals key biological mechanisms underlying how we learn to perceive the world. It reveals the power of the efferent system as experience initiates a fundamental rewiring of the sound mind. It shows us there is a great deal of cross talk between the senses. It offers evidence that with the proper environment, neural reorganization is possible throughout life. It also has a special emphasis on the timing ingredient of sound, my personal favorite.
What happens throughout the brain as we form sound-to-meaning connections? Learning occurs in all parts of the auditory pathway: the cortex, the subcortex, the auditory nerve, and the ear itself. The efferent system is absolutely essential to the listening feats we take for granted.
Learning in Auditory Cortex
Any neuron in the auditory cortex, due to tonotopic mapping, has a preferred pitch (sound frequency) to which it responds best. Other frequencies might have little or no effect on its neural firing, and still other frequencies, usually those that closely flank the preferred frequency, might actually inhibit its firing.
Cortical maps are great at illustrating what happens in the brain when we learn to make sound-to-meaning connections. For example, in the ferret, an auditory-cortex neuron’s preferred frequency might be determined to be, say, 8,000 Hz, with an inhibitory band below this preferred frequency centered about 6,000 Hz. Then the ferret learns that a tone of 6,000 Hz signals something the ferret cares about—namely, a reward of some kind. After training, this same, formerly 8,000 Hz neuron expands its response to encompass 6,000 Hz, and fires less vigorously at its original preferred frequency (see figure 3.4). We’re only looking at one neuron here, but other adjacent neurons (e.g. 7,000 Hz) also jump on board and respond to 6,000 Hz. There was a motivation-driven increase in the encoding of the newly relevant ingredient of sound.15
Neurons change with learning. Increasingly darker grays indicate increased neural firing. Prior to training (left plot), maximal activity is at a particular frequency, say 8,000 Hz. After the ferret learns a lower frequency of 6,000 Hz (wavy line) is important to listen to, the range of frequencies the neuron responds to expands to encompass the now-relevant frequency (right plot).
Learning in Auditory Subcortex
The ferret, like the owl and like us, uses differences in timing and loudness between the two ears to locate sound in space. And if sensory input is altered—by plugging one of the ears—sound localization ability, after taking an initial hit, can be relearned.16
Once auditory spatial maps are established (or reestablished by training), chemically deactivating the efferent connections from auditory cortex to the midbrain produces little immediate impact on localization ability—which has already been learned. However, without efferent connectivity, a new map cannot be established and learning cannot occur.17 The reverse is true as well. Once a sound as lost its meaning for whatever reason, maps revert, but not without an intact efferent system.18 An intact connection between auditory cortex and midbrain is essential for learning or unlearning to take place.
Another way of looking at how the efferent system changes brain tuning is by observing what happens by imitating efferent system activity. By electrically stimulating neurons in the auditory cortex directly, we can observe corresponding shifts in the neurons in the midbrain19 and thalamus20 that receive efferent connections from that cortical area. Midbrain and thalamus responses are sharpened either by recruiting additional neurons or by triggering inhibition.21 This cortical influence extends beyond the midbrain to the cochlear nucleus,22 several steps removed from the cortex.
Training-related changes to the human sound mind are instigated by top-down influence, in much the same way that owls and ferrets change their midbrain processing when new sound-to-meaning connections are learned. We can speculate, for example, that (mis)learning takes place in a child with many middle-ear infections. In these children, the hearing brain, like the ear-occluded ferrets, is fed a quieter signal (usually to only one ear). It is easy to imagine that auditory learning might be hampered during this sensitive period of development.23 In subsequent chapters we’ll explore auditory learning—how the sound mind changes for better and worse with our life in sound.
Learning in the Ear or, How Low Can We Go?
Is there any evidence the ear itself can alter how it works with training or other forms of efferent input? Before I answer, let me tell you something extraordinary. The ear itself can make sounds. (Imagine your eyeballs producing light!)
The inner ear (the cochlea) contains both inner and outer hair cells. The transduction from movement to electricity at the auditory nerve is the job of the inner hair cells. What role do the outer hair cells, which outnumber the inner hair cells three-to-one, play? These super receptors are on the receiving end of efferent processing from the brain. These highly complex structures can move by themselves24—and their movement is used to modify what the inner hair cells communicate to the brain. For example, more amplification for quiet sounds and less amplification for loud sounds increases the range of intensities we can hear. The ear is hearing the brain.
The movement of the outer hair cells creates audible sounds we can record with a tiny microphone in the ear canal. These sounds, with the rather dreary name of otoacoustic emissions (OAEs), can be induced by sound.25 The OAEs occur only if the ear can “hear” at the frequencies of those sounds. This fact has revolutionized newborn hearing screening. It is now possible to determine in a few seconds whether the ear responds to a range of frequencies important for communication.
Knowing the ear creates sounds and does so by means of the part of the ear under efferent control reinforces the importance of the brain-to-ear system. It also provides a convenient window into how the brain communicates with the ear.
Here is how it is done. First, otoacoustic emissions are induced by playing sounds into, say, the right ear. The sounds that come back out represent the baseline cochlear activity. Then you repeat the process while simultaneously playing a loud noise to the left ear—the shhhhh of white noise will do nicely. The brain, upon receiving the news that the left ear is hearing a noise, exerts its influence on both ears, telling the outer hair cells in the cochlea to cool their jets and back off the amplification, for the purpose of protecting the ear from noise.26 And this can be seen in the size of the OAE. The brain has thus exerted control all the way to the very first stage of sound processing.
There are several other ways the brain influences the ear. First, the size of the OAE is reduced when the auditory cortex is either damaged or electrically stimulated.27 Second, if a person is instructed to pay attention to the sound rather than to simply relax, the size of the OAE is affected, again showing efferent control of the cochlea.28 Third, musicians, with their lifetime of sound expertise, have distinctive OAEs and, presumably, a more finely tuned cochlea than nonmusicians.29 Fourth, the size of an OAE is affected by whether you see a video of a person talking versus whether you hear the voice without a video.30 Thus, sound processing in the brain and even our initial sound-sensing epithelium itself—the cochlea—has an entire efferent infrastructure that firmly controls it.
We Learn What We Pay Attention To
I am a guitarist; my husband, however, is a Guitarist. One day I was trying to figure out the lead in the Dire Straits’ song “Sultans of Swing.” There is a particular sequence of notes Mark Knopfler plays during his solo that I was struggling with. Dididi, dididi, dididi. I could not come close to plucking the string three times in such quick succession. My husband came by and said, “Nina, if you’d just listen, you’d hear he’s pulling off the string with his left hand.” (By changing the fingering on your fret hand, a pull-off enables you to play multiple notes during the course of a single right-hand pluck.) Notes that are pulled off have a distinct sound. It not only increases how fast you can play but shapes the timbre (harmonic ingredient) of the sound. After a while, I was able to hear it. I could recognize the difference in timbre. I expect my harmonics faders have moved up. But first I had to learn what to pay attention to. It was only after I made a concerted effort to attend to the harmonics a pull-off sequence made, that I really heard it. And only after time, effort, and explicit attention did hearing it become unconscious and automatic—my default response.
Attention belongs to the thinking dimension of our sensing-thinking-moving-feeling sound mind network. With attention, sensory maps are reorganized,31 and the extent and long-term stability of the reorganization is directly related to the amount of effort expended in focusing attention.32 Attention-driven learning is solidified by a corresponding release of dopamine33—a midbrain-generated neurotransmitter that mediates attention and is involved in reward and motivation.
Despite the billions of neurons in our brains and our sophisticated sensory systems, we are simply incapable of processing every image, every sound, every motion, every smell, and every last warm breeze we experience every single second. With this sheer volume of sensory input (estimated at ten or more megabits per second), we must prioritize our processing. We need to filter out what is unnecessary to focus on what is important right now, be it hunting, avoiding being hunted, listening to speech, reading, safely navigating the world, or enjoying a guitar passage. We accomplish this with attention. We have spent a lifetime learning what is important, and with this learning we have taught our brains which sounds, sights, and smells require our attention and which can be profitably ignored. David Strayer, University of Utah psychologist, said, “Attention is the holy grail. Everything that you’re conscious of, everything you let in, everything you remember and you forget, depends on it.”34
Attention in-the-Moment
A situation we face daily is hearing a friend in a noisy room with other people carrying on conversations. This is known as the cocktail party problem: we must harness auditory attention to tune in our friend’s voice and tune out all the others.
The network in the brain that lets us tune in the wanted and tune out the unwanted is known as the reticular activating system. This joint cortical and subcortical system has direct access to the entire auditory pathway, allowing focused attention to change how neurons respond to sound.
Earlier, we saw how individual neurons in the auditory cortex shifted their previous tuning to encompass a newly important frequency when ferrets were taught to pay attention to the new frequency.35 If the ferret learns to associate two different outcomes to two different tones—one they must ignore, one they must attend to—a neuron’s tuning will doubly shift at both frequencies.36 These shifts are not limited to frequency. If the learning task is designed such that another sound ingredient, say a timing cue, has meaning, the timing pattern of the neuron’s response is altered suitably.37
Attention-induced shifts in the brain’s tuning or timing of sound ingredients occur throughout the auditory pathway including the midbrain38 and the auditory nerve.39 The mechanism is probably a tempering of the amplification provided by the outer hair cells in the ear via the efferent system. This is why my husband can’t hear me when he’s reading a book.
A neural recording can be made while a person hears two simultaneous sentences but is instructed to pay attention to only one of the sentences. Brain responses to the combined sentences match the acoustics of the attended sentence better than the unattended one. In other words, focused attention to the first sentence suppresses the neural processing of the equally salient but contextually unimportant second sentence.40 Context matters.
The sound mind works in concert with the limbic, cognitive, sensory, and motor systems to maximize our immediate listening goal. Our listening goal today might not match our goal tomorrow, and this flexibility is important. However, there are people who pay repeated attention to sound details. These sound experts give us insight into how repeated in-the-moment auditory attention can transform our sound minds into a new, permanently heightened default state.
Persistent Attention by Experts
I don’t watch sports much. Take basketball, for example. I have only the most basic understanding of the rules. I am unable to appreciate much of the action on the court beyond noting whether a ball makes it into the basket or not. However, if I listen to the commentator—who most likely is an ex-player—I am astounded at everything he describes. It is as though he is seeing a totally different scene. He describes and analyzes details involving offensive tactics, defensive zones, clock management, foul strategies, and many, many more nuances I don’t see because I do not know what to pay attention to. Because the commentator does know what to pay attention to, he is in fact seeing a different scene. On the other hand, I play some music, which tunes me into the sounds of the instruments I play. This lets me appreciate nuances a performer brings to his craft. Like the basketball commentator, I have learned what to pay attention to.
An auditory expert might be a musician, a bilingual, an athlete, a sound engineer or designer, even a bird-watcher or a meditator. We are all experts of the language we speak. For each variety of auditory expert, the signals on the outside (sound) mold the signals on the inside (electricity). The principles at work in expert listeners apply to all of us. They are just easier to spot in experts, which is why experts can tell us a lot about the brain. How our brain processes sound right now as you are reading this book, an hour from now as you are walking the dog, a week from now as you are cramped in coach on your way to your cousin’s wedding, is a product of the sounds we have paid attention to in the past. A lifetime of auditory learning of any kind cumulatively shapes our brains. An accumulation of sound experience changes our brains beyond furnishing in-the-moment attentional shifts that aid in accomplishing one-off tasks. The more we pay attention to something explicitly, and the longer we spend on it, the more the sound-coding systems in the sound mind change accordingly.
We Learn What We Care About
We probably don’t remember Mrs. Buthan’s fifth-period English class with endless sentence diagramming drills because it was boring.b In most cases, we learn what we care about. There is absolutely nothing more motivating, when we are trying to learn something, than feeling strongly about it. Whether you are an owl learning how to find prey or a teenager picking up an electric guitar for the first time, you are activating reward centers in the brain as you attach meaning to those particular sounds. The owl cares about his hunting prowess—his very existence depends on it—and the budding musician is emotionally invested in making her music.
The limbic system dramatically facilitates learning, inducing faster and longer-lasting effects.41 In fact, reorganization of the sound mind may not take place without it.42 Reorganization of tonotopic maps in the brain can be achieved by stimulating the limbic system directly with electrical current, even without training. Just pairing a tone with limbic system stimulation changes the auditory cortex’s frequency map to one with an outsized representation of that tone.43 Much as stimulation of limbic areas promotes changes in the auditory pathway, sound alone can excite the limbic system when that sound signifies an event the animal cares about.44 There is a decidedly two-way street between feeling and the sound mind.
From Conscious to Unconscious Processing of the Sounds Around Us
The other day I changed the ringtone on my cell phone. At first when my phone rang, I didn’t hear it right away. After a few days, though, I knew my phone was ringing even when it was in another room.
This is a trivial example of unconscious learning. A much more dramatic example is the famous case of HM, a young man who was suffering from seizures. To relieve the seizures, he had brain surgery that, among other things, removed his hippocampus, a chief site of memory. Although his seizures were relieved, he could no longer form new memories. He would forget people and events as soon as they happened. Yet if he was asked to perform a task like mirror-image drawing, even though the next day he had no recollection of having performed the task, he nevertheless got better at it day after day.45 He learned unconsciously.
Once upon a time, we exerted deliberate and focused concentration to control slippery pedals and wobbly handlebars. Now we automatically, unconsciously, and effortlessly ride our bikes. Sounds that are important to us make that same transformation. Whether in-the-moment or over an extensive period of time, the hearing brain tunes the sound mind. First, the auditory cortex, the most malleable auditory structure, changes so the immediate task at hand can be accomplished. But with continued attention and repetition, structures all along the auditory pathway eventually change so that they achieve a new default state. Now, signals that have become important—the sound of our own musical instrument, the sounds of our language, our coach calling out plays from the sidelines, a basketball dribbled up the court, the sound of our name or our new ringtone—are preferentially encoded. Your experience with sound has left a legacy on the sound mind. You no longer have to devote attention to that hard-earned sound-to-meaning connection you once learned to make; your brain now automatically and unconsciously processes sound in a new, efficient, and more rapid manner. Our hearing brain implicitly picks up on sound patterns throughout our lives, beginning in utero.46
The more you do something, the stronger the learning in the sound mind. The changes observed in ferrets after a few hours of learning have a less permanent impact on the hearing brain than a lifetime of making music or speaking a second language.
How does our implicit and explicit experience with sound get transformed into memory? The efferent system makes learning possible by changing how sounds are processed by the brain. But not all structures are affected in the same way. In general, the more peripheral (nearer the ear; closer to the bottom of our block diagram) the structure, the longer it takes to change, and the greater the amount of training, practice, and attention it will take. After learning has been accomplished, cortical map expansion can revert to a pre-training state. This transformation happens as learning takes on new strategies that no longer require the cortical effort.47 But, in more peripheral, subcortical structures, the result of the training—the shift to a new default state (the memory)—tends to be longer-lasting.
Therefore, while cortical reorganization contributes to short-term memory, long-term auditory memory requires a system-wide resetting of the default state of the entire integrated sound mind. This reset involves responses to sound all along our ear-to-brain pathway. That is, the learning-modified activity in the afferent pathway now constitutes memory itself. In this view, each part of our auditory brain houses memories of our sonic experience.
We are not generally aware of the miracles that unfold inside our brains. However, biological principles position us to better understand how the brain forges our own unique responses to sound. Just as the basketball announcer and I see different scenes on the court, no two people experience an auditory scene the same way. Each of us, through experience with and attention to sound—the languages we speak, the music we make, the sounds that are important to our lives—has forged a unique and automatic sound processing infrastructure.48
Sound changes us.
Figure 3.5
The sounds of our lives shape our sound minds.
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The Listening Brain: A Quest
Science is a deeply human endeavor.
“What is going on in the brain?” comes up again and again. It is at the heart of everything I study. The biological underpinning of sound in language, music, and health is difficult to gauge if you can’t measure what’s going on in the brain. I have spent years searching for a satisfactory view into the subtleties of sound processing our sound minds are capable of.
Scientists stand on a narrow plank and, over decades or generations, build outward trying to extend the bit of floor we can reasonably trust to hold our weight. A given plank can look promising for a while, but if it begins to get rickety, it may be abandoned for another pathway if it fits the known facts better. Science is a deeply human endeavor. It is a humble attempt to cast a little light into the vast darkness of our ignorance. My journey—the plank I have aimed to contribute—is finding a window into sound processing in the brain.
Scientific progress is not a collection of facts. It relies on context and on people. Science often comes to us, the public, in the form of uncontextualized sound bites or headlines: “Science reveals that bacon is good for us.” Last year’s headline that bacon is bad for us is forgotten or rendered inoperative. This is not how “real” science proceeds. Science works by the slow accretion of ideas that have withstood repeated testing. Those two bacon studies, together with scores of studies that came before and all those that are to come, add to a growing body of evidence that cumulatively sheds light on the health and nutritional value of salt-cured pork belly. No one study in isolation should tempt us to declare “case closed.” Journalists and, on occasion, an individual scientist hoping to obtain funding or notoriety, have an incentive to present the latest findings as though they disposed of the matter. But as satisfying as it might be to be able to “wrap things up,” it is harmful when carelessly reported scientific findings lead people to conclusions that suit them while ignoring those that do not.
Historically, hearing science has focused on the ear-to-brain direction. It made sense to start at the beginning (the ear) and build on that understanding, gradually putting planks together to figure out how sound makes its way toward and through the brain. As the field evolved—and Brainvolts has been part of this shifting dynamic—we have come to realize the ear-to-brain system is only part of a much deeper system that engages much of the rest of the brain.
I am always desperate to know what is going on in the brain to figure out what goes on in the sound mind based on our lives in sound. My quest is to learn how we might sculpt our sound minds to make us better musicians and athletes, to hear all kinds of things better, from the song of a bird to the whispers of our loved ones.
Today, I know the frequency following response (FFR), a method that captures the brain’s response to sound, can provide all of these insights into our sound minds. What follows is my journey to developing this approach to serve our questions, with false starts and dead ends along the way—the story of turning what we did not know into what we now know, and the questions we are now in a position to ask.
Measuring the Signals Inside the Head from the Outside
If I were talking to you now, the neurons in your auditory brain would be producing electricity. The electrical responses to sound that make their way to the surface of the scalp are tiny, but we can measure them with scalp electrodes. To do so is challenging. The brain is generating electricity in response not just to the sound but also to what we are looking at, the mechanics of sitting in an upright position, our heartbeat, etc. Plus, there are the electrical fields generated by the computer across the room, the electrical sockets in the wall, our smartphone … We must pull the tiny electrical response to sound out of the much larger—but for our purposes irrelevant—electrical cacophony existing inside and outside the head.
So what if we could make all the other nonauditory electrical noise go away? We can, at least to a first approximation, by using signal averaging. The idea behind averaging is that the response to a given sound happens at the same time, every time, over many repetitions of that sound. Electrical noise, whether coming from the person or from external sources, occurs randomly in time and will gradually fade away with averaging. The computer is whirring continuously and the person scratches his nose whenever it itches and his heart is beating away. But the sounds keep playing all the while. The computer playing the sounds pinpoints exactly when the sound was played, and the responses are all stacked together with respect to the sound onsets. Thus, with this approach, any brain activity that is synchronized to the sounds of interest constructively contributes to the final average. At the same time, unsynchronized noise events—the cough, the knuckle crack, the flickering fluorescent light—destructively mingle until, with enough repetitions, they average out and approach zero. Once the noise interference is small enough, we are left with a snapshot of what the sound “made” the brain do.
Without the electrodes ever moving from the surface of the scalp, it is possible to change the sound and pick up activity from different points along the auditory pathway, from the auditory nerve to the cortex. But wait. If we do not have an electrode directly in one of the auditory structures, how do we know whether our recording comes from the brainstem, midbrain, thalamus, cortex, or elsewhere? Inferences can be made based on principles of the auditory pathway discovered by recording directly from those regions; mostly, it boils down to speed. The speed at which neurons are able to synchronize (fire together to sound ingredients) decreases as the ear-to-brain ladder is climbed. Some auditory structures are specialized for dealing with timings in the tens of seconds, others for seconds or milliseconds or microseconds. In short, the cortex is slow and the subcortex is fast.a
Knowing When Sound Changes: Step 1
Scientists have capitalized on the fact that the brain will respond to a change in an otherwise predictable pattern, whether auditory, visual, or somatosensory. To test for the detection of a change in sound, you play a repetitive sound and every now and then, say 10 percent of the time, you substitute a different sound. Beep-beep-beep-beep-beep-beep-boop-beep-beep-beep. After the “boop” you get a perturbation in the electrical waveform recorded from the scalp signaling the brain has detected the change from beep to boop. This important and practical life skill likely evolved as our most distant ancestors needed to detect changes in the ongoing soundscape to be alerted to potential sources of danger (the sudden movement of a snake while crickets are chirping). Detecting changes in sound is thus deeply ingrained and worthy of study.
The most widely known response of this type has even been used as a way to extract information in criminal investigations. It goes like this: let’s say a murder has been committed. Suspects are wired up to electrodes and shown pictures of various weapons one after another—a handgun, a rifle, a tire iron, a bottle of strychnine, a hunting knife, a meat cleaver, a hammer, etc. The brain of an innocent suspect, who has no knowledge of the crime, would have the same physiological reaction to each picture. But the guilty party’s brain would fire off a distinct response to the weapon he used to commit the crime.2
In the late 1980s I attended a conference in Hungary, and a Finnish neuroscientist named Risto Näätänen got my attention. He also inspired me by swimming in the icy lakes in Lapland, way in the north of Finland, while I stood by in my down parka and hat. He emerged booming with energy twenty minutes later. I eventually found my way into one of those lakes, but only for a few seconds, and only with a well-formed plan to retreat to a sauna nearby.
Risto discovered he could see the brain’s response to a change in a sound pattern even if we’re not paying attention to it. He called this response the “mismatch negativity” or MMN.3 It is a downward-going brain wave (hence negativity) that occurs when a sound doesn’t match the rest of the sounds in a sequence (hence mismatch).4 What was remarkable was the response occurred automatically; that is, it did not require explicit participation from the person hearing the sounds—hitherto a requirement in change-detection research. Instead, his research participants could be reading, watching a captioned video, sleeping, daydreaming, or otherwise ignoring the sounds. Here was a response that met one of my requirements; it was passively obtained. No need for active participation from the listener.
The sound changes were readily detectable if you paid attention to them. But I was sitting there wondering, what if we could go a step further and measure the brain’s response to a change in sound that wasn’t detectible? A change so small we could barely detect it even if we tried? We already knew that children with language problems had difficulty processing sound. I suspected they might have difficulty processing nuances, such as the fine-grained differences between speech sounds. How could you get a toddler to tell you what sounds they can and cannot distinguish? It can be hard enough to get a young child to indicate what they can hear even if the sound differences are obvious, let alone if there is subtle millisecond timing involved like there is in the sounds of language. What if we could see, biologically, without a child having to respond directly, what distinctions they could or could not hear?
Mikko Sams, another Finnish neuroscientist (maybe those extra-long dark winter nights heighten Finns’ consciousness of and interest in sound), looked at brain responses to subtle sound changes—a 1,002 Hz tone compared to a 1,000 Hz tone.5 The MMN proved that the brain was capable of discerning that 0.2 percent difference. Still, with effort and concentration, someone can perceive that tiny difference. So next at Brainvolts we made the difference even more challenging. Would the auditory brain respond to physical differences in sound so small a person cannot consciously detect them even if they try? This time, we created syllable pairs with such subtle acoustic differences our research participants couldn’t tell them apart. Even though they could not consciously tell them apart, similar to the hippocampus “remembering” the pictures that had been seen, their sound minds still could!6 We now had a brain response that satisfied our second condition, that of reflecting perceptions so subtle we are not consciously aware of them.
Using the mismatch negativity, we discovered the brains of children with language disorders could not distinguish the minimally contrasting speech sounds a typical child’s brain could distinguish. This uncovered a biological bottleneck facing these children. Language difficulties, we surmised, could stem from a failure to connect the subtle sounds of language with their meanings. If this were true, language development could be guided by strengthening processing in the sound mind.
The limit of what our brains can and cannot distinguish is not set in stone. Like any other system, we can push our limits through training. What if we start out not being able to register a difference in a given pair of sounds, but then train ourselves to distinguish them? Would the MMN emerge or grow with learning? Brainvolts graduate student Kelly Tremblay tested this question by teaching people to hear sounds that do not occur in their native language. These were sounds an English-speaking listener did not initially distinguish, yet were readily distinguishable by speakers of other languages. Sure enough: with training, the brains of English speakers began to show signs of making the distinction between the sounds well before they could consciously tell the sounds apart.7
This got me thinking about the potential for using a similar approach with children who have language disorders. And I was inspired by the possibility of objectively monitoring a child’s progress, using a probe of the sound mind to gauge whether appropriate rewiring was taking place even if it wasn’t yet evident in the child’s behavior. As I play the piano every morning, I like to think my brain is learning even if the notes don’t sound any better than they did yesterday. I am encouraged that eventually my fingers will catch up with my brain.
Although it advanced my thinking about sound processing in the brain, the mismatch negativity approach was ultimately unsatisfying. First, the electrical activity we are interested in is easily dwarfed by the electrical activity associated with blinking, or muscle tension, or throat clearing. When I was looking at a negative-going waveform, I sometimes couldn’t convince myself I was looking at a response to sound rather than a sniffle, because the slow waves of the MMN blended in so well with other electrical signals. Brainvolts even published a paper called “Is It Really a Mismatch Negativity?” devoted to strategies for wringing this response out of the background noise.8 Second, working with mismatch negativity is slow-going. It is predicated on something happening a small percentage of the time. If only one of every ten sounds is going to elicit the response, recording it is inescapably going to take a long time. This is impractical and a problem when working with children and in the clinical settings I envisioned. Third, because the MMN is mostly a cortical response consisting of slow brain activity, it doesn’t reflect the many fast ingredients inherent in sound. All we had was a neural deflection that signaled the brain had detected a changing soundscape. It did not tell us how the brain responds to the many ingredients, slow and fast, that make up most sounds. It was time to move on.
Processing Sound Ingredients: Step 2
Around the turn of the century, I gently began a course correction for Brainvolts that would become pivotal to our work. All along we had been measuring responses to sound with scalp electrodes in humans while in a parallel line of research, we were measuring activity in the auditory structures of the guinea pig brain. We continued to use methodology similar to what I had used in my first learning experiments in rabbits. It was now time to connect the past with the present.
Doctoral students Jenna Cunningham, Cindy King, Brad Wible, and Dan Abrams made recordings in both cortical and subcortical structures of the guinea pig brain. Using speech sounds, they were picking up beautiful, clear responses within the midbrain, thalamus, and auditory cortex, including the fast and slow activity patterns visible in each of these structures. But we noticed something else. Simultaneous to these deep-brain recordings, we always kept an electrode on the surface of the brain as a way to connect what we learned from activity inside the brain to what could be measured from outside. From that electrode, which was not very different from the type we use in humans, we were able to see a pretty clear representation of the acoustic ingredients present in a complex sound wave! Like the responses we were pulling out of the midbrain and thalamus, this surface-recorded brain wave was rich enough that we could analyze it and determine whether the sound was a “ba” or a “pa.” We could look at the brain wave and deduce “a” or “oo.” The approach was quick and practical. A single brain response to a single speech syllable from a scalp electrode revealed a wealth of independent pieces of biological sound processing, in part because all of the ingredients in the sounds that are important to us—pitches and FM sweeps and harmonics—were present and accounted for.
This led to discussions with the team, including my longtime collaborator Therese McGee. We agreed this type of recording process had the promise to meet another of my requirements, of being able to capture how the sound mind processes the ingredients that make up sound using the brain’s rich anatomical and physiological infrastructure. It was an approach I could sink my teeth into. It was an approach that brought me back to the signals I have always gravitated toward for reassurance and insight.
This brain activity is called the frequency following response, or FFR. While not particularly new (FFR was discovered in the 1960s),9 its ability to do more than signify the detection of sound—usually just a single tone at that—was not appreciated until later. But even in the 1990s, when more complex sounds began to be used,10 the FFR was only used to probe how the brain processes the fundamental frequency of sound—just one of many sound ingredients, fast and slow, that make up our sonic world. Brainvolts ran with the idea that the FFR can also reflect the brain’s processing of the many rich sound details we need to make sense of sound. In fact, the brain response is so precise that it physically resembles the sound wave that elicits it. You can see the detailed sound ingredients in the brain response itself (figure 4.1).
Sound is delivered to the ear through earbuds. Scalp electrodes pick up the brain’s electrical response to sound. The brain wave resembles the sound wave. It tells us how well the brain processes different ingredients of sound. The mixing board illustrates that each sound ingredient is processed distinctly.
Most brain responses to sound don’t tell us much about how the brain processes sound ingredients. They are analogous to lipid panels. High cholesterol is statistically predictive of atherosclerosis. But your cholesterol level is not an actual measurement of the narrowness of your artery walls. fMRI (functional magnetic resonance imaging) and many neurophysiological responses, like cholesterol measurements, enable us to make inferences about something that might be going on in the body, but they do not offer the precision that a direct measurement of arterial plaque would provide. Most physiological responses to sound do not show us how pitches and timbres and loudness and movements in time all work together; they’re just … abstract bumps and spikes. Imagine the possibilities of a brain response that actually resembles the sound itself. Now imagine being able to directly measure how each of us processes these ingredients in the way that makes us unique. This is what the FFR can do. With it, we can peel away levels of abstraction endemic to biological testing. I cannot think of another biological response that is so close to a one-to-one representation of processing in the brain—it’s practically unheard of.
To investigate how our sound mind makes sense of sound, I explicitly wanted to use interesting sounds like speech and music, applause and dog barks and crying babies … and now (as opposed to using FFR to capture just the fundamental frequency), all of those sounds are fair game. The response to them is a well-defined signal that clearly recalls the speech or bark or cry that evoked it and, in so doing, represents the precision with which the brain encodes it.
We can see how good a job the brain does processing each sound ingredient. These ingredients are not all processed identically like a volume knob. Rather, think of a mixing board, where the processing of each ingredient tells part of the story. The faders on the sound-ingredients mixing board reveal specific enhancements and bottlenecks that characterize certain groups of people and individuals based on what they were born with and how they live their lives in sound.
Listening to the Listening Brain—Art and Science
Because the brain wave resembles the sound wave used to evoke it, we can actually play back the brain’s response to sound and listen to the brain (figure 4.2). Brainvolts has recorded brain responses to many sounds, including several octaves of notes. It is possible to transfer the brain’s response to each note onto a “brain keyboard.” As we “play the brain,” it is easy to hear how each person processes the same notes in their own unique way. If you’re curious, you can listen to the examples of brain wave sonification on the Brainvolts website. Occasionally, when I get to share the stage with a musician, it is wonderful to hear the “brain keyboard” interpreted by a piano virtuoso.
A microphone turns a sound wave into an electrical signal that can be played through a speaker. Likewise, listening to sound causes neurons to fire, creating electricity in the brain, which in turn can be played through a speaker. Sure enough, when sonified, the frequency following response sounds pretty much like the sound that evoked it, albeit a bit muffled.
Another example of the interplay between art and science took place when I had the pleasure of sharing a stage with opera singer Renée Fleming. While Renée sang her especially moving rendition of Dvorak’s “Song to the Moon” from Rusalka, I sat in a reverie, listening, on a piano bench near her. When she finished, I had to compose myself enough to stand up and find my way to center stage, I could not speak for several moments—a testament to the formidable power of sound. Fittingly, it was my job that night to explain what happens in the brain when music moves us.
Figure 4.3
Science and art, circa 1997. My son’s middle-school rendition of “what mommy does.”
I strive to celebrate the art in science. I like to use illustrations when I teach and deliver lectures to help get scientific ideas across, reinforce the beauty inherent in science, and give us a sense of something larger than ourselves.
Experience
While we were figuring out how to pull sound ingredients from the FFR to investigate sound processing in language-impaired children, a report by Ravi Krishnan smacked me over the head. He had found that Mandarin speakers’ brains (revealed by the FFR) were uncommonly good at tracking the pitch of sound, something English speakers’ brains did not do as well.11 The Mandarin speakers’ sound minds had nudged up the pitch-tracking fader to accommodate the tonal aspect of their language that the English language lacks. This precise, language-specific processing was so ingrained, the Mandarin speakers’ brains did it in their sleep.
It was clear the speakers of Mandarin had honed their pitch prowess from a lifetime of making sound-to-meaning connections in their native language. Importantly, these experiments revealed a mechanism of action—how sound processing was altered by experience. Ravi did not report a vague “lighting up” of this or that brain region. He was not looking at blood oxygenation levels or broad negative deflections in a waveform or a blunt response to a sound’s onset. Instead, he described the brain’s coding of one isolated ingredient in sound: a pitch tracking difference between two groups of listeners was illustrated unequivocally. In other words, the FFR clearly reflected what was going on in the sound mind; the sound ingredient was right there in the neural response.
While Mandarin speakers excel in pitch tracking over the duration of a syllable (on the order of 200 ms—a long time in speech), children with language disorders have difficulty processing rapid cues such as consonants transitioning into vowels (FM sweeps that last only a fraction of that length). Would the FFR be powerful enough to probe that kind of sound ingredient? All the ingredients in speech? Because of its subcortical roots, the answer is yes. The FFR is not subject to the speed limits that hamper the utility of the cortex-centric MMN or the slower process of fMRI.
To move beyond pitch processing, Brainvolts had to get busy. Using the FFR as a measure of pitch (the fundamental frequency) had been around for a while, but no one had thought to look at ingredients like FM sweeps and harmonics. Luckily, there is a reasonably direct path between analyzing sound itself and analyzing a physiological brain response to it—especially, as we have seen, when there is such an obvious similarity between them. The techniques for extracting FM sweeps and harmonics and timing and quantifying noise levels were already well understood in the signal processing world. We just had to apply them to physiology. It took my team learning these techniques and applying them to this new sort of signal to unlock the power of the FFR—adding faders to the mixing board. Over the years we have refined these processes and have published tutorials12 aimed at delineating the process. It is now possible to compare the signals inside the head (brain waves) to those outside the head (sound waves). That we can measure a brain wave that is close enough to a sound wave even to begin seeing those parallels resonated strongly with me. This precision compared favorably with the precision of my early microelectrodes in rabbits or Cindy, Jenna, Brad, and Dan’s guinea pigs. A precise finger on the precise pulse of auditory processing, rooted in sound and signals, had become possible in humans.
The FFR reflects what our hearing brain has become from our experience in sound. Brainvolts pioneered looking at the impact of experience and disorder on the processing of sound ingredients. This enables us to understand how our life in sound alters our default physiological response to specific ingredients in our sonic world. The mixing board metaphor gives us a way to understand the strengths and weaknesses that different populations may have and the effects that life experiences may have on sound processing.
Crucially, each person’s response to sound is unique. The subtle differences among individuals can now be measured, seen, and even heard. A person’s sonic history can be told through their response to sound—their biological fingerprint.
Snapshot and Hub of Auditory Processing
In the view of the auditory system as a hierarchical ear-to-brain conveyance, it was hard to imagine the midbrain—from which the FFR largely arises—as a hub of a rich, distributed, bidirectional system. In that view, the midbrain is just a way station of auditory processing on its way from the ear to the brain.
The conceptual advance Brainvolts helped to guide was to think of the midbrain as a hub, not as a mere link in a chain of ear-to-brain processing (figure 4.4). The auditory pathway is a loop, and the subcortical auditory centers are not just hardwired conduits for sound. The auditory midbrain is a hub of our cognitive, sensory, motor, and reward networks—at the heart of this constantly evolving, distributed neural infrastructure of sound processing.
Influences exerted by learning create an auditory system that is flexible. Rapid changes in sound processing to satisfy an in-the-moment demand originate in efferent (dark) pathways and eventually effect permanent change to afferent auditory pathways (light), resulting in a new default state. This is how sound memories are stored.
The idea that the midbrain could reveal sophisticated aspects of sound processing was overlooked in part by the pervasiveness of brain imaging such as fMRI. Imaging excels at revealing cortical activity (and does so in a visually satisfying way), thereby fueling the view that to understand how the brain makes sense of sound, one must focus on the cortex. The FFR, probing the sound processing in the subcortex with exquisite precision, provides a snapshot of the activity of the whole sound processing network, from stem to stern, that is our sound mind. Said another way, if your back hurts, the pain could arise from a problem with your knee. Similarly, although a predominant source of the FFR is the midbrain, it should not be interpreted as a “midbrain response.” The midbrain is in the middle of the action.
There is an ongoing conversation in neuroscience and philosophy called the binding problem. It boils down to a question of how the brain coordinates all its inputs, the sights, sounds, smells, tastes, and touches, guided by a lifetime of accumulated experience, into a concrete whole.13 How does the combination of ever-accumulating sensory input produce the knowledge: “That’s my phone ringing” or “I hear my brother pulling into the driveway.” Where does the necessary unity come from? Somehow, the brain gathers information and “binds” it into a unified perception.
V. S. Ramachandran describes experiments that “flatly contradict the theory that the brain consists of a number of autonomous modules acting like a bucket brigade.” As Iain McGilchrist puts it, “Experience is not just a stitching together at the topmost level.… Perceptions emerge as a result of reverberations of signals between different levels of the sensory hierarchy, indeed across different senses.”14 Much of the work of uniting modular elements of brain function is accomplished subcortically.15 The auditory midbrain has ample access to information from other senses, as well as limbic and cognitive input from all corners of our distributed and interconnected brain. This knowledge is learned and has become automatic. Thus the FFR is likely to reveal how the brain binds together the many dimensions of hearing.
We know that assigning meaning to sounds—learning—brings about changes in sound processing. First, we find out that a sound has meaning, then we sculpt the auditory system to process that sound more efficiently. Specific brain centers, auditory and otherwise, operate jointly to contribute to the default response properties of the midbrain. The FFR is thus far from a reflection of activity from any single auditory structure.16 Remember, the hearing brain is vast. Specific brain centers, within and outside the auditory pathway, each make their own contribution, but those centers function jointly, and in the context of broader neural networks. The FFR gives us a functional view of sound processing in the brain. It provides a snapshot of how well the entire sound mind is coding sound ingredients.
The search for a viable biological portal into sound processing has played a role in the evolution of my thinking about the hearing brain. It has helped me see sound processing outside compartmentalized, assembly-line brain centers. It has provided a way to embrace the vastness of the hearing brain with its sensory, cognitive, motor, and reward networks and to think about our lives in sound more holistically.17 Perhaps this backstage tour of one science lab’s quest can provide a glimpse of how scientists try to build a plank solid enough to form a firm floor. Our experience positions us to consolidate what we now know, articulate what we still don’t know, and home in on what we are striving to understand about the sound mind.
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II Our Sonic Selves
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Music Is the Jackpot: Sensing, Thinking, Moving, Feeling
If it feels good, it sounds good.
—Salvatore Spina
The Musician Brain
A doctor who was present at Beethoven’s autopsy noted that his “brain convolutions appeared twice as numerous and the fissures twice as deep as in ordinary brains.” Schumann did not fare as well; his doctor noted “considerable atrophy of the whole brain.”1
In the early 1900s, a more systematic investigation into the structure of the musician brain was undertaken by German surgeon Sigmund Auerbach. Unlike some of the claims during the early twentieth-century transitional era in medicine, which included the massive consumption of grapes as a cure for cancer2 and transplanting goat testicles into men as a remedy for impotence, Auerbach’s work was rooted in the scientific method. He reported the brains of noted musicians, examined after death, were larger in temporal lobe regions, including a part of the auditory cortex, than those of nonmusicians.3 Auerbach, who went on to make contributions to the treatment of epilepsy and brain tumors, concluded those brain regions accounted for the musical skills of those musicians. This launched a host of investigations that bore out that the musician brain was indeed structurally distinct from the nonmusician brain. Structural differences have been noted in the auditory cortex,4 the somatosensory cortex,5 the motor cortex,6 the corpus callosum,7 the cerebellum,8 and the white matter tracts within the cortex9 and connecting subcortical and cortical brain regions.10
We do not know that Beethoven’s remarkable convolutions, or any findings about brain structure have bearing on how musicians’ brains work. Functional rather than structural differences are what matter most. Musicians have stronger cortical responses to musical instrument sounds than nonmusicians.11 Musician brains more readily register a change in a sound pattern or a dissonant or mistuned chord.12 The brains of rock guitarists respond powerfully to power chords.13 Certain sound ingredients are strengthened in musicians, notably harmonics, timing, and FM sweeps as we’ll get to in detail later.14
Music Engages the Sensing, Moving, Feeling, and Thinking Brain
The sound mind is vast, engaging our cognitive, motor, reward, and sensory networks.15 Music does an exceptional job engaging these systems, providing effective avenues for learning through sound (figure 5.1).
Music is the jackpot of sensory, cognitive, motor, and reward engagement through sound.
Sensory: Auditory
Making music alters the sound mind’s default, automatic response to sound—our fundamental auditory selves. Playing music positions us to build a brain especially tuned to our sonic world.
Mari Tervaniemi was one of the first to show differences in neural sound processing between musicians and nonmusicians and between different types of musicians.16 If you play a five-note melody to a listener several times, deedle deedle dee, deedle deedle dee, deedle deedle dee, and then suddenly change the melody, deedle doodle dee, the brain notices and signals this change with the MMN (mismatch negativity) even when the listener is ignoring the melodies. Mari found that musicians’ responses to the new melody were enhanced relative to the nonmusicians.17 She went on to demonstrate this musician-brain enhancement to pitch, timbre, duration, intensity, roughness, location, and the rules of harmony.18
Harmonics, timing, and FM sweeps are at the heart of the “musician signature” response to sound (see figure 5.2). Making music strengthens the sound mind across the lifespan and builds up over the years.19 Importantly, it changes how the brain responds to sound in general, not just to music, notably to speech.
Making music strengthens sound processing in the brain. The musician’s edge builds over a lifetime.
Now is a good time to address two questions I am often asked about the musician brain. The first is, “How do you define a musician?” For the purpose of defining how much music-making it takes to influence the sound mind, the answer is simply someone who plays music regularly. The musician doesn’t need to be especially proficient. “Regularly” can mean making music for as little as a half hour a few times a week.
Next, I’m asked, “Does the instrument I play matter?” The answer is no and yes. “No” because the brain signature of heightened processing of timing, harmonics, and FM sweeps exists regardless of the instrument you play, including your voice. “Yes” because the sounds of the instrument you play will be especially well processed by the sound mind. Brain imaging of violinists and trumpeters reveals that each group preferentially codes the sound of their own instrument in the auditory cortex.20 This finding was replicated, pitting violinists against flautists,21 and extended into midbrain processing of sound ingredients as shown in figure 5.3.22 That is, the sound of a piano is enhanced in pianists; the sound of a bassoon is enhanced in bassoonists, and so on. Moreover, conductors have an exceptional ability to localize sound arriving from all corners of a room.23
The musician’s auditory brain responds exceptionally well to the sound of their own instrument.
Sensory: Auditory-visual
When making music, seeing is tightly bound to listening, from watching your band for cues, to following the directions of a conductor, to reading music. Playing music can enhance visual processing and, especially, combined auditory-visual processing.
Collegiate drum corps consist of percussionists, brass instrumentalists, and the color guard. The latter do not play instruments but instead perform intricate movements with flags, rifles, batons, and sabers to provide a synchronized visual display complementing the accompanying musical performance. They are well practiced in throwing and catching a whirling flag after a precise amount of time has elapsed and a specific number of rotations has been completed. And they do so in sync with dozens of their cohorts. One would expect the color guard to perform especially well on tests of visual skills, but this is not the case. The visual skills of championship-caliber color guards were not as good as those of the two musician groups, especially the percussionists.24 Thus, it seems likely that the degree to which visual timing is honed by years of music making outweighs direct experience with activities requiring visual timing by itself.
When someone hears a note of an instrument, such as a cello, their auditory brain produces an electrical signal that resembles the sound of the cello, visible in the FFR. A musician’s response is slightly faster, richer, and larger whether the sound is heard by itself or heard while watching a person play the cello. The musician/nonmusician differences are compounded with the added visual input,25 suggesting that the interconnections between the auditory and visual systems in the course of engagement with music have finely tuned audiovisual skills. This discovery was Brainvolts’ first publication on the effects of musical experience on the sound mind. While we were not surprised musicians would have enhanced audiovisual responses to music, the unexpected discovery was that this audiovisual enhancement was also seen to speech. Similar to the cello phenomenon, this was evident when a heard voice was accompanied by watching a person speaking.
Gabriella Musacchia, a trumpet player, teamed up with our guitar-playing Finnish collaborator Mikko Sams for this work. Gabriella now has her own laboratory, having founded a drumming program for toddlers in New York City along the way.
Moving: Auditory-motor
“Pay attention to your fingering!” says my piano teacher (again). “When you move your hands easily and with precision, the music sounds better.”
Robert Zatorre is one of the most prolific and influential scientists to investigate the effects of musical experience on the nervous system. His group discovered that the motor cortex is active when we listen to music without moving.26 And in musicians, even just thinking about playing music activates the motor system.27 This illustrates the tight link between our hearing and motor systems, especially in people who play music.
Right-handed people, by virtue of writing, brushing teeth, and performing other tasks with their right hands in the course of their daily lives, come to have asymmetrical cortical motor maps.28 Specifically, the left motor cortex—which controls the right hand—is simply more developed. The converse is true for left handers. However, professional keyboard players, who have developed well-honed, precise skills in both hands, have symmetrical motor brain maps—driven by an expansion in the map that controls the nondominant hand.29
Unlike keyboardists, violinists and other string players engage their motor systems in a decidedly asymmetrical fashion. Compared to her right hand, a violinist must have a very dexterous (ha!) left hand. She must make fast and independent finger movements to the correct locations on the correct strings to play the correct notes. The right hand is of course active too, but those movements do not require precise and independent finger movements. Thus, we have an ideal situation for the scientist: the within-subject control. We can examine, in the same violinist, the motor and somatosensory maps that correspond to the left and right fingers. Sure enough, in violinists, cortical regions that control the fingers of the left hand expand, taking brain real estate away from the area that typically is mapped to the palm. No such expansion of finger territory is found for the regions controlling the fingers of the right hand.30 Additionally, the extent of left-finger expansion is correlated with the length of playing history, which probably rules out a genetically determined extra-large left-finger map that predated the onset of violin playing.
When you’re playing music, you get the equivalent of target practice, where the bullseye is creating the sound you want. This involves making a series of comparisons between the sound you’re making and the one you’re actually after. The practice comes from coordinating your movement with the timing features of your auditory environment, be it a metronome or other people. Sound and movement fuse into a nonverbal form of thinking and knowing. We see it in the brain.
Feeling: Auditory-reward
Sometimes when I wake up in the morning, I don’t feel especially hopeful. Playing the piano even for just a few minutes, though, encourages me. By the time I’m getting on my bike to go to work, everything feels nicer.
Music has been called the language of emotion.31 Some of the first connections between parents and their babies are with songs. There is a rich and convincing scientific literature that backs up the music-emotion link. For one, emotional responses are accompanied by certain physiological reactions such as changes in skin conductance (sweat), facial expressions, heart rate, blood pressure, respiration rate, and skin temperature. Music can evoke all these reactions.32
Music activates the reward circuitry of the brain. The brain bases for emotional reactions are seated in the limbic system that includes the amygdala, nucleus accumbens, and caudate nucleus.33 The emotions evoked by listening to pleasurable music activate the very same brain regions that respond to food, sex, money, and addictive drugs.34 In a study I find particularly compelling, the Zatorre lab found dopamine was released in subdivisions of the limbic system during the anticipation of a musical climax as well as during the musical climax itself.35 Not only music but the mere anticipation of music is emotional. I think it is similar to the response we get when we are away and thinking of home. Music builds harmonic tension and spirals sometimes far away, but eventually the harmonic resolution brings us back home. In another examination of emotion and music, people were called upon to listen to new pieces of music and subsequently value them by deciding how much they would pay to hear a given song again. The amount they were willing to pay was retrospectively predictable by the amount of activation observed in the limbic system on that first listen.36
Some people actively dislike music, or at best are staunchly neutral about it. This is called musical anhedonia (absence of hedonism). These people have otherwise typical reactions to sex, food, drugs, and money—so, are not depressed or experiencing other conditions that cause broad-based emotional flatness; they simply and selectively do not care for music. This indifference is backed up by a lack of physiological reactions to music such as the change in skin conductance and heart rate that go along with pleasurable emotions.37 In musical anhedonics, there is reduced activity in the limbic system during music listening; however, they have typical activation levels during gambling for money.38
Even before we register the words that are spoken, we react to the voice of people we have emotional attachments with. This is because of the sound to (emotional) meaning connections we have made with them over time. At Brainvolts, we wondered whether the sound minds of musicians might be more sensitive to emotional sounds like a baby crying. We learned that musicians are more attuned to the emotion-bearing harmonic components of the cry while nonmusicians put their neural energy into picking up the voice pitch (fundamental frequency), outprocessing the musicians on this sound ingredient.39 In contrast, the musicians “conserved” neural energy and responded vigorously only to the most meaningful part of the cry (figure 5.4)—the part that tells you if your baby needs his mommy, or whether it would be better for both of you to let him cry for a while.
Auditory processing of an emotional sound. The nonmusician brain is focused on the fundamental frequency; the musician brain emphasizes the harmonic content.
Thinking: Memory and Attention
I learn so much from my children. My middle son, now in his thirties, is a wonderful pianist. When he was about seven years old, I noticed he was playing the piece he was working on without the sheet music and said, “How wonderful sweetie, you learned that by heart!” Without missing a beat, his reply was, “No, Mommy, by brain.” Touché.
Playing music by heart—er, by brain—requires focused attention and memory. We need to remember sound patterns, notation, fingering patterns, names of notes, musical terms, and musical expectations (keys, modulations, themes, harmonic relations). Memory enables us to pick up a piece and play it, even from an arbitrary starting point, or to play by heart. Attention is also indispensable. Attention is employed to listen to the sounds you are making, to adjust on the fly as needed; match tempo and dynamics when playing with a group; focus on the score; block out distracting sounds; focus on fingering, bowing, embouchure, and breath control; and endure long practice sessions.
Playing music exercises attention and memory. And, like any other skill, exercise leads to improvement. Thus, it is reasonable to expect that music playing might be an exercise that would strengthen these cognitive abilities.
As you are reading this book, your ability to make sense of it relies on your working memory. You need to remember what you just read to make sense of what you’re reading right now. When you are speaking to someone, you must “follow the conversation” to make the interaction worthwhile. Working memory makes these things possible. Evaluating auditory working memory generally includes recalling a list of words with some kind of manipulation, like listening to a list of animals and repeating back only the mammals, or resequencing the presented list in some specific way.
If a musician is trying to learn a musical passage, by seeing that passage in notation, hearing someone else playing it, or hearing a recording of it, it’s important she be able to hold some model of the sound she is trying to approximate in her mind as she is resolving the physical complexities of playing the passage. On the whole, musicians outperform nonmusicians in a wide variety of tasks of verbal memory,40 working memory,41 and sequencing (figure 5.5).42
Across the life span, musicians outperform nonmusicians on auditory attention and working memory.
On the attention side, musicians also typically perform better than nonmusicians.43 These tasks usually involve rapidly switching from one task to another or needing to react to a target sound while refraining from reacting to a distracting sound. Sometimes this takes the form of focusing on one talker while simultaneously tuning out other talkers.
Many studies have shown preferential activation of brain areas responsible for these abilities in musicians compared to nonmusicians.44 Germane to the sound mind, auditory attention and working memory skills correlate systematically with the biological processing of key sound ingredients.45
Thinking: Creativity
Improvisation is a child of creativity. Charles Limb, a physician and musician, looked at musicians’ brains as they improvised on a keyboard while inside an MRI scanner. He discovered that large areas of the frontal cortex became less active.46 These areas typically are responsible for monitoring what we do, including behaving appropriately. Musical improvisation requires liberation from our conscious scrutiny. It is, however, also based on hours and hours of deliberate, conscious practice ahead of time. Herbie Hancock says his life experience informs the choices he makes in his music compositions but notes that “how it gets expressed is often a complete surprise.”47
Making music is arguably one of the best ways to foster cognitive strengths such as attention, working memory, and creativity. Remarkably these strengths are not just musical, but transfer to other activities, most notably speech.
Music Medicine
In his book Healing Songs,48 Ted Gioia talks about an order of Benedictine monks in France whose health suffered when an edict from Vatican II ordered them to stop their chanting. They became listless, irritable, and chronically exhausted. Their physical health was compromised as well, with disease rates skyrocketing. After chanting was reinstated, their health and well-being returned.
Involuntary motor tics in Tourette’s syndrome can be suppressed during music making.49 Oliver Sacks talks about watching a drum circle of people with Tourette’s. After a rather chaotic start, the involuntary, unsynchronized movements of the participants eventually synchronized into a well-coordinated rhythm, as though their nervous systems were bonding with each other.50 Country music singer Mel Tillis stuttered when he talked but not when he sang.
These anecdotes demonstrate the connection between music and health—both mental and physical—and this connection has a history that spans ancient times to the present.51 Music medicine is an enormous topic that goes well beyond the scope of this book. Music is increasingly entering mainstream medicine.52 It has been pressed into service in the treatment of traumatic brain injury,53 for mitigating stress in war and disaster victims54 and addressing the stress that comes with an intractable illness.55 It can mitigate memory loss in dementia.56 It can strengthen language skills in children with autism57 and other children with language delays or reading difficulties.58 Music is an effective therapy for movement disorders such as Parkinson’s disease,59 stroke,60 and difficulty with respiration, swallowing, and speaking.61 Music can train children with hearing loss to better understand speech and make use of speech prosody.62 These wide-ranging applications are summarized in the logo (figure 5.6) of a recent Music Medicine conference at Northwestern University, which you can view in its entirety from the Brainvolts website.
Logo for 2018 Music Medicine conference hosted at Northwestern University.
Music medicine draws on our sound minds’ connection to how we move, think, sense, and feel. Through the privileged connections between the sound mind and these vital brain functions, music can provide a powerful form of healing. Music is an undertapped resource with enormous potential for growth in health care. The sound mind is at its heart.
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Rhythm: Inside and Outside the Head
If sound loses time, it loses meaning.
My husband reads to me every night in bed before we go to sleep. With our special bear, Oatmeal, tucked in between us and listening too, this is a wonderful way to end the day and is a quotidian highlight. We deliberately choose books that are familiar—oft-read children’s classics by E. B. White and the Harry Potter series make frequent appearances—so I do not worry about missing something important when I drift off. I have noticed that after some time—it can be as little as a few minutes if I am especially tired—the meanings of the words are gradually eclipsed by the sounds. I begin to hear sounds and rhythms instead of words and story, and the waxing and waning of the accents and stress patterns become a calming, lulling, treasured experience that soothes and resets me after a long day.
Why do we care about rhythm? It connects us to the world. It plays a role in listening, in language, in understanding speech in noisy places, in walking, and even in our feelings toward one another.
Rhythm is much more than a component of music. Nevertheless, music is probably what first comes to mind when we hear the word rhythm: drumming, jazz, rock and roll, marching bands, street performers with wooden spoons and five-gallon buckets, drum circles, time signatures, stomp-stomp-clap—we will, we will rock you—adventures on the dance floor, beatboxing, incantations, mantras, and prayers. Beyond music, we experience the rhythmic changes of the seasons. Some of us have menstrual cycles. We have circadian rhythms—daily cycles of mental and physical peaks and troughs. Frogs croak rhythmically to attract mates and change their rhythm to signal aggression. Tides, seventeen-year cicadas, lunar phases, perigees, and apogees are other naturally occurring rhythms. Human-made rhythms include the built world—street grids, traffic lights, crop fields, mowed designs in baseball diamond outfields, the backsplash behind the kitchen counter, spatial patterns in geometric visual artforms.
Maintaining rhythm is almost a biological imperative for some of us. My musician husband can get infuriated if we are playing together and I stop in the middle of a song. He needs to keep the pulse going. I have my own hiking version of this imperative. I need to keep moving no matter how tired I get, one foot in front of the other, even if I slow way down, or essential energy just drains away.
Music and rhythm are rooted in every known culture.1 What parent does not use rhythmic rocking to soothe a crying baby? The repetitive sounds and silences that comprise rhythmic patterns make dancing possible, aid in the memory and reproduction of music, and facilitate group singing, playing, or drumming. Rhythm has been used for millennia to tie societal members together—the chants of a religious order or the cadence calls of military ranks are just two examples. Poetic works thousands of years ago, such as those of Homer, were chanted or sung with rhythm serving a mnemonic function.2 Repetitive or complex work engenders rhythmic accompaniment, in some cases to break the monotony, in others to actually help you perform the work better. Workers performing hard labor like rock breaking chant to keep their sledgehammers swinging in rhythm.3 Postal workers in Ghana hand-cancel stamps with a distinct rhythm.4 Rug weavers in Iran use chants with a complex musical structure to communicate weaving patterns to their co-weavers.5 All musical systems and styles have organizational rhythmic motifs. Indeed, the very universality of rhythm is a strong argument for the existence of biological processes governing the perception and production of rhythm.6 Rhythms in the brain have been called out as a basis for consciousness itself.7
Language probably does not immediately come to mind when we think of rhythm. You might have had a high school literature class where you learned about prosodic feet—iambs, trochees, and anapests. But outside the context of poetry, we rarely think about speech having a particular rhythm. After all, we are likely to say “Oy Bill—you ready yet?” Not, “Hey there Bill,/do you think/it is now/time to go?” so that it conforms to dactylic tetrameter. What about rhythm and reading? Here, too, we are unlikely to associate rhythm to reading unless we are reading poetry. In fact, rhythm is a necessary ingredient of linguistic communication itself.
Rhythms Fast and Slow
Rhythm can be viewed through the lens of shorter and longer time scales. Speech has phoneme-, syllable-, word-, and sentence-length rhythmic units, each unfolding at their own rate. We understand that speech comes in different sized units—the sound an individual letter makes, the phoneme, at one extreme, and the slowly rising and falling loudness and pitch contours that unfold over the course of a sentence or group of thoughts on the other. This latter one is the nighttime reading rhythm I fall asleep to. These entwined elements of speech constitute rhythms that must be sorted by our sound minds. We can try to focus on the slow parts of speech (say, the fluctuating pitch of the voice) and ignore the fast (the vowel and consonant sounds that convey the meaning of the words) or vice versa. But this is usually not possible and rarely desirable.
This temporal hierarchy is at work in music too. Music is a mix of slow phrases, steady beats, sustained notes, rapidly changing notes, trills, and drum crashes. Entwined temporal structures are in environmental sounds as well—when walking through the woods, we simultaneously hear slow footsteps, the unfolding crunch of leaves underfoot, and the rapid snap of a twig. Much as sound units come in different lengths, brain rhythms come in different speeds. Subcortical structures are equipped for microsecond timing while the cortex is better suited to integrating sounds over a longer time scale.
Figure 6.1
Sound waves and brain waves occur over fast and slow rhythmic time scales (top row). A sound has a broad overall shape; it turns on and turns off. This slow ramp, measured in seconds, is shown in the left, second row. Zooming in, we see the repeating waves that define its pitch (left, third row). The pitch of adult speech ranges from about 80 to 250 Hz, which equates to tens of milliseconds. Further increasing the magnification are the vowels and consonants with frequencies up to the thousands of Hz, or in the microsecond time scale (left, fourth row). Each of these time scales (seconds, milliseconds, microseconds) is maintained simultaneously in the brain (right column).
Brain rhythms can be measured both when at rest and when performing an activity. When listening to speech, there are fast brain rhythms that entrain to the fast phonemes, the near instantaneous consonant sounds. Middle-range rhythms in the brain track the rate of syllables. Slower brain rhythms correspond to the slow oscillations of phrases and sentences.8a Similar nested brain patterns are active when listening to music.
Rhythm is in Us
We’ve all heard him. The beginning piano player. The “Eensie Weensie Spider” and “Frère Jacques” plinking hesitantly out of the piano. Usually getting the notes right is paramount to a beginner; hitting the right keys trumps hitting them at the right time. It is heartwarming to listen as our child plays (mostly) correct notes at wildly incorrect times. What goes on in the brain when we hear music being played on beat or off beat?
Imagine a metronome ticking at about 144 beats per minute (bpm). Popular songs in this range include Blondie’s “Call Me,” the Beatles’ “Back in the USSR,” and the Rolling Stones’ “(I Can’t Get No) Satisfaction.” It’s a fast, allegro rate. Measured another way, these songs have about a half second between their beats. If we play a conga drum by itself at this rate and record brain waves to it, we will see neural activity repeating every half second (boom, boom, boom, boom, or “one, two, three, four”). But what does the brain do if you listen to the conga drumming along to a song that matches this beat? The brain produces a new rhythm! In addition to a response peak every half second (where musically speaking the “ones” are), you see another, smaller peak halfway in between (1 and 2 and 3 and 4 and; “FLEW in FROM mi-AM- i BEACH”). The brain has worked out the strong/weak pairs comprising the song’s meter. This tells us the brain entrains and reinforces both explicit and implied rhythms in the music.9 This extra rhythm in the brain wave does not occur when the song is deliberately misaligned with the conga beat. A similar example of the brain creating a beat comes from Brainvolts alum Kimi Lee, who found that the fundamental frequency of an identical speech sound is enhanced when it occurs on the “1” in a four-beat sequence.10 The sound mind’s response to a drumbeat is deeply shaped by its aural context. Rhythmic organization operates automatically when we listen to sound. If our rhythmic expectations are violated, our brains behave in a different manner because of our inherent internal sense of rhythm.
Rhythm Intelligences
Imagine the familiar rhythm “Shave and a haircut, two bits” and tap it out on a table with your finger. Did you tap seven times? Now imagine it again and tap your foot to it. Did you tap seven times again? Or fewer? For me, when I tap my finger on a table, I tap to every note (ignoring the rests). When I tap my foot or snap my finger along to music, I typically tap or snap to the beat (or pulse) of the song, not every note. When I tap my finger on the table, hitting the “sounds” and ignoring the “silences,” I am tapping out the rhythmic pattern—I am keeping track of how long or short each note is and where the pauses occur. When I tap my foot, I tap four times, to the underlying beat or pulse (figure 6.2), which in this example includes a silent beat. Music has both a pulse and a rhythm pattern, notated by time signature and note/rest durations, respectively.
The rhythm pattern of “Shave and a haircut, two bits” is defined by the duration of the notes and rests that make up the tune (top row of arrows). In musical notation, pulse is signified by the time signature, in this case 4/4. The bottom row of arrows depicts the four beats, which may occur during either a note or a rest. Can you simultaneously tap your foot to the beat and your finger to the rhythm pattern?
Before I began studying rhythm, if you had asked me about the skills involved in tapping out rhythmic patterns versus tapping out the beat, I would have said, “You’re probably either good at both or not so good at either.” If someone can tap to a beat, she can also tap out a rhythm pattern, right?
Wrong. There are multiple rhythmic intelligences. You cannot predict how someone will perform one rhythm task by how they perform a different rhythm task. This was first noticed in extreme cases where a person with brain damage could be impaired in one sort of rhythmic ability but not another.11 We have since learned these distinctions are fundamental to how the system works: we see dissociations between rhythm skills in all of us,12 confirming the idea that “rhythm” is not an all-or-nothing ability, and more intriguingly, our proficiency executing one type of rhythm or another bears on our language skills. Both beat-keeping and rhythm-pattern skills predict language development and reading ability;13 however, only rhythm-pattern ability has a bearing on understanding speech in noise14 as we’ll see shortly.
Brain Rhythms
Rhythm pattern skills are associated with slower brain rhythms (seconds), while beat-keeping skills are associated with faster brain rhythms (milliseconds and microseconds; figure 6.3).15 Phonemes, syllables, and sentences range from microsecond to millisecond to second timing, respectively. Brain rhythms can predict language development in infants and children.16 Brain rhythms can also determine a person’s strengths and bottlenecks related to language and the ability to make sense of an auditory scene while listening in noise.
Drumming to the beat corresponds with sound and brain rhythms in the micro-to-millisecond time range. Drumming rhythm patterns correspond to sound and brain rhythms in the slower second range.
Rhythm, Language, and Listening
Rhythm is tied to language. Children who recognize differences in rhythm patterns and tap to a beat learn to read and spell more easily.17 Several beat-keeping skills are impaired in older children with dyslexia.18 We have found a link between beat keeping and language development in adolescents19 and in children as young as three years old.20 What is the connection between rhythm skills and what might appear to be unrelated skills like reading and writing?
There really is rhythm in language, beyond the rhyming of poetry. It is inherently a part of pronunciation. Rhythm matters, even in single words. “Record,” “contrast,” “project,” and “produce” can be either nouns or verbs depending on which syllable is stressed. Running speech also has rhythm. A YouTube search for “drumming to speech” will uncover some nice examples; a personal favorite is the one with the scene from the Gene Wilder Willy Wonka movie. The video shows a drummer playing along to the rhythms of the dialogue between Willy and Grandpa Joe, so you cannot miss the rhythm in speech. Tabla player Zakir Hussain tells us his father taught him to speak using drum rhythms when he was a baby. In tabla, each finger is assigned a syllable, and playing the tabla is akin to speaking in phrases. In all languages there is a definite rhythmic aspect to spoken language, brought about by alterations in stress, duration, and pitch of the syllables. This was resoundingly brought home to me firsthand when Zakir accompanied me on the congas during a speech on rhythm and language. Quite simply, rhythm in speech tells us when important information starts and stops. Stressed syllables emerge at roughly regular intervals and, importantly, carry the majority of the information of speech. With an ongoing rhythmic flow, the listener is guided to the important features of the sentence by the expectancy rhythm sets up and, so primed, we understand the content of the spoken word better.21 With the understanding of spoken speech comes the ability, when learning to read, to make the necessary connections between the sounds of language and its written form.
One of the greatest impediments to successful spoken-word communication is noise. The rhythm of speech helps us. This is because the rhythm in speech helps us fill in the gaps when noise causes us to miss a few words. Just as a rhythm pattern evolves over the course of a measure of music, running speech evolves over time and thus is suited for a slower scale of auditory processing. The strong and weak stresses, phrases, and boundaries of language are relevant to the whole spoken sequence. The ability to reproduce rhythm patterns seems to draw on the same skills required for forming the auditory scenes that comprise hearing speech that is barely audible above noise.
Hearing speech in noise can be partly predicted by one’s ability to tap out rhythm patterns.22 And the better you are at navigating rhythms—and musicians of any stripe (not just drummers) fall into this category—the more you can capitalize on the rhythmic patterns in speech and eke out what was said despite the noise.23
Rhythm and Vocal Learning
Have you heard about Snowball? If you haven’t, stop reading right now and search for “Snowball the cockatoo” on YouTube. Snowball the sulfur-crested cockatoo dances along to pop music. There is no mistaking it. Snowball bobs his head and steps his feet in time to the rhythm of Michael Jackson, Lady Gaga, and, most famously, the Backstreet Boys. John Iversen and Ani Patel studied Snowball’s dancing.24 By systematically varying tempos and observing corresponding shifts in Snowball’s movement, they verified that Snowball was reacting to the beat. This is in contrast to “dancing” horses, for example, who do not react to music but whose rhythmic steps are cued by the rider. So Snowball’s dancing, in addition to being seriously cool, raises some questions. Who else can do this? Can other bird species dance? Any other animals? Why can’t my dog—he’s smart? Chimps must be able to, right? They are closer to humans than a cockatoo. It turns out Snowball is part of a small and select group of animals that can keep a beat. To date, beat keeping is confirmed only in a variety of birds including parrots and cockatoos, sea lions, elephants, and humans. That’s it.
What does this seemingly disparate group of animals have in common? Along with bats, whales, seals, hummingbirds, and songbirds, they are “vocal learners.” This means these species have the ability to imitate new sounds they hear. Most animals, however intelligent, cannot imitate sounds. Take your dog, for example. She may know a dozen or more words. I have never met a dog who does not understand the word “walk.” And yet, however deep the associations in her mind between certain words and what they represent, she will never say “walk.” Dogs, along with most of the animal kingdom, are limited to a handful of vocalizations. Vocal learners, however, can move beyond their innate sounds. Parrots can “speak.” Songbirds, which we will revisit later, learn their songs via imitation; a bird raised away from others of his species will not develop the same song as his peers but rather an impoverished and unstructured aberrant deviation. Human speech, of course, is a testament to our species being masters of vocal learning. These imitative abilities arise from extensive connections in the brain between the auditory and motor regions that are missing in most other species. A by-product of this connectivity is the ability to predict the timing of future beats. This is the key to Snowball’s and humans’ beat keeping. We do not simply react, like a horse or a chimpanzee, to a present or past cue; we anticipate future beats and can move our bodies accordingly.
Rhythm and Movement
Sound is motion, the motion of air. We have spoken about rhythm thus far as something that is heard. However, the flip side is movement. You cannot hear a drum unless someone beats it. You cannot snap your fingers along to a song unless you, well, move your fingers. You cannot produce speech without moving your mouth. Moving is intertwined with hearing when it comes to making and listening to music and speech. When just listening to speech, or even imagining a singer, the brain areas devoted to the movement of our mouths are activated.25 Likewise, listening to a piano melody activates the parts of the motor system involved in controlling fingers in people who know how to play the tune on the piano.26 Your sound mind “moves” to music even if you are quiet as a statue, especially if it is a piece of music you have played.
If you are walking down the street talking to a friend, it is likely the two of you unconsciously synchronize your footsteps.27 This synchronization helps us communicate—the number of footfalls is halved, thus decreasing the chance that any given speech sound is drowned out by a footstep. Not only can you hear your friend better but, if you and your friend happen to be a pair of wild animals, you are better able to monitor and detect nearby prey or predators.
Infants just days old attend to rhythms,28 but what determines which rhythms they choose to listen to? It turns out the motor component of rhythm plays a role in preferences. In one study, seven-month-old babies were exposed to an ambiguous rhythm pattern.29 The ambiguity arose because one could ascribe either a 2/4 or a 3/4 time signature to it. That is, you could reasonably count out either 1-2-1-2-1-2 or 1-2-3-1-2-3. Experimenters bounced babies at one of the two possible meters—baby May was bounced on every second beat and baby June was bounced on every third beat. Then later, without being bounced, each heard stressed versions of the same two rhythms, meaning this time the location of the 1’s was obvious. May preferred the 2/4 stressed one and June preferred the 3/4 one, as measured by how long they listened to each before turning away. Rhythm preferences are formed early in life. Notably, babies did not form a preference for 2/4 or a 3/4 meter when they simply observed someone else bouncing; their own bodies had to move to seal the deal.
Rhythm and Socialization
How we feel about another person is conveyed by rhythm. Walkers synchronize their steps to aid communication. Snowball will dance along with you, but if you dance out of sync with the beat, he will turn away from you. Social encounters with rhythm influence our attitudes. The extent to which a person synchronizes with an experimenter affects the person’s opinion of the likability of the experimenter. University students were instructed to tap along to a metronome while an experimenter was also tapping their finger nearby. When the experimenter tapped at the same rate, the rating given in response to “how likable was the experimenter?” was higher.30 Likability aside, the mere presence of another person drumming along with a task will improve performance. Pre-school-age children asked to perform a rhythm synchronization task perform it better if they are drumming along with another human than to an impersonal beat coming from a loudspeaker.31
Even in very young children, being (literally) “in sync” with another person engenders positive feelings toward them. An experimenter bounced fourteen-month-old children along to music either on the beat or intentionally off the beat. When the bouncing session was over, the baby was placed on the floor and the experimenter deliberately dropped an object and acted out needing help to pick it up. The babies who were bounced on-beat were much more likely to help the experimenter retrieve the object, having apparently formed a social bond, via rhythm, that prompted cooperation. The off-beat babies were less likely to help.32 Rhythmic synchrony had led to interpersonal synchrony.
Along similar lines, the brain rhythms of musical performers and their audiences have been measured in concert settings. The brain rhythms tend to synchronize, and the more synchronization between performer and listener, the more listeners report enjoying the performance.33
Music in general, and rhythm in particular, does an uncommonly good job fostering a sense of community. Indeed, music being played at negotiation sessions helps to smooth the conversations and leads to breakthroughs and compromises. Musicians Without Borders is used to form relationships in troubled regions around the world, to bring hope, comfort, and healing to diverse populations.34 The Resonance Project and the Jerusalem Youth Chorus, which are forming bonds between Israeli and Palestinian children, are other examples of using musical rhythm to overcome differences. The early days of the 2020 coronavirus pandemic were marked, in some European countries, by daily sessions of songs sung from balconies to connect with others at a time of isolation and to communicate appreciation and solidarity with health-care workers.
Rhythm for Health
Traditional healers in all regions of the world have relied on rhythm as a primary force in their rituals and practice.35 Today, rhythm helps us exercise as we move to keep ourselves healthy.36 Therapists have long used our capacity to perceive sound patterns to strengthen communication skills. They rely on rhythm and the concepts of entrainment to a beat, violations of a beat, and pattern recognition as core features of their protocols,37 reminiscent of the scene in the Colin Firth film The King’s Speech, where King George VI overcame a stuttering problem by rhythmically singing his words. Rhythm capitalizes on our sound minds’ auditory-motor connection.
First mentioned by the American Medical Association in 1914, music therapy was put to work helping wounded World War I soldiers recover from their injuries, including what we now call traumatic brain injury. Rhythm-based therapy has a growing status in recovery from concussion and other brain injuries, addressing both cognitive and emotional health.38 Rhythm is used to great effect to pace walking in individuals with movement disorders such as Parkinson’s disease.39 After all, walking is a rhythm. Other disorders that involve movement, such as aphasia, stuttering, difficulty with respiration, swallowing, and speaking, respond to music therapy.40
Therapy involving rhythm also has shown promise in addressing communication and social behavior in people on the autism spectrum.41 Children who cannot otherwise speak can form words and sentences when accompanied by a clear rhythm. There are children on the autism spectrum who will not engage in a verbal conversation but will gladly carry on a rhythmic conversation with another person on drums. And, moving in synchrony positively affects how we feel about each other.42
If I had a magic wand, I would make rhythm an indisputable part of language therapies through music and rhythm-based instruction. This would mean a closer alignment among fields of speech therapy, music, and music therapy. There are explicit rhythm-based training programs which make synchronizing to rhythm an explicit core exercise with the aim of improving timing in the brain. Some have been used to bolster language, reading, and communication skills, and do so with tasks that engage both the slow and fast sound processing circuits in the brain, thus drawing on multiple rhythm intelligences.43
Music with a regular and predictable rhythm can lead to states of enjoyment or emotional transcendence.44 Pythagoras viewed music as a gateway to the realm of the dead, at least judging from his supposed dying request that the monochord, an ancient one-stringed instrument, be played during his final moments. Gregorian chants have been described as “so rich in overtones that you have the impression they are angels, not men.”45 Grateful Dead drummer Mickey Hart and I have discussed the calm yet alert and energized state that drone compositions—musical pieces consisting of sustained sounds produced by monochords or other instruments and manipulated in the studio to swell and build—can induce. We are working together to investigate the neurophysiological reaction to some of his drone compositions.
A while back, one of my sons got a hairline fracture in his foot. As he was not healing as fast as his physical therapist was hoping, he was assigned daily sessions with a bone vibrator. The idea behind vibration therapy is that if you cannot use your musculoskeletal system normally, for example due to an injury or osteoporosis, you miss out on the natural stimulation that occurs as your muscles imperceptibly relax and contract to maintain posture. This can lead to bone tissue atrophy. Imposing vibrations at around 30–50 Hz at the injury site simulates natural postural adjustments, stops the reabsorption of bone tissue, and promotes the bone growth that would ordinarily be achieved as part of typical day-to-day movement.46 It appears that low frequency vibrations spur activity in the stem cells that make cartilage, muscles, and bones. This process may also be useful for strength training in noninjured people.
It turns out the vibration rate of a cat purr is in the exact same range as used in vibration therapy for bone growth. Cats purr when they’re happy, of course, but in what other circumstance do they purr? When they are injured! There is a hypothesis that cats purr as a mechanism to keep their bones and muscles stimulated and healthy and to restore their health when injured.47 Maybe it is not a coincidence that cats have better bone health and a lower incidence of osteoporosis than dogs. Maybe this is the secret to their nine lives.
Conclusion
Why do we care about rhythm? Because sound is motion and sound moves us. The auditory and motor systems combine to enable us to communicate. When we engage with rhythm, whether a precise in-the-moment beat or a longer rhythm sequence, we rely on precise timing. Our very brains are wired for rhythm across these time scales. The currency of the nervous system—electricity—is nothing if not rhythmic. To my mind, the crackling of action potentials as they respond to sound is closer to a one-to-one correspondence of stimulus to response than in any other sensory modality. Physiologists commonly capitalize on this and literally “listen to the brain” to help guide their electrode placement during their experiments by playing the crackle of neural activity through a speaker. I love to listen to the brain’s language of timed, rhythmic (and arrhythmic) electrical impulses. The better we understand the biological basis of rhythm, the better we will be able to employ rhythm—in all its guises—to improve communication and to better understand ourselves.
Notes
1. N. L. Wallin, B. Merker, and S. Brown, The Origins of Music (Cambridge, MA: MIT Press, 2000).
2. A. B. Lord, The Singer of Tales (Cambridge, MA: Harvard University Press, 1960).
3. T. Gioia, Work Songs (Durham, NC: Duke University Press, 2006).
4. H. Pham, “West Africa Ghana, Post Office,” YouTube, June 22, 2011, https://www.youtube.com/watch?v=c3fctmixsKE.
5. M. Aminian, The Woven Sounds (documentary film). 2019.
6. S. Brown and J. Jordania, “Universals in the World’s Musics,” Psychology of Music 41, no. 2 (2011): 229–248.
7. S. Dehaene, Consciousness and the Brain: Deciphering How the Brain Codes Our Thoughts (New York: Viking, 2014).
8. S. A. Kotz, A. Ravignani, and W. T. Fitch, “The Evolution of Rhythm Processing,” Trends in Cognitive Science 22, no. 10 (2018): 896–910.
9. A. Tierney and N. Kraus, “Neural Entrainment to the Rhythmic Structure of Music,” Journal of Cognitive Neuroscience 27, no. 2 (2015): 400–408.
10. I. J. Moon, S. Kang, N. Boichenko, S. H. Hong, and K. M. Lee, “Meter Enhances the Subcortical Processing of Speech Sounds at a Strong Beat,” Scientific Reports 10, no. 1 (2020): 15973.
11. W. Fries and A. A. Swihart, “Disturbance of Rhythm Sense Following Right Hemisphere Damage,” Neuropsychologia 28, no. 12 (1990): 1317–1323; M. Di Pietro, M. Laganaro, B. Leemann, and A. Schnider, “Receptive Amusia: Temporal Auditory Processing Deficit in a Professional Musician Following a Left Temporo-Parietal Lesion,” Neuropsychologia 42, no. 7 (2004): 868–877; I. Peretz, “Processing of Local and Global Musical Information by Unilateral Brain-Damaged Patients,” Brain 113, no. 4 (1990): 1185–1205; C. Liégeois-Chauvel, I. Peretz, M. Babai, V. Laguitton, and P. Chauvel, “Contribution of Different Cortical Areas in the Temporal Lobes to Music Processing,” Brain 121, no. 10) (1998): 1853–1867.
12. A. Tierney and N. Kraus, “Evidence for Multiple Rhythmic Skills,” PLoS One 10, no. 9 (2015): e0136645; S. Bonacina, J. Krizman, T. White-Schwoch, T. Nicol, and N. Kraus, “How Rhythmic Skills Relate and Develop in School-Age Children,” Global Pediatric Health 6 (2019): 2333794X19852045.
13. A. Tierney, T. White-Schwoch, J. MacLean, and N. Kraus, “Individual Differences in Rhythm Skills: Links with Neural Consistency and Linguistic Ability,” Journal of Cognitive Neuroscience 29, no. 5 (2017): 855–868; J. M. Thomson and U. Goswami, “Rhythmic Processing in Children with Developmental Dyslexia: Auditory and Motor Rhythms Link to Reading and Spelling,” Journal of Physiology 102, no. 1–3 (2008): 120–129; S. Bonacina, J. Krizman, T. White-Schwoch, and N. Kraus, “Clapping in Time Parallels Literacy and Calls Upon Overlapping Neural Mechanisms in Early Readers,” Annals of the New York Academy of Sciences 1423 (2018): 338–348.
14. J. Slater, N. Kraus, K. W. Carr, A. Tierney, A. Azem, and R. Ashley, “Speech-in-Noise Perception Is Linked to Rhythm Production Skills in Adult Percussionists and Non-Musicians,” Language, Cognition and Neuroscience 33, no. 6 (2018): 710–717.
15. A. Tierney and N. Kraus, “Getting Back on the Beat: Links between Auditory-Motor Integration and Precise Auditory Processing at Fast Time Scales,” European Journal of Neuroscience 43, no. 6 (2016): 782–791.
16. A. A. Benasich, Z. Gou, N. Choudhury, and K. D. Harris, “Early Cognitive and Language Skills Are Linked to Resting Frontal Gamma Power across the First 3 Years,” Behavioural Brain Research 195, no. 2 (2008): 215–222.
17. J. M. Thomson and U. Goswami, “Rhythmic Processing in Children with Developmental Dyslexia: Auditory and Motor Rhythms Link to Reading and Spelling,” Journal of Physiology 102, no. 1–3 (2008): 120–129; P. Wolff, “Timing Precision and Rhythm in Developmental Dyslexia,” Reading and Writing 15 (2002): 179–206; J. Thomson, B. Fryer, J. Maltby, and U. Goswami, “Auditory and Motor Rhythm Awareness in Adults with Dyslexia,” Journal of Research in Reading 29 (2006): 334–348; K. H. Corriveau and U. Goswami, “Rhythmic Motor Entrainment in Children with Speech and Language Impairments: Tapping to the Beat,” Cortex 45, no. 1 (2009): 119–130; A. T. Tierney and N. Kraus, “The Ability to Tap to a Beat Relates to Cognitive, Linguistic, and Perceptual Skills,” Brain and Language 124, no. 3 (2013): 225–231; C. S. Moritz, S. Yampolsky, G. Papadelis, J. Thomson, and M. Wolf, “Links between Early Rhythm Skills, Musical Training, and Phonological Awareness,” Reading and Writing 26 (2013): 739–769.
18. P. Wolff, “Timing Precision and Rhythm in Developmental Dyslexia,” Reading and Writing 15 (2002): 179–206.
19. A. T. Tierney and N. Kraus, “The Ability to Tap to a Beat Relates to Cognitive, Linguistic, and Perceptual Skills,” Brain and Language 124, no. 3 (2013): 225–231.
20. K. Woodruff Carr, T. White-Schwoch, A. T. Tierney, D. L. Strait, and N. Kraus, “Beat Synchronization Predicts Neural Speech Encoding and Reading Readiness in Preschoolers,” Proceedings of the National Academy of Sciences of the United States of America 111, no. 40 (2014): 14559–14564; S. Bonacina, J. Krizman, T. White-Schwoch, T. Nicol, and N. Kraus, “Distinct Rhythmic Abilities Align with Phonological Awareness and Rapid Naming in School-age Children,” Cognitive Processing 21 (2020): 575–581; S. Bonacina, J. Krizman, T. White-Schwoch, and N. Kraus, “Clapping in Time Parallels Literacy and Calls upon Overlapping Neural Mechanisms in Early Readers.” Annals of the New York Academy of Sciences 1423 (2018): 338–348.
21. K. J. Kohler, “Rhythm in Speech and Language: A New Research Paradigm,” Phonetica 66, no. 1–2 (2009): 29–45.
22. J. Slater, N. Kraus, K. W. Carr, A. Tierney, A. Azem, and R. Ashley, “Speech-in-Noise Perception Is Linked to Rhythm Production Skills in Adult Percussionists and Non-Musicians,” Language, Cognition and Neuroscience 33, no. 6 (2018): 710–717.
23. N. Kraus and T. White-Schwoch, “Neurobiology of Everyday Communication: What Have We Learned from Music?” Neuroscientist 23, no. 3 (2017): 287–298; A. Parbery-Clark, E. Skoe, C. Lam, and N. Kraus, “Musician Enhancement for Speech-in-Noise,” Ear and Hearing 30, no. 6 (2009): 653–661; A. Parbery-Clark, D. L. Strait, S. Anderson, E. Hittner, and N. Kraus, “Musical Experience and the Aging Auditory System: Implications for Cognitive Abilities and Hearing Speech in Noise,” PLoS One 6, no. 5 (2011): e18082; A. Parbery-Clark, A. Tierney, D. Strait, and N. Kraus, “Musicians Have Fine-Tuned Neural Distinction of Speech Syllables,” Neuroscience 219 (2012): 111–119; B. R. Zendel and C. Alain, “Musicians Experience Less Age-Related Decline in Central Auditory Processing,” Psychology and Aging 27, no. 2 (2012): 410–417; D. L. Strait, A. Parbery-Clark, E. Hittner, and N. Kraus, “Musical Training During Early Childhood Enhances the Neural Encoding of Speech in Noise,” Brain and Language 123, no. 3 (2012): 191–201; J. Swaminathan, C. R. Mason, T. M. Streeter, V. Best, G. Kidd Jr., and A. D. Patel, “Musical Training, Individual Differences and the Cocktail Party Problem,” Scientific Reports 5 (2015): 11628; B. R. Zendel, C. D. Tremblay, S. Belleville, and I. Peretz, “The Impact of Musicianship on the Cortical Mechanisms Related to Separating Speech from Background Noise,” Journal of Cognitive Neuroscience 27, no. 5 (2015): 1044–1059.
24. A. D. Patel, J. R. Iversen, M. R. Bregman, and I. Schulz, “Experimental Evidence for Synchronization to a Musical Beat in a Nonhuman Animal,” Current Biology 19, no. 10 (2009): 827–830.
25. S. M. Wilson, A. P. Saygin, M. I. Sereno, and M. Iacoboni, “Listening to Speech Activates Motor Areas Involved in Speech Production,” Nature Neuroscience 7, no. 7 (2004): 701–702; S. C. Herholz, E. B. Coffey, C. Pantev, and R. J. Zatorre, “Dissociation of Neural Networks for Predisposition and for Training-Related Plasticity in Auditory-Motor Learning,” Cerebral Cortex 26, no. 7 (2016): 3125–3134.
26. M. Bangert, T. Peschel, G. Schlaug, M. Rotte, D. Drescher, H. Hinrichs, H. J. Heinze, and E. Altenmuller, “Shared Networks for Auditory and Motor Processing in Professional Pianists: Evidence from Fmri Conjunction,” NeuroImage 30, no. 3 (2006): 917–926.
27. M. Larsson, S. R. Ekstrom, and P. Ranjbar, “Effects of Sounds of Locomotion on Speech Perception,” Noise and Health 17, no. 77 (2015): 227–232.
28. I. Winkler, G. P. Haden, O. Ladinig, I. Sziller, and H. Honing, “Newborn Infants Detect the Beat in Music,” Proceedings of the National Academy of Sciences of the United States of America 106, no. 7 (2009): 2468–2471.
29. J. Phillips-Silver and L. J. Trainor, “Feeling the Beat: Movement Influences Infant Rhythm Perception,” Science 308, no. 5727 (2005): 1430.
30. M. J. Hove and J. L. Risen, “It’s All in the Timing: Interpersonal Synchrony Increases Affiliation,” Social Cognition 27, no. 6 (2009): 949–961.
31. S. Kirschner and M. Tomasello, “Joint Drumming: Social Context Facilitates Synchronization in Preschool Children,” Journal of Experimental Child Psychology 102, no. 3 (2009): 299–314.
32. L. K. Cirelli, K. M. Einarson, and L. J. Trainor, “Interpersonal Synchrony Increases Prosocial Behavior in Infants,” Developmental Science 17, no. 6 (2014): 1003–1011.
33. Y. Hou, B. Song, Y. Hu, Y. Pan, and Y. Hu, “The Averaged Inter-Brain Coherence between the Audience and a Violinist Predicts the Popularity of Violin Performance,” NeuroImage 211 (2020): 116655.
34. Musicians Without Borders, www.musicianswithoutborders.org.
35. T. Gioia, Healing Songs (Durham, NC: Duke University Press, 2006).
36. G. Reynolds, “Phys Ed: Does Music Make You Exercise Harder?” New York Times, August 25, 2010.
37. H. A. Lim, “Effect of ‘Developmental Speech and Language Training through Music’ on Speech Production in Children with Autism Spectrum Disorders,” Journal of Music Therapy 47, no. 1 (2010): 2–26.
38. L. A. Nelson, M. Macdonald, C. Stall, and R. Pazdan, “Effects of Interactive Metronome Therapy on Cognitive Functioning After Blast-Related Brain Injury: A Randomized Controlled Pilot Trial,” Neuropsychology 27, no. 6 (2013): 666–679; S. Hegde, “Music-Based Cognitive Remediation Therapy for Patients with Traumatic Brain Injury,” Frontiers in Neurology 5 (2014): 34; M. H. Thaut, J. C. Gardiner, D. Holmberg, J. Horwitz, L. Kent, G. Andrews, B. Donelan, and G. R. McIntosh, “Neurologic Music Therapy Improves Executive Function and Emotional Adjustment in Traumatic Brain Injury Rehabilitation,” Annals of the New York Academy of Sciences 1169 (2009): 406–416.
39. C. Nombela, L. E. Hughes, A. M. Owen, and J. A. Grahn, “Into the Groove: Can Rhythm Influence Parkinson’s Disease?” Neuroscience and Biobehavioral Reviews 37, no. 10 Pt. 2 (2013): 2564–2570; M. J. de Dreu, A. S. van der Wilk, E. Poppe, G. Kwakkel, and E. E. van Wegen, “Rehabilitation, Exercise Therapy and Music in Patients with Parkinson’s Disease: A Meta-Analysis of the Effects of Music-Based Movement Therapy on Walking Ability, Balance and Quality of Life,” Parkinsonism & Related Disorders 18, Suppl. 1 (2012): S114–119; J. M. Hausdorff, J. Lowenthal, T. Herman, L. Gruendlinger, C. Peretz, and N. Giladi, “Rhythmic Auditory Stimulation Modulates Gait Variability in Parkinson’s Disease,” European Journal of Neuroscience 26, no. 8 (2007): 2369–2375.
40. C. M. Tomaino, “Recovery of Fluent Speech Through a Musician’s Use of Prelearned Song Repertoire: A Case Study,” Music and Medicine 2, no. 2 (2010): 85–88; C. M. Tomaino, “Effective Music Therapy Techniques in the Treatment of Nonfluent Aphasia,” Annals of the New York Academy of Sciences 1252, no. 1 (2012): 312–317; E. L. Stegemoller, T. R. Hurt, M. C. O’Connor, R. D. Camp, C. W. Green, J. C. Pattee, and E. K. Williams, “Experiences of Persons with Parkinson’s Disease Engaged in Group Therapeutic Singing,” Journal of Music Therapy 54, no. 4 (2018): 405–431; A. Raglio, O. Oasi, M. Gianotti, A. Rossi, K. Goulene, and M. Stramba-Badiale, “Improvement of Spontaneous Language in Stroke Patients with Chronic Aphasia Treated with Music Therapy: A Randomized Controlled Trial,” International Journal of Neuroscience 126, no. 3 (2016): 235–242; M. H. Thaut and G. C. McIntosh, “Neurologic Music Therapy in Stroke Rehabilitation,” Current Physical Medicine and Rehabilitation Reports 2, no. 2 (2014): 106–113; C. M. Tomaino, “Clinical Applications of Music Therapy in Neurologic Rehabilitation,” in Music That Works, R. B. Haas, pp. 211–20 (Austria: Springer-Verlag, 2009); J. P. Brady, “Metronome-Conditioned Speech Retraining for Stuttering,” Behavior Therapy 2, no. 2 (1971): 129–150.
41. M. W. Hardy and A. B. Lagasse, “Rhythm, Movement, and Autism: Using Rhythmic Rehabilitation Research as a Model for Autism,” Frontiers in Integrative Neuroscience 7 (2013): 19; A. B. Lagasse, “Effects of a Music Therapy Group Intervention on Enhancing Social Skills in Children with Autism,” Journal of Music Therapy 51, no. 3 (2014): 250–275; A. B. Lagasse, “Social Outcomes in Children with Autism Spectrum Disorder: A Review of Music Therapy Outcomes,” Patient Related Outcome Measures 8 (2017): 23–32.
42. L. K. Cirelli, K. M. Einarson, and L. J. Trainor, “Interpersonal Synchrony Increases Prosocial Behavior in Infants,” Developmental Science 17, no. 6 (2014): 1003–1011.
43. S. Bonacina, J. Krizman, T. White-Schwoch, and N. Kraus, “Clapping in Time Parallels Literacy and Calls Upon Overlapping Neural Mechanisms in Early Readers,” Annals of the New York Academy of Sciences 1423 (2018): 338–348; M. Ritter, K. A. Colson, and J. Park, “Reading Intervention Using Interactive Metronome in Children with Language and Reading Impairment: A Preliminary Investigation,” Communication Disorders Quarterly 34, no. 2 (2012): 106–119; G. E. Taub, K. S. McGrew, and T. Z. Keith, “Improvements in Interval Time Tracking and Effects on Reading Achievement,” Psychology in the Schools 44, no. 8 (2007): 849–963.
44. F. S. Barrett, H. Robbins, D. Smooke, J. L. Brown, and R. R. Griffiths, “Qualitative and Quantitative Features of Music Reported to Support Peak Mystical Experiences During Psychedelic Therapy Sessions,” Frontiers in Psychology 8 (2017): 1238.
45. T. Gioia, Healing Songs (Durham, NC: Duke University Press, 2006).
46. W. R Thompson, S. S. Yen, and J. Rubin, “Vibration Therapy: Clinical Applications in Bone,” Current Opinion in Endocrinology, Diabetes, and Obesity 21, no. 6 (2014): 447–453.
47. E. Muggenthaler, “The Felid Purr: A Healing Mechanism?” Journal of the Acoustical Society of America 110 (2001): 2666.
a These brain rhythms are named with Greek letters. Exact frequency cutoffs are somewhat fluid, but roughly, the slowest are delta (1–4 Hz) and theta (4–8 Hz) and the fastest is gamma (30–70 Hz), with alpha and beta falling in between. These ranges span sentence-slow to phoneme-fast.
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The Root of Language Is Sound
Sound + Learning = Language
—Kasia Bieszczad
If every time the word “ball” was spoken, it was pronounced differently, and every time it was written, it was spelled differently, no one would ever learn to read or understand the word “ball.” Language relies on consistency. When learning to speak, a child has to hear the word “ball” in reference to the round rubber orb in her hands over and over again to make the sound-to-meaning connection between the word and the object. With respect to reading, consistency comes in at least two flavors. First, we rely on a reasonable consistency between the sounds of language and the orthographical translation (written representation) of these sounds.a Letters connect us to the sounds of language. The process of “sounding it out” would be meaningless if there were not a reasonably consistent mapping between the letters and the sounds they represent. Second, we rely on a consistent auditory brain to help us make the sound-to-letter connections.
In most languages, spelling bees do not exist.b There is a near one-letter-per-sound mapping in many languages. If you hear a word in Spanish or Italian or Russian or Finnish, you can probably spell it correctly on the first try. You rarely have to puzzle through the “is it a c or a k or a ck or a ch or a qu” sort of conundrum that English spelling brings up.
In English, with its borrowing from Greek, Latin, French, German, and other languages, we have a hodgepodge of sometimes arbitrary sound-to-letter mappings to keep track of and memorize. Another source of the sometimes-capricious lack of consistency in spelling is the Great Vowel Shift that took place in England in the fifteenth and sixteenth centuries. Prior to this time, there was more consistency between sounds and letters. As in French, an English “i” was reliably pronounced “ee.” So “bite” was pronounced “beet.” The “ou” as in “house” was pronounced “oo” like “moose.”c Pronunciations gradually changed but spellings retained their pre-shift form, leading to the current situation where the forty-odd sounds (phonemes) of English are represented by an astounding 1,120 different letter combinations.1 Many have heard the old joke that fish should be spelled “ghoti”: gh as in laugh, o as in women, and ti as in nation. In contrast, my other language, Italian, has fewer sounds (twenty-five) but only thirty-three different letters or letter combinations that produce them. The extent to which sounds do or do not map directly to letters is known as orthographic depth, and English is one of the deepest. Indeed, English-speaking children, along with French, Danish, and some other orthographically deep language speakers, lag behind their shallow-orthographic peers in reading acquisition.2 Common to all languages is the need to make sense of sound to read.3d
There is also a need for heard consistency. A ten-year-old—let’s call him Danny—came to Brainvolts some years ago. Jane Hornickel was a graduate student at that time whose interest was sound processing in dyslexia. Danny was bright—IQ testing verified this—but he was failing in school. His reading was slow and labored. He had difficulty breaking speech into its component parts (sounding it out) and lacked fluency. Ultimately his comprehension suffered. Once he moved from the “learn to read” to the “read to learn” phase of his education, there was trouble. Everybody—parents, teachers, peers—could see Danny was a smart, engaging, and engaged child … who simply couldn’t read. But Jane was able to see something else—inconsistency in his neural processing of sound.
When you hear a sound, the brain fires with a certain signature pattern. We can measure this electrical pattern with scalp electrodes. When you hear the same sound a second time, the brain pattern should be the same. Jane discovered in Danny’s case, the consistency was just not there. It was as if the sound, at least as far as Danny’s sound mind was concerned, was slightly different every time he heard it. How could Danny be expected to make the sound-to-letter and letter-to-sound connections that make fluent reading possible if there was no consistency in how his brain was hearing the sounds?
Jane had an idea about how Danny might be helped to overcome the challenges posed by his dyslexia. But before we get to that, what do we know about the sound-reading connection? How much does sound really matter to reading?
Sound and the Reading Brain
There is no reading center in the brain. “Human beings were never born to read,” writes Maryanne Wolf.4 We have only been reading for a few thousand years—evolution does not work quite that fast. Maybe our distant descendants will have reading centers in their brains, but to the best of our knowledge, twenty-first century humans do not.e Yet we do read. We accomplish it by coopting other parts of the brain, most notably the sound mind. The visual brain is involved, too, of course.5 But auditory areas, including those that govern both speaking and understanding spoken language, play an outsize role.
I’m often asked, “What does sound have to do with reading?” The connection between sound and reading is not immediately obvious. We generally read in silence. Yet language is rooted in sound, and reading is rooted in language. Reading aloud explicitly connects sound with written language. When we learn to read, we must connect the sounds and sound patterns of the language we speak with the letters they represent. Poor readers struggle with sound,f and auditory processing repeatedly reveals itself as one of the biggest bottlenecks when it comes to challenges in learning to read.6
Language learning depends on discerning sound patterns. It is natural for us to hear a sentence and know where one word ends and the next begins. But consider that, acoustically, there are no overt gaps between words. Phonemes blend into syllables blend into words. Silences between words are no longer—and are often shorter—than silences within a word in running speech. There are clues we learn to help us. For example, the letter/sound combination “mt” rarely occurs within an English word. So if we hear a snippet of speech that contains “Sam took,” we intuit that we haven’t encountered a new word “samtook.” We learn these tricks of the English-language trade very early—already at two days of age!7 University of Wisconsin professor Jenny Saffran discovered that eight-month-olds can learn sound rules of a made-up language after a mere two-minute exposure.8
Pattern learning is evident in the neural processing of sound. Brainvolts graduate student Erika Skoe found neural enhancement of harmonics once the pattern of a made-up language became familiar.9 Similarly, harmonic enhancement is evident when a speech syllable occurs in a regular sequence versus occurring randomly in a string of different syllables.10 Children with language problems, however, cannot learn to pull these implicit rules out of language.11 Children with hearing loss likewise have difficulty with pattern-forming language tasks,12 and children with autism exhibit distinctive patterns of brain activity while being exposed to this sort of artificial language.13 Enrichment in the form of bilingualism and music training, on the other hand, enhances the processing of sound patterns.14
There is yet more evidence that sound is part and parcel of language. One might predict a musician would be good at discriminating between a pair of very close pitches, say 1000 Hz and 1003 Hz. And that prediction would be accurate.15 But it is less self-evident that telling pitches apart (frequency discrimination) would have any relationship with reading ability. Yet a disproportionate number of dyslexics, both children and adults, struggle to discriminate pitch pairs,16 pitch patterns,17 or dynamic moving pitches (i.e., FM sweeps).18 This reduced ability to distinguish sound ingredients is independent of intelligence and is evident in how the brain responds to sound.19
Another ingredient that poses a thorny challenge to the sound mind is timing. Sensitivity to timing is often measured by “gap detection.” You play a pair of sounds—often tones or short bursts of noise—one after another. If there is enough quiet space between the two, you will hear it as two sounds, eeeee—eeeee. However, as you shorten the time gap between the two, you eventually reach a point where the gap is too short to be detected and you hear only one sound, eeeeeeeeee. People with reading impairments often need a longer gap to hear the two sounds as distinct. The sounds smudge together into one sooner (with a longer gap) than for typical readers.20 Reading also relates to the ability to detect tones appearing immediately before a burst of noise,21 and to detect amplitude modulation.22 What is notable about these reading-associated hearing struggles is they can appear in nonlanguage sounds. That is, there is not just a link between speech sounds and reading but rather a link between sound ingredients and reading.
Children as young as a few months old can tell us a lot about what they are able to hear. Infants perceive the whole universe of language sounds, the phonemes, beats, and pitches of the world’s languages. Then they lose that ability as their sound mind becomes honed to the sounds that matter to their native language.
Studies of very young children often rely on their eagerness to view engaging objects. By using the appearance of a dancing toy bear as a reward, babies can be taught to identify a change in a sound sequence. When incorrect, no dancing bear appears. April Benasich at Rutgers University capitalized on this to explore the role of sound in language development. First, she looked at seven-month-old babies’ performance on this task. Next, she retested them years later, at age three, and looked at their language outcomes with respect to their seven-month results. The seven-month results were strikingly predictive of their age-three language comprehension, expression, and verbal reasoning abilities. In similar studies, distinguishing nonspeech sounds at prereading ages predict later phonological awareness and reading abilities.23 Moreover, babies from families with a history of language impairments perform worse on the sound processing task, suggesting a hereditary component.24
Years ago I participated in a think tank on the topic of language and the brain at the Santa Fe Institute. There, I witnessed Michael Merzenich and Paula Tallal combine their complementary scientific approaches for social good. A pioneer of brain plasticity, Mike had demonstrated sensory and motor brain changes with experience—good and bad. Paula, a professor at Rutgers, had discovered some children with language disorders could not distinguish sounds that form the building blocks of speech. They soon published two landmark studies, demonstrating that after performing a sound training regimen, school-age children improved on a variety of language tasks.25
This finding, and others like it, has motivated an industry to get auditory training materials into the hands of schools and parents to address language, reading, and learning difficulties. Merzenich and Tallal went on to found a company that produced sound-based training games. Brain changes can accompany language gains following these “brain training” games,26 and some public school systems in the US and Canada have implemented these training exercises, with subsequent academic gains reported. April, meanwhile, noted a sharpening of auditory brain maps in babies following experience with sounds with rapid changes in frequency, such as the FM sweeps that provide the building blocks of consonants and vowels.27 This suggests positive experience with sound can influence language outcomes. She is developing a toy to help babies zero in on elements of sound, such as the fast timing ingredients that are so important to learning the sounds of language.
A thread tying much of this work together is the dependence on precise timing ingredients in sound, whether it be timing distinctions, FM sweeps, or other acoustic dimensions. In speech, this type of timing-based processing is usually the realm of the consonant. Consonants are the troublemakers in speech perception. And when it comes to people with language problems, consonants such as the distinction between “dare,” “bare,” and “pare” are the ones that are most problematic.28
That’s where Brainvolts took up the gauntlet. We wanted to build upon these discoveries, but we wanted to come up with a way to use sound processing in the brain to understand how sound ingredients contribute to language. Our earliest discovery was that the brains of school-age children with language problems did not distinguish speech syllables as well as those of typical readers.29 We already knew that processing the sounds of speech consonants is difficult for people with language disorders,30 and now we had some biological corroboration.31 That’s when we began to dig into what the brain could tell us about detailed processing of sound ingredients. And along with scrutinizing granular sound ingredients, we strove for individual applicability. I wanted to move beyond thinking in terms of “poor readers” (or “bilinguals” or “musicians”) as packs. I wanted to think about Johnny, Margie, and George.
The Mighty “Da”
We landed on the mighty “da.” There have been refinements and variants over the years, and certainly no lack of companion syllables, words, musical notes, and environmental sounds. But there is something special in the sound of this unassuming syllable that connects it with listening, learning, and language. And it does so in a systematic way, according to its sound ingredients. It is also universal: almost every world language has a “da” sound in it. Now to shine the spotlight on the sound ingredients: fundamental frequency, timing, harmonics, FM sweeps, and consistency and how they relate to language (figure 7.1).
The brain’s response to “da” illustrates sound ingredients in speech: timing of the onset and of the peaks during the FM sweep of the consonant, the harmonics, and the fundamental frequency.
Fundamental Frequency
If a sound is perceived as having a pitch—if it is “hummable”—the frequency we would hum is the fundamental frequency. In speech, the fundamental frequency corresponds to the speed of the openings and closings of the vocal folds set in motion by our breath. The speed of vocal fold movement is slowest for men, resulting in a deep voice (low fundamental frequency), and highest in children, resulting in a high voice. In English, the pitch of speech conveys intention and emotion—how you meant it, not what you said. Neural processing of the fundamental frequency does not seem to relate to reading or language development. We can cross that ingredient off the list.
Timing
We began to see the mighty “da” could uncover atypical sound processing in children with language problems when we scrutinized the brain’s timing. Two Brainvolts graduate students, Jenna Cunningham and Cindy King, independently found that children with diagnosed language disorders had timing delays in the FFR to “da.”32 What’s more, the delays in timing occurred in particular parts of the syllable, the response to sound onset and the FM sweep that characterizes the transition from the consonant “d” to the vowel “a.” In other words, it was not a pervasive timing deficit—only the timing of the consonant was affected; we had a biological glimpse into how the sound mind could fall short in processing speech ingredients.
As time went on, findings were replicated and extended. In some cases, stressing the system by speeding up the sounds or adding background noise unveiled further timing delays.33 In others, looking at reading skill along a continuum rather than relying on a binary diagnosis of a problem, revealed that the sound mind’s relationship to language is not an either/or prospect.34
Harmonics
The meat, if not the potatoes, of speech is in the harmonics. Harmonics feature across the board in consonants and vowels. You turn an “oo” into an “ee” by altering the harmonics as you shape your mouth, lips, and tongue. In almost every instance where we saw a timing delay to the syllable “da” in learning- or literacy-challenged individuals, there was a corresponding reduction in the sound mind’s response to its harmonics.
FM Sweeps
The trickiest part of “da” lies in the transition between the consonant “d” and vowel “a,” which is defined by an FM sweep in harmonic frequencies. The identity of many speech consonants relies on harmonic bands as they shift and evolve over time. If a given band sweeps up, it is one consonant; if it sweeps down, it is another.
Children with language problems can fail to biologically distinguish syllable pairs defined by their FM sweeps.35 This makes sense because what makes a “da” a “da” and not a “ba” or a “ga” is equal parts timing and harmonics. And this sweep of frequency over time happens very, very quickly (~1/25 of a second). This gets to the heart of why consonants are so perceptually fragile. There is just a lot going on in both timing and harmonics, and it goes on fast and concurrently. Not only are consonants difficult for people with language and learning problems, but they are among the first sounds to suffer (in anyone) when background noise is present.36 The sound mind must work much harder to keep track of these sound ingredients as speech moves from consonant to vowel and back again. But there is also something else going on, something that ties all the ingredients together.
Consistency
I opened this chapter with a shout-out to consistency. Not a sound ingredient per se, consistency still plays an important role in the brain’s encoding of the ingredients. If pitch, timing, harmonics, and FM sweeps are the ingredients, consistency is the mixing bowl (or something like that). Like Danny, whom we met above, there can be an overall reduction in sound processing consistency in the sound minds of children with learning problems. While a response to any given single sound presentation (trial) is more or less intact, responses are a bit dissimilar (inconsistent) from trial to trial. Some responses might be later than others; some might be smaller; some might be sharper. The neurons are firing and refiring with less synchrony. The individual trials do not add up into a tight, organized waveform with the microsecond precision we see in typical learners.37 If the trial-to-trial dissimilarity is timing-based (as it often is), the resulting sum of all the trials will be a bit smooshed. As you can see in figure 7.2, the slower, bigger humps are fairly accurate whereas the small, fast squiggles are where most of the inconsistency shows up. This is because of a problem with the fastest microsecond timing.
Inconsistency is a neural signature of language impairment. Trials should line up.
Thus, several sound ingredients—timing, timbre (harmonics), and the confluence of timing and harmonics (FM sweeps)—are linked to language and reading in school-age children. Additionally, consistency in the processing of the ingredients plays a major role. But, this is but a subset of the world of sound ingredients. There is not a global movement of the faders on the mixing board; as we saw, pitch is not as involved with language. Language proficiency isn’t indicated by a volume knob being turned up or down in the sound mind. Only select sound ingredients are involved, but it is a very important selection. The discovery that certain sound ingredients (depicted in figure 7.3) are not processed optimally in the brains of children with language problems furnishes a biological basis for sound’s importance to language—a conceptual advance.
Timing, FM sweeps, harmonics, and the consistency of the response to sound are key ingredients for language.
Using the Sound Mind to Predict Future Reading
Taking this a step further: what if we could harness the brain’s response to sound ingredients to predict which child is going to have difficulty reading before he struggles to read? What if we could let the brain do the talking? Fueled by the discovery of a language signature in school-age children, we wanted to assess pitch, timing, harmonics, FM sweeps, and consistency in pre-readers, and then wait four or five years and check back in on their language and reading outcomes, as second and third graders. Could sound processing in the brain at age three predict reading at age eight? Following the same child over several years can be challenging, but it is one of the most powerful scientific strategies. So the Biotots project was born. We tested hundreds of children on pre-reading, phonics, attention, memory, rhythmic skills, and a variety of auditory-brain measures. And then we did it again, year after year, for five years.
The Brainvolts team, made the experience fun for the children and built relationships with the parents. It was not unusual to get a call months ahead of a child’s scheduled appointment saying, “Robby wants to come and play science games with [Brainvolts team member] Ellie.” The Brainvolts team was generous with their knowledge as they addressed the questions and concerns of curious parents. Consequently, we had uncommonly little attrition, the bane of a multiyear project.
I often surprise myself by initiating long projects so at odds with my impatient nature. But the kids were adorable … and we learned a lot. We figured out the sound mind’s reading markers we had discovered in older children—timing, harmonics, FM sweeps, consistency, but not pitch—were retrospectively present in three-year-olds. So our friend Jackson, who now in third grade is writing like Proust, already had robust processing of sound ingredients at age three. But his neighbor Ashlyn, who now struggles with reading at age eight, had a troubling brain signature at three.38 Because we collected FFRs to a variety of sounds, we were able to zero in on the combination of sound and brain waves with the best predictive value. An effective sound was our tried-and-true “mighty da” syllable, with some background noise added to make things more challenging. The ingredients with the most predictive power were timing, harmonics, and consistency. Travis White-Schwoch, Brainvolts’ resident statistical guru, took the lead on this fortune-telling endeavor. By creating a model combining the brain’s response to these three features (a pinch of timing, a dash of harmonic encoding, a soupçon of consistency)—we achieved an astounding “hit rate.”39 We could gauge reading readiness at age three and also predict future reading ability when our Biotots were old enough to read.40
Not all language problems stem from sound processing in the brain. Equally important is knowing that sometimes sound processing is not the root of the problem. As a mother of boys who took their time learning to read, I would have welcomed a thirty-minute test to pinpoint or rule out a sound processing problem. If a three-year-old has an at-risk profile, parents can act early to help overcome the sound processing difficulties that hinder sound to letter to word to meaning connections that become so important in school.
Improving the Sound
Brainvolts wondered if we could see an improvement in reading and in the brain’s response to sound by improving the sound itself. With Jane Hornickel’s persistence, patience, and finesse and working in collaboration with Brainvolts collaborator and reading disability specialist, Steve Zecker, we formed a partnership with the Hyde Park Day School system, a private network of schools in Chicago that serves children with severe reading impairments. Hyde Park Day provides a course of intensive and individually focused instructional remediation with the goal of returning the child to their home school after about two years. In working with the Hyde Park Day School network, we not only had access to a group of bright children with professional diagnoses of a learning, reading, or attention disorder but also a willing institutional partner. In contrast to the public schools we worked with in low-income neighborhoods, these private schools had every available resource to help children thrive and an administration eager for science-based strategies to help them help their students.
So what do I mean by improving sound itself? The sounds these children heard were literally improved by making sound ingredients louder, crisper, less affected by noise, and less distorted by echo. We teamed up with a hearing device company to supply children and their teachers with personal sound amplification systems (also known as assistive listening devices). These consisted of small in-ear devices that students wore throughout the school day, in combination with lapel microphones used by the teachers. The teacher’s voice was picked up by the microphones and transmitted to the students’ earbuds. In this way, each student received the same benefit—Susie in the back row could hear the teacher as well as Kevin in the front, and we could randomly withhold the amplified teacher’s voice to students in the same classrooms. These students were hearing their teachers’ voices in the same way they always had and, crucial for a controlled study, they were receiving the same instruction by the same teachers at the same time in the same classrooms.
We were keen to explore the scientific basis of solutions that exist in the world and not limit ourselves to ones manufactured by scientists for the purpose of an experiment. Parents and educators have access to assistive listening devices they can choose for their children. The company we partnered with to supply the listening aids needed to be willing to take a chance. It was possible we would find no biological or language benefit of their product. They participated knowing we would publish our findings regardless of the results.
We tested all the children on measures of attention, memory, learning, academic achievement, and sound processing in the brain. Then we sat back and let the school year unfold. The children who wore the listening aids did so on average for 420 hours over the course of the school year. At the end of the academic year, we performed the same tests again.
After the school year ended, children with the listening aids showed greater improvements in their reading ability and phonological awareness (the ability to identify and manipulate the sounds of English) compared to children who had not worn the devices. Their brains’ responses to speech also became more consistent. These biological changes were not seen in the children who completed a business-as-usual school year.41 Moreover, the students who made the most gains in reading were the ones whose brain response consistency was the poorest at the onset of the school year, suggesting that in these most-improved cases, the root cause of their reading problem was a sound processing bottleneck addressable with intervention. I should point out the children never wore their listening devices during the brain testing. Thus, the improved sound delivery that drove making better sound-to-meaning connections fundamentally changed their sound minds. The listening device was no longer needed to maintain the sound processing gains.
We learn what we pay attention to. The children who had the teacher’s voice delivered directly to their ears with clarity and adequate volume could attend to the lessons better. They could spend more time thinking about the the concepts of the lesson instead of figuring out what to pay attention to or which words were spoken. As more and more successful sound-to-meaning connections were made, the automatic, default network of the sound mind became better tuned to sound, as evidenced by the enhanced consistency of neural processing. So, someone like our friend Danny has options to tune his sound mind and get it responding consistently, laying the groundwork for building the sound-to-meaning connections necessary for reading fluency—emblematic of the nature of the sound mind to transform itself.
Linguistic Deprivation
A book published in the 1990s42 famously stated that by the age of three, a child of low socioeconomic status will have heard thirty million fewer words than her wealthier neighbor. The authors posited a deficit in pre-age-three language foundation might account for the long-observed relationship between poverty and subaverage vocabulary, language development, and reading comprehension. In short, disadvantaged children entered their pre-K and kindergarten classrooms unready for school.
While the existence of a word gap has been disputed,43 the link between socioeconomic status and language, literacy, attention, and academic achievement is not questioned.44 And a staggering amount of research shows an impoverished upbringing can adversely and directly affect the brain. Childhood poverty has been linked to atypical brain structure, function, rhythm, and symmetry,45 including reduced size of the hippocampus, amygdala, prefrontal cortex, and other brain structures important for memory, emotion, and organizing ourselves.46
Children from lower-income areas, on average, do less well in language- and literacy-based measures than children from more affluent neighborhoods. Early language exposure has an impact on eventual language development.47 This can be due to a word gap, a related gap in the “quality” of language exposure,48 noisy living conditions, or some other undetermined environmental roadblock. Whether strictly an accurate count or not, the “thirty million word gap” captured the imagination of the public and policy makers. Former President Obama, in announcing his administration’s Early Learning Initiative, spoke directly of the word gap. Closing the word gap is a central plank in Too Small to Fail, a Clinton Foundation initiative to promote early brain and language development.
Municipal policies have been put in place to address this gap. A notable example is in Providence, Rhode Island, where the “Providence Talks” program focuses on ensuring children in the birth-to-three age group are richly exposed to language before they start school. A combination of monthly in-home visits from language coaches, play groups, and wearable “word counting” technology49 encourages expanded vocabularies and rich descriptive language from adult caregivers. So far the initiative has been successful in increasing the number of words the children hear.50 Other US cities are looking to follow Providence’s lead, including Detroit, Louisville, and Birmingham.
Brainvolts explored the biological impact of linguistic deprivation in children living in low-income areas. How might linguistic deprivation manifest itself in the sound mind? We looked at the brain’s response to speech sounds in children from Chicago-area high schools where more than 85 percent of the student population qualified for subsidized lunch. The students were divided into two groups based on their mother’s education level, as a proxy of language exposure.g All students were matched for race, ethnicity, neighborhood, age, sex, hearing, and birth history and were educated in the same classrooms. We also administered standardized tests of reading and literacy. The brain responses of the teens with mothers who had completed fewer years of formal education had a general “disorganized” look to them, with higher background noise. Moreover, encoding of the harmonics in speech was smaller, and the response consistency was lower.51 This pattern of sound processing is evocative of the “poor reading” signature and was borne out by their reading ability. The students who had likely experienced less linguistic stimulation early in life indeed had poorer reading and literacy scores as adolescents.
The neural signature of linguistic deprivation revealed two impediments: less precise processing of sound details, coupled with excessive neural noise. Enriched sonic experience through making music or speaking another language can strengthen how the sound mind processes essential sound ingredients, while overall brain health associated with physical fitness may help reduce the neural background noise. More on that later.
Autism
One of the first things parents notice is unusual or inappropriate reactions to sound. Children with autism often display an oversensitivity to sound. Or, they lack reaction to sound, especially to sounds that might be expected to induce a powerful response, such as mother’s voice. In some cases, speech is delayed or absent; in others, communication is hampered by, among other things, difficulty understanding and producing the sound ingredients in speech that convey intent, affect, and emotion.
Individuals on the autism spectrum may have little difficulty understanding which words are spoken but may not pick up on the subtext—the emotion or nonlinguistic intent—it is delivered with. For example, they may miss anger or sarcasm. On the speech production end, there can be a noticeable lack of routine pitch and rhythmic changes. Instead, the speech of someone on the spectrum might seem droning and robotic, inappropriately singsong, or stressed in atypical ways. Taken together, these missed prosody cues in speech perception and production may contribute to challenges in making social connections.
The prevalence of language difficulties for people on the spectrum represents a tangible focus for efforts to help with social development. To address the question “What is going on in the brain?” Nicole Russo at Brainvolts undertook an investigation of the sound mind in children on the autism spectrum. In particular, Nicole pursued the question of prosody perception, specifically, voice pitch. In English, intonation conveys emotion (happy/sad/angry) and intent (statement/question/sarcasm). Could poor auditory processing of this ingredient of speech play a role in the challenges some people on the autism spectrum have in understanding the subtext of speech?
We created consonant-vowel syllables with intonations that made them sound like either a statement or a question. When we played them to school-age children on the autism spectrum, we often found their auditory responses did not tightly track the pitch of the syllables as seen in typically developing peers (figure 7.4).52 In some cases, the difficulty with prosody (tone of voice) in individuals on the spectrum may thus have a sound-brain origin.
When we ask a question, the pitch of our voice goes up. The hearing brain (gray) typically tracks the pitch of a speech sound (black). The brain response does not track the pitch trajectory in autism.
Brainvolts alumnus Dan Abrams, now at Stanford, studies the connectivity between brain regions while listening to speech. Dan discovered reduced connectivity between the auditory brain and limbic centers (responsible for emotion and reward) in children on the autism spectrum.53 To children on the spectrum, the sounds of speech, such as mother’s voice, may not scratch the same emotional itch they do in typically developing children. This fits the emerging social motivation theory of autism, which suggests emotional centers in the autistic brain are underdeveloped and so reduces the motivation for social experiences and relationships.54 Perhaps with autism, there is a reduction in the biological connections in the sound mind that make social interaction rewarding.
People with autism can display notable oversensitivity to sound. Researchers in Spain report a heightened response to sound as revealed by the FFR. This may reflect a breakdown in the inhibitory influences that normally keep the auditory system (notably the midbrain) in check, suggesting a biological basis for the “sensory overload” often noted in autism.55 All of these links between sound and autism point to disruption in the vast interconnections between the sound mind with the rest of the brain courtesy of the efferent system. The links between autism and sound may lead to tailored approaches to help individuals overcome communication challenges that can be socially isolating.
Advantages of the Language-Challenged Brain
Often overlooked are the advantages and unique perspectives people with language challenges like dyslexia and autism have to offer.
Creativity can emerge in the face of language challenges. I think we all know an individual who struggles with language while excelling in other realms. I need only look as far as my middle son for an example. Reading was hard for him. When he was in first and second grade, he could observe his classmates doing this mysterious thing—reading—that he just couldn’t grasp. Forget the finer points like “sounding out” and “sight words,” he struggled with the very concept. What do you mean those squiggles on the page are words? Our public school’s Reading Recovery program helped, as did the Bob Books series.56 To this day, my baby—Rhodes scholar, New York City artist, founder of the Wesleyan Center for Prison Education—relies on spellcheck to prevent mistakes like “alwaze” from creeping in.
We have some less anecdotal evidence of creativity in people with language challenges. Inserting some silence just before the vowel can turn a “ba” into a “pa.” Perceptually, the change from “ba” to “pa” happens abruptly. If we add a bit of silence to our ba, it still sounds like “ba.” We now add some more silence—still “ba.” Now a bit more—still “ba.” Now a teensy bit more—bam! Now it’s “pa.” There is no in-between. We unambiguously hear “ba” or “pa” like a light switching on. Our sound mind forms categories it places the sounds of language into. In most people, if you play two “ba”s with a difference in the timing between the “b” and the “a,” they cannot tell them apart as long as they both fall into their sound mind’s “ba” category. Dyslexics, however, sometimes actually more easily distinguish two sounds within the “b” category than a typical reader.57 Their sound minds, in this respect, remain more discerning and flexible—maintaining creative possibilities that are closed to those whose listening brains have learned to operate within immutable categories. Creativity in dyslexic people is personified by Albert Einstein, Steven Spielberg, Cher, Tommy Hilfiger, Octavia Butler, Thomas Edison, Jay Leno, Whoopi Goldberg, Ansel Adams, Andy Warhol, and Agatha Christie.
The often serious language difficulties in autism can be accompanied by dramatically overdeveloped talents in other, usually memory-based, realms. First described in the eighteenth century, these talents usually fall into one of five realms: music, art, calendar calculating, math, and mechanical or spatial skills.58 Interestingly, although much rarer, language-based giftedness occasionally emerges, including extreme polyglotism and precocity in reading.59
Sex Differences and Language Disorders
Any schoolteacher will tell you that language problems disproportionately appear in males. In fact, a boy-to-girl ratio of more than 2:1 has been reported for reading disorders.60 We wondered if we could discern any clues as to why this was by looking at sound processing in males and females. We were also just curious if male and female brains hear the world differently.
Sex differences in biology—aside from the obvious—show up in many realms, not least in sound. Sex differences in sound communication pervade the animal kingdom. For example, male songbirds are typically the singers, using their songs to attract females, who choose mates based on their favorite song. Similarly, male humpback whales sing to attract mates. Female birds better shift the timing of their vocalizations to evade noise.61 The differences in the prevalence of vocalization in males vs. females raise the question of differences between the sexes in processing sound.62 Even within a sex—for example, female mice—the hearing brain differs depending on whether the particular mouse is a mother.63
At Brainvolts, we studied sex differences in the processing of sound ingredients in over 500 preschoolers, adolescents, and adults.64 Males and females differed in response timing to sound onsets—that had been known for decades.65 However, we uncovered sex differences as well as similarities in the processing of other not previously explored ingredients of sound. These include the size of the harmonics and fundamental frequency, and the microsecond timing necessary to transition from a consonant to a vowel (FM sweeps). Preschool boys and girls process these ingredients similarly. Sex differences emerged only later, in adolescence or adulthood (figure 7.5). The differences may be driven by factors such as hormonal changes or life experiences. We don’t know. Other measures, such as the consistency of the response and the amount of background neural noise, do not differ between the sexes at any age.66
Sex differences emerge with age. Three sound ingredients are similar in preschool girls and boys. By adolescence, FM sweeps and harmonics diverge. In adults, men differ from women on all three ingredients. There are no sex differences in consistency and background neural noise level at any age. Black faders are female; gray faders are male.
Sex differences in sound processing contribute to our understanding of why males seem more vulnerable to language disorders than females. Across the board, where male and female responses diverge, the male response is the poorer one, either smaller or later, suggesting a possible biological liability when it comes to processing language. Notably, the sex differences were seen for FM sweeps and harmonics, the very sound ingredients that, along with consistency, best track with language ability. What purpose do these sex differences serve in humans? It would not surprise me if these small but reliable hearing differences will one day prove to be important for how we communicate or for reasons we have yet to discover.
Strengthening Language with Sound
We’re getting a better understanding of how language learning strategies improve sound processing in the brain. If we can predict the reading ability of a seven-year-old from the workings of her sound mind when she is a toddler, we can take action so negative predictions don’t come to pass. The assistive listening systems used at the Hyde Park Day Schools are one of these strategies. The wearable word-counting technology from Providence is another. The auditory training games developed by Merzenich and Tallal and the toys that Benasich is developing for babies provide additional productive avenues. As we understand more about the sound-language connection, we can develop better ways to help children develop language skills.
Audio listening technologies are developing beautifully. I hope to see them become mainstream, not just in esoteric places like the Hyde Park Day School. One of my students has a language disorder and wears an assistive listening device that receives signals from a microphone I wear like a necklace while teaching. After class one day, I asked if we could trade, and was impressed by how clearly I could hear her voice from the other side of the lecture hall. I can imagine this technology could help anyone in a noisy place. All of us can benefit from stronger language skills.
As someone who thinks a lot about sound, I wonder what impact new ways of experiencing sound might be having on our listening brains. I’ve already noted that most days end for me with my husband reading to me. What I did not mention is that I also listen to audiobooks. What effect might this have on my sound mind, on how I read and speak and think? When it comes to comprehension and retention, it appears that listening to a text is similar to reading it.67 In some cases, hearing might be better. I find that Shakespeare, with his archaic turns of phrase, is more understandable when heard than read. The addition of sarcasm, humor, or other cues in the voice of the actor also can help with a holistic interpretation of the heard passage. Reading aloud also improves your memory of what you have read.68 I like to think we’re more naturally inclined to understand and remember language through sound than print because our hearing evolved hundreds of thousands of years before we began to read and write.
Audiobooks expand the circumstances under which we have the opportunity to read. I use fitted earbuds that deliver sound and simultaneously block out the background noise while cooking (sizzling onions …), working out, on trains. I look forward to understanding the biological underpinnings of listening versus reading the same text and how this varies in individuals. I would like to know what listening to audiobooks is doing to the evolution of the sound mind.
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a Phonetic languages use letters to represent sounds. The earliest known writing system linking symbols to sounds is the Phoenician alphabet dating to the eleventh century BCE.
b To be fair, it is my understanding that spelling bees are a uniquely American thing. They are virtually unknown in Britain and other English-speaking countries.
c One theory behind the Great Vowel Shift is that anti-French sentiments were common among Britons in the Middle Ages, and this was a way to further distinguish the sounds of English from the sounds of French.
d Children who are slow readers in any language have much in common with their English-speaking counterparts. They have similar problems in the speed of their reading and in sounding out words. There are also commonalities in brain function in dyslexics across languages.
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f There is no denying reading engages our vision (or tactile sense, in the case of Braille). A contributing factor in dyslexia is a deficit with motion and timing in vision, in contrast to color and spatial perception. Eye strain or visual distortions occur in dyslexics at a higher rate than in the general public. Yet despite reading’s obvious link with vision, sound processing seems to make an especially large contribution to reading.
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Music and Language: A Partnership
Musical training is a more potent instrument than any other.
—Plato
Music is a language.
“Who’s got the voice?” my husband asks as he steps into the hallway where I am talking to two men who have come to remove an old couch from our home. As each man speaks, my husband turns to one of them and asks, “Have you considered doing voice-overs, or using your voice professionally?” I had not picked up anything special about the voice, but it turned out the man indeed was a voice actor. Living with a musician is a constant reminder of how much sonic material many of us just aren’t aware of. The two of us can be walking down the street together and hear a motorcycle. I just think “motorcycle” while my husband hears the make and model. The point is, making music hones the sound mind to nonmusical sounds as well.
Music and Language
Music, for all its power to connect us, is not a good way to get certain information across. It is difficult to plink out directions to the train station on a piano or hum the score of last night’s basketball game. Nevertheless, the relationship between these two modes of sound making is not accidental. Musicians enjoy distinct advantages in processing speech sounds, thereby strengthening communication through language.1 The question is why.
The idea that music can influence language was formalized by Ani Patel in his acronymic OPERA hypothesis.2 The O in OPERA stands for the overlap in brain networks responsible for music and speech. The P stands for the precision that music requires. We understand speech with foreign accents and bad phone connections, but a small distortion in timing or pitch or harmony can destroy musicality. Consequently, the enhanced precision that music demands positions the music maker well for making sense of other sounds. The E stands for emotion. Music engages reward centers that drive how we feel about sound. The R is for repetition—the honing of neural circuitry brought about by making sound-to-meaning connections again and again as we practice and play music. Finally, the A stands for attention, and we learn best what we pay attention to most. For all these reasons, it is fitting that an individual who spends a good portion of her day practicing music would hone her sound mind in a way that would aid the development of language skills.
Language affects music, too. Spoken English and French have different prevailing rhythmic patterns. (English is accent stressed, French is duration stressed.) The English Elgar and the French Debussy hew closely to their spoken language in terms of rhythmic patterns. The language of the composer leaves a mark on his music.
Language and music contain small units (phonemes; notes) forming longer phrases (words, sentences; musical phrases, songs) that convey information. In both, the way the small units are combined to form the longer units is governed by rules of syntax and semantics. Much as children without formal training learn to understand and create speech, we also, without training, learn to remember and reproduce music, to dance and tap along to music, and to feel the emotions it brings about. We can detect wrong notes and recognize violations in conventions of musical syntax with the same ease we recognize violations in the conventions of language. By studying music, we bolster these skills. Making music requires executing the intended notes at the correct times and developing the sound mind to distinguish correct and incorrect execution.
Similar sound ingredients underlie speech and music. Speech sounds are characterized by frequency (e.g., the difference between “ee” and “oo”), timing (e.g., the difference between “bill” and “pill”), or by the interplay between timing and frequency (e.g., the difference between “ball” and “gall”). The knowledge of the sounds of language, phonological awareness, is foundational to learning to read. A way to test knowledge of the sounds of language can go something like this: “Say the word ‘please’ without the ‘l’ sound.” The ability to perform this task and other language sound-manipulation tasks is stronger in child musicians than age-matched nonmusicians, and relates strongly to the ability to discriminate melodies.3
In returning to the mixing board and sound ingredients, when we probe the musician’s brain with the “mighty da,” we find an enhancement of the sound ingredients crucial for language (see figure 8.1). Harmonics, one of these ingredients, helps to distinguish the sound of two instruments playing the same note and helps to distinguish speech syllables. The other key ingredients of timing and the rapid sweeps of frequency (FM sweeps) that occur as consonants transition into vowels, and vice versa, strengthen the musician’s ability to make sense of the sounds in language.
Language and music signatures coincide.
Reading and the Musician Brain
That music strengthens the processing of sound ingredients gives us some insight into why musician children outperform their peers on language skills. And moreover, music making can be critical to enhancing literacy. Playing music and reading both require forming sound-to-meaning connections. Before we become fluent, automatic readers, we spend a lot of time “sounding it out.” We learn what sound a “T” makes, and an “R.” And double E is easy. Putting it all together, we get “tree.” Along the way, we learn which letter combinations make sense and which do not. We learn patterns and tricks like the “gh” in a “-ght” ending can be ignored, soundwise, as in “fight” and “caught.” We learn, although perhaps only implicitly, that the choice between “im-” and “in-” depends on the following consonant: you might find a challenging book impressive and inscrutable, but never inpressive and imscrutable. There are analogous rules in music. Musicians learn to map musical notation to pitch and timing. The height (not pronounced heig-hit) of a note on the staff maps to how high or low its pitch is. The timing of a rest depends on whether a black rectangle sits atop a staff line or hangs down from it, much as we learn that a half circle to the left of a vertical line signifies a “d” and not a “b.” Likewise, with experience, musicians learn that certain chord progressions and harmonic relationships, like the word “inpressive,” simply do not “work.”
In addition to the orthographic (i.e., sound/letter, sound/note) analogy between reading speech and reading music, there is the rhythm of speech. Every Martin Luther King Jr. Day, my husband and I listen to the “I Have a Dream” speech. Now, if I were reciting those words you’d be fidgeting, looking at your watch … This is because a huge part of the impact of that speech rests in King’s rhythm. The rhythms involved in music making—and the resultant proficiency in rhythmic ability4—are key to language and to reading.5 Children evaluated before and after music lessons, or rhythm-based training, show improvements in phonological awareness,6 reading,7 and neural processing of speech sounds.8 The most challenging sound distinctions in language are the time-based ones involving consonant pairs like ba/ga or ba/pa. Thus, a musician’s brain (attuned to music) makes a difference in how a child develops language and reads a book.
Auditory Scene Analysis: Hearing Speech in Noise and the Musician Brain
We live in a noisy world, and the number of circumstances where we have to struggle to understand each other—trains, airplanes, restaurants, classrooms, playgrounds—probably exceeds the time we spend in quiet. Our brains are pretty good at pulling the relevant sounds out of the irrelevant. This skill falls under the broader category of “auditory scene analysis,” which is the way the sound mind organizes a soundscape into meaningful parts. By grouping the sounds of your conversational partner into an integrated object, you can home in on his voice against the backdrop of other conversations swirling around you at a party. This ability is better in some people than others, though, and as a whole, musicians are especially good at this challenge.9
This listening advantage is not limited to highly trained musicians. There are similar benefits for beginners. Brainvolts had the opportunity to investigate listening to speech in noise in grammar school children who were just starting out as musicians. We assessed their listening in noise ability before they started their music training, then after a year, and then again a year later. There was perhaps the merest hint of improvement after one year. But after two full years of regular music making, children demonstrated marked increases in the amount of background noise they could tolerate and still repeat the sentences back accurately.10
When listening conditions are good, the differences between musicians and nonmusicians are not as obvious. The brain “lights up” equivalently when musicians and nonmusicians listen to speech in favorable conditions; only with added noise does the musician’s edge appear (figure 8.2).11 A similar pattern is seen in the brain’s physiological response to sound.12 The nonmusician brain in the unfavorable listening condition shows a diminished response in both the brain image and the physiological waveform.
Musicians exhibit stronger responses to sound (the white in the brain images) in unfavorable listening conditions (bottom row). This is mirrored in their physiological waveforms.
Why are musicians’ sound minds so good at hearing speech in noise? The OPERA hypothesis gives us some clues, and I would like to suggest adding rhythm and working memory—vital skills for musicians—as two more key components. (I’ll need to work on the acronym; OPERRAW feels undercooked.)
The rhythm of speech allows us to fill in the gaps in noise. When noise obscures speech, the underlying rhythm helps us predict the words we cannot make out. Accordingly, drummers, it seems, are especially good at hearing speech in noise.13
If you’re good at working memory—essential for following a conversation—you are able to listen in noise better, whether you are a musician or not.14 Playing music is a good way to strengthen memory skills.15 Making sense of sound places a strong demand on our ability to think. Joe Saxophone, with better working memory, has more processing power to throw at any task. Musicians’ superior ability to track changes in pitch contours16 and sound patterns17 contributes to their ability to hear the longest and most semantically complex sentences in noise.
Although there is not complete agreement on this,18 in my view, evidence converges that musicians—whether due to a combination of enhanced sound processing in the brain, rhythm facility, working memory prowess, or something we have not yet discovered—are simply able to hone their sound minds to efficiently analyze auditory scenes.
Within musicians, both the extent of practice and the age at which they started playing correspond with listening-in-noise ability. These relationships show that benefits continue to accrue with experience.
Often, despite the best of intentions, we stop making music as we get older. Still, the positive outcomes of making music last, to at least some extent, even if you do not continue to play music. Playing music is a good investment that pays off in young adulthood19 and even decades later.20 Once the brain has learned to make strong connections between sound and meaning, the brain continues to reinforce this skill automatically.
Neuroeducation
Teachers resoundingly tell me that children who play music do better in school. They tell me they see this every day and are frustrated others cannot appreciate what is so obvious to them. They ask me, “What is going on in the brain?” About ten years ago, I was approached by a force of nature, Margaret Martin, the founder of the Harmony Project in Los Angeles, a nonprofit program devoted to getting instruments into the hands of underserved children and assuring they have the very best music instruction. With a doctorate in public health, Margaret documented student outcomes meticulously. She knew firsthand that music just worked for academic advancement. “Nina, I know music can keep at-risk youth from dropping out of school,” she told me, “often making them the first in their families to go to college. With your help, we can get to the bottom of how it works, so we can become more successful in getting the word out.” And so our collaboration was born.
Meanwhile, I had almost the same conversation with someone closer to home, Kate Johnston, a music director in the Chicago Public School system. She taught at a school that featured music instruction as an integral part of the school day, alongside English, history, and math. Thus, at more or less the same time, Brainvolts embarked on two major, logistically challenging, longitudinal neuroeducational projects on the influence of musical experience on the sound mind.a
Music in Natural Settings
We were keen to undertake these studies because both offered an uncommon opportunity to look into the effects of musical experience on the nervous system in natural settings. By natural I mean long-standing, successful music programs, not artificial programs designed by scientists. This was a chance to learn about the biological basis for the interplay of music, learning, and educational achievement in the real world through the lens of the sound mind.b
The children in the Harmony Project were young—second graders—and they were new to music instruction. The project was led by then–graduate student Dana Strait, who led her team of four to conduct their research, no joke, in a storage closet. Over the course of three years, they would clear out the mops and vacuums, packing boxes, half-dead computer monitors, and broken musical instruments to set up shop. In this far from acoustically and electrically shielded space, they would test students in three-hour sessions, on their listening-in-noise ability, reading and cognitive skills, and their brains’ responses to sound.
The Chicago high-school project was closer to home, but the protocol was four times larger in scope. Chicago Public School students participated in the research as entering ninth graders until their graduation from high school. For most of them, that first year of high school was their first experience with music instruction. We did much of the testing in Brainvolts’ home base. Led by Jennifer Krizman,c we also organized periodic “testing fairs” at the schools involved in the study, all-hands-on-deck affairs with a dozen Brainvolts students and staff caravanning to Chicago neighborhoods with computers, stacks of testing materials, neurophysiological equipment, and enough food to keep everyone functional for an all-day session of nonstop data collection. We kept this up for five years, testing upwards of 200 unique participants annually, over multiple test sessions.
Somehow, for both projects (did I mention they were being conducted at the same time?) we managed to successfully move teams and equipment hither and yon, and ensured nothing crucial changed from year to year. All the while, Jen and Dana needed to keep all the other personalities involved (teachers, parents, administrators, janitors …) happy and coming back for session after session, year after year.
Are Musicians Made or Born?
One of the biggest criticisms lodged against the “musician advantage” is that of causality. Correlation does not mean causation. Jody, with twenty years of playing piano, has more white matter than Pete, who has never picked up an instrument. Does that mean Jody’s brain developed more white matter due to playing music? Or was she born that way? It’s possible that something about the way white matter works in the brain steered her to an interest in music that landed her in front of the piano in the first place. Did four-year-old Fred, with his super large right motor cortex, feel compelled to drag his parents to the luthier from some kind of biological imperative?
It would be impossible to argue there is no “nature” aspect involved in who is drawn to music. People’s brains and bodies can predispose them to becoming musicians. But as my husband has observed from decades of teaching music, it’s the ones who want to play who make the most progress. Learning what we care about shapes the sound mind. The focus of our work, then, is on the “nurture” side of the equation because nurture is where we have the power to do something.
The causality, or nature vs. nurture, question can mostly be put to bed by looking at longitudinal investigations because it is possible to compare participants to themselves. Longitudinal studies provide strong evidence that the “nurture” of music education can reshape the sound mind no matter what the starting point. Comparison groups typically engage in another healthy activity for the same amount of time as the musicians (figure 8.3).
A neuroeducational longitudinal design.
What We Learned
Strengthened sound processing in the sound mind can contribute to the improved academic and listening skills seen in musician children.21 In both the Los Angeles grade-schoolers and the Chicago teens, enhancement in processing certain sound ingredients in the brain was found in the music-making children only. These are the very sound ingredients needed for reading and language development (figure 8.1).22 The brain became better tuned to the harmonics we use to identify speech sounds and to better track timing cues and the FM sweeps that mark the transition from consonants to vowels and back again. Moreover, these effects occurred even when music training began later in childhood, in our high school kids, documenting the flexibility of the brain for auditory learning.
Brainvolts is not the first or only group to do longitudinal research into music’s impact on the brain and on language skills. Mirielle Besson’s group in France found processing timing and duration cues in speech (but not pitch) is enhanced after a year of music training in eight-to-ten-year-old children.23 An increase in sound processing in the brain corresponds with increases in verbal intelligence, reading, and cognitive skills not found in a control group who had a similar duration of art training.24 Others have noted gains in attention and memory,25 auditory processing,26 second language learning,27 vocabulary,28 responsibility and discipline,29 and the ability to block out irrelevant sounds.30 Longitudinal investigations have reinforced the accelerated brain maturation we observed,31 and John Iversen (of Snowball the cockatoo fame) is spearheading the SIMPHONY project in San Diego to investigate the development of the brain in child musicians.
Music Can Offset the Neural Signature of Poverty
Poverty puts people at risk for many health hazards, including impediments to the sound mind.32 In our Chicago and Los Angeles music projects, the children lived in low-income neighborhoods, attending schools where more than 85 percent of the families qualify for subsidized lunch.
Study participants showed diminished responses to key sound ingredients in speech. These included harmonics, slower neural timing to consonant-vowel transitions (FM sweeps), and diminished neural stability (consistency).33 Compounding the weaker processing of speech is excessive neural noise, which can be thought of as brain static. The neural signature of poverty is illustrated in figure 8.4, where the faders on our mixing board are diminished for sound ingredients while the neural noise is turned up. The diminished signal and the excessive noise are liabilities that impede sound processing as illustrated by figure 8.5.
The brain signature of linguistic deprivation (top) can be offset by music (bottom).
Compared to a typical brain (center), poverty (left) turns up the noise in the brain and turns down the signal, while playing music turns up the signal (right).
The musician makes the sound clearer by processing key sound ingredients more effectively, thereby turning up the sound. Thus, making music partially offsets the poverty signature by strengthening the brain’s response to harmonics and crucial timing cues, although it does not boost consistency. Other strategies can offset the neural signature of poverty. Being bilingual can turn up sound in the brain, and athletic participation can turn down the noise. An examination of the sound mind’s processing of sound ingredients can provide insight into the different and complementary mechanisms invoked by musicians, bilinguals, and athletes.
Closing the achievement gap Children from low-income neighborhoods often perform poorly on reading and other academic skills compared to their more privileged peers.34 This achievement gap only widens as the children get older.35 In Los Angeles, second graders from low-income families show a decline in reading scores, which is, regrettably, a typical progression. In contrast, the children in Harmony Project maintained their reading skills.36
You’re Not Going to Get Physically Fit Watching Sports
Listening to music has a place in relaxation, stress relief, and mood regulation.37 It can also provide temporary benefits in attention, memory, motor synchronization, and reasoning skills,38 likely due to the increase in dopamine production brought about by listening to enjoyable music39—being in a good mood confers a bump in thinking ability.40 Moreover, music listening can aid in the treatment of neurological conditions such as dementia and Parkinson’s disease, and in recovery from stroke.41 However, despite popular notions about the value of exposing babies to classical music in the crib or even in utero, so far there is a distinct lack of evidence that merely listening to music has much lasting impact on the sound mind.
As Harmony Project made clear, there must be active engagement with music to change the processing of sound ingredients in the brain. The project began with music fundamentals training that included careful and directed music listening and not much playing. Brain changes were not evident until the children reached the hands-on music-making stage.42 Actually making music is needed to create changes in our default response to sound. There must be training, repetition, and practice for long-lasting brain changes in sound processing to take place.
It Takes Time to Change the Brain
Reviewing résumés and graduate school applications is part of my job. Increasingly, people report many experiences, spending a little time on more and more endeavors. Many have spent what seems like five minutes in Ecuador, another five minutes being a camp counselor, another five making pottery. Yet, in my experience, the strongest students are the ones who have stuck with one or two activities for a long time.
In both longitudinal studies in Chicago and in Los Angeles, changes in sound processing in the brain were not evident after one year of music instruction. Fundamental changes in how the sound mind processes sound ingredients essential to language were observed only after two years of music making.43 The implication is that the impact of music education on the brain cannot be achieved quickly or by flitting from one activity to another, no matter how beneficial those activities may be. While this slow pace of change may seem like a negative, there’s a plus side to it—imagine how confusing it would be if our brains changed in fundamental ways from moment to moment. Who we are from a biological perspective takes long-standing and persistent engagement.
Embracing Music
If I had five minutes to tell teachers, parents, health-care workers, and anyone who would like to listen to me about the biological evidence that supports the benefits of music education, I’d say:
There is an intangible argument for music education: some of the deepest benefits of music education are challenging to quantify.45 Music supports child development in its most holistic sense—the lasting friendships, the focus and discipline that comes from years of regular practice, the social engagement from playing in an ensemble, the confidence that develops from performing on stage. Music brings a new dimension of education to children not found in any other school subject. The movement of playing an instrument is a nonverbal form of thinking and knowing—a means toward a higher and fuller consciousness, a self-knowledge of feeling, and a way to develop aesthetic sensitivity.46 As educator Bennet Reimer put it, “Music belongs to basic education because musical experiences are necessary for all people if their essential humanness is to be realized.”47 These intangibles are real, but unlike cognitive and language skills, they cannot be easily measured. It is unlikely there will be a clinical trial to determine whether music is effective at moving the needle on these less palpable benefits. In fact, every layer of control added to experiments about music training often obscures the intangibles that make music music.
Despite being a scientist, I believe the tools of scientific inquiry are not appropriate to answer every question. The unmeasurable benefits of music making are no less real and no less important than the measurable ones. And, I have every expectation these intangibles contribute to the measurements we can make.
Music Education From the Point of View of the Sound Mind
What would ideal music education look like if we had all the resources to make it a fundamental part of education? Music education, in its simplest form, does not require fancy instruments or equipment. The first instrument a child has is their voice—indeed the first instrument humans had was their singing voice, predating the first musical instruments by millenia.48 Rhythm requires nothing more than your hands or some pots and pans and wooden spoons. It’s never too early to start making music.
Isabelle Peretz who has spent the last three decades studying the neurocognition of music—from musical prodigies to people who cannot carry a tune—maintains that everyone is musical. At the two extremes of a normal distribution, 2.5 percent of the population can be considered musically gifted, 2.5 percent of the population would be amusic. Said Isabelle, “It is important to note that the vast majority can reach a professional level if they invest enough practice hours.”49
Teaching music is a means of enculturation, of creating a sense of community and belonging. An excellent curriculum is an excellent teacher.50 In my view, we must have an educational system that prizes the excellent music teacher.
We routinely ask our research participants the extent to which they play music “by ear” or through sight reading.e I have been surprised to learn that almost everyone falls into one camp or the other. Why not teach both approaches together? Children love to imitate. Show them how a piece is played and let them copy you. Then show them how it’s written to connect the two. This is what I call being musically bilingual. Being able to play by imitating, reading notes, and improvising enlarges the range and contexts for making music. While either musical approach on its own can change the sound mind for the better, the musically bilingual person seems to have an especially well-tuned hearing brain.51 Reading notes provides a common language. Indeed, reading music and reading words are operations that share similar but not wholly overlapping brain resources and practice in one strengthens the other.52 I’m grateful for my piano teacher who helps me work out chords and harmonies in rock and jazz, guides me in improvisation, and teaches me Beethoven.
Surprisingly, there do not seem to be many mechanisms to encourage moving from academe or performance to music education or medicine. Steady work in education or medicine could help fuel the performing musicians’ life. There are barriers that separate musicians, academicians, music therapists, and clinicians. These experts all bring something to the treatment of children with language disorders and adults recovering from stroke, for example. A move toward earlier and stronger music education—teaching by imitation, note reading, and improvisation—and incorporating a range of musical styles, should help bring the various groups together. I suppose my view on music pedagogy aligns with my scientific preference for operating at the meeting point of disciplinary borders.
Making music changes the sound mind for the better. Speaking as a scientist, music should be taken seriously in education and medicine.
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The Bilingual Brain
One egg is un oeuf, but is one language enough?
If I could choose a superpower, it would be to have the ability to speak any language.
In his book Born a Crime, Trevor Noah recounts how he was able to transcend the color cliques in his high school with language. Race tensions in South Africa meant a polarized linguistic environment, with whites speaking Afrikaans while blacks mostly stuck to their tribal languages for all but official purposes. Noah, who is mixed race, speaks both Afrikaans and Xhosa, and this gave him an in with both whites and blacks in his school. His language got him accepted as one of the guys among classmates of any skin tone and made him one of the few able to move in both white and black social spheres. I would love to speak the language of anyone I meet so I could connect with them on the deep level achievable only through a shared language. This sense of belonging stems, at least in part, from shared sound mind circuitry tuned to the same sounds.
Worldwide, more than half of us speak more than one language.1 We see a different story in the US, where only one in five people speak more than one language.2 In what ways might a bilingual brain differ from a monolingual brain? If by speaking a second language we boost our vocabulary, add to our grammatical playbooks, and augment our repertoire of language sounds and perspectives, do we give up something else? These questions have been around for a long time.
Whether for reasons of perceived negative economic impact or fear for safety, demonizing the “other” has been a hallmark of human life since earliest recorded history. The word “barbarian” arose from the “bar-bar-bar” sounds the Greeks perceived outsiders speaking, with the subtext that outsiders were not intelligent enough to speak a proper language. As recently as the middle of the twentieth century, a prevailing scientific opinion in the US was that foreign-language speakers, even those who spoke English well, had inferior mental abilities to native English speakers.3 “There can be no doubt that the child reared in a bilingual environment is handicapped in his language growth,” stated a child-psychology textbook in 1952.4 Much of the anti-bilingual bias was due to negative attitudes toward the increase in immigration from southern and eastern Europe. The congressional Dillingham Commission, convened in 1907, concluded that immigration from these regions was a serious threat to American society. Tests of English vocabulary and English-centric knowledge were pulled together and, based on the results, conclusions were drawn that the European immigrants to Ellis Island at that time were “feeble-minded” compared to the settled and assimilated Anglo-Saxon and Nordic immigrants who had arrived forty years earlier.5 The commission’s conclusion led to literacy tests and quotas that decreased immigration rates across the board and all but stopped immigration from Asia for several years.
In the years since, there has been a softening in stance. It is generally agreed bilinguals have an edge in some things but might be at a disadvantage in others, if you control for things like length of time living in the US, a consideration that eluded the Dillingham commissioners a century ago.
Let’s view bilingualism through the lens of the sound mind and see what it can tell us about this language superpower.
Language-Specific Tuning of the Sound Mind
Any person can speak any language—the anatomy involved is universal. However, it can be difficult for an adult to adapt to the sounds of a new language. Almost any pair of languages will have some mutually incompatible sounds. Take the timing ingredients in sound. The time the vocal cords start vibrating, relative to the opening of the lips (called voice onset time) distinguishes “bill” from “pill.” If you start the voicing right away, you get a “b”; if you wait a short amount of time, you get a “p.” Some languages additionally feature pre-voicing. You actually begin the vibrations before you open the lips. Pre-voicing is more or less undetectable to an English speaker; it still sounds like a “b.” However, in Hindi, to give one example, a pre-voiced consonant is a valid class of sound easily distinguished from the others.6 In the English language, this distinction is of no use, so the sound mind of the English speaker does not waste energy making the distinction.7
The principle of sorting sounds of language into perceptual categories is called (surprise) categorical perception.8 In English, we can turn “bill” into “pill” by adding 50 ms of silence. What would happen if we added 25 ms? Would we hear some kind of bill/pill hybrid? This has been studied exhaustively and the answer is essentially no. If we manipulate the length of the silent gap from say 0 to 50 ms in 5 ms steps, we will usually see an all-or-nothing change in perception from “b” to “p” at somewhere around 30 ms. Everything from 0 to 25 is “b”; everything from 30 to 50 is “p” (figure 9.1). No voice onset time produces an ambiguous bill/pill hybrid. A typical English speaker on a “same or different” task would have no difficulty choosing “different” when listening to a 20 ms and a 30 ms pair because it crosses the categorical b/p boundary. But that same 10 ms difference would register as “same” if the pairs were 30 and 40 ms. Both sounds are in the “pill” bin and, because of our experience with language, they are perceptually difficult to distinguish.
Categorical perception. With increasing voice onset time, our imaginary subject heard “bill” (gray line) 100 percent of the time until the timing cue hit 30 ms. Then “bill” perception dropped to zero, and he unambiguously heard “pill” (black line) 100 percent of the time.
That is why pre-voiced consonants in Hindi are difficult for native English speakers. We have not developed a category to slot them into. Despite initially falling into an English speaker’s “voiced” category, we can learn the voiced vs. pre-voiced distinction with practice. Brainvolts alumna Kelly Tremblay trained English speakers to hear the pre-voiced distinction Hindi speakers can natively discern. Given enough training, they could hear the distinction, and their auditory-brain responses changed accordingly.9
Sound perception can transfer to sound production. Training a Japanese speaker to hear the English “r”/“l” distinction benefits their production of those sounds—the highly interconnected sound mind at work.10 I personally experience this auditory-motor, hearing-talking interaction when I travel between the US and Italy. When I first arrive in Italy, my mouth feels like it is full of marbles when I speak Italian. But after a few days of immersion, my spoken Italian begins to flow smoothly. I experience the same fluency lag when I get back to the US.
The brain produces an MMN (mismatch negativity) to a change in an otherwise regular sequence of sounds. The more acoustically different the sound pair is, the bigger the MMN. Recall that the relative sizes of the bumps in a speech sound’s spectrum are the acoustic ingredients that determine which speech sound was spoken. The Estonian language (figure 9.2, top) has four vowels, /o/, /õ/, /ö/, and /e/, with bumps in the spectrum centered at approximately 850, 1300, 1500, and 2000 Hz, respectively. The sound mind of an Estonian will distinguish these vowels in a systematic way. More acoustically disparate pairs (e.g., /e/ v. /o/) elicit a larger MMN than closer pairs (e.g., /e/ vs. /ö/).
Four vowels, /o/, /õ/, /ö/, and /e/, have frequency bands centered at approximately 850, 1300, 1500, and 2000 Hz. A speech sound with a peak at 1300 Hz would be identified by an Estonian 100 percent of the time as /õ/. In contrast, the Finnish language (bottom) lacks an /õ/.
However, language experience subverts this principle. Estonians share many similarities in their language with their neighbors, the Finns. Both languages share /e/, /ö/, and /o/. But the Finnish language (figure 9.2, bottom) lacks the /õ/. Based on acoustic differences we should see MMNs increase in size as we compare /e/ to /ö/, /õ/, and /o/, respectively. And for the Estonians, that’s exactly what we see. But this isn’t the case for the Finns. The /õ/ response is not larger than for the /ö/; in fact, it is smaller. So it’s not just about how acoustically different the sounds of the vowels are, but whether or not they have a home in your sound mind. The brain is more tuned to the sounds of your language than to sounds outside your language.11 Similarly, voice pitch, which carries phonetic meaning in Mandarin but not in English, induces more robust MMNs in Chinese listeners than in American listeners.12
When does this language influence on auditory processing develop? To answer this question Risto Näätänen’s group led a study looking at MMNs to those same vowel sounds in Finnish and Estonian infants. At six months of age, the brains of Finns and Estonians processed the /õ/ identically. But by one year of age, the Estonian vs. Finn adult pattern had emerged.13 Nearly identical results have been found in other languages. For example, American and Japanese babies equally distinguish “r” and “l” at the age of six to eight months. However, by one year of age, the American babies are doing much better while the Japanese one-year-olds’ ability to distinguish them is worse than at the starting point.14 Language-specific sounds begin to form in the sound mind early in life.15
This goes a long way toward explaining why starting to learn a second language at a young age is best. Learning new sounds and developing categories to slot them into is easier for a younger brain. Someone who learns a second language at a young age will almost always have less of an accent than someone who starts as an adult, because they can nail the subtleties of the sounds of the language being learned before experience with their native language has solidified categories that are difficult to break out of.16 Speaking another language when we are younger also means more time spent making sound-to-meaning connections that change our sound minds accordingly. As in musicians, the age of acquisition of the second language and how long it has been spoken are important considerations.
The Bilingual Brain Is Not the Sum of Two Monolingual Brains
If you are a bilingual having a conversation in one of your languages, do you fully switch off the other language? Some believe it is possible, but there is increasing evidence the other language is never fully switched off.17 Both languages remain “available” to the bilingual speaker even if only one is being used at a given moment.
Imagine you are shown a grid of fifty or so pictures on a computer screen. These are all everyday objects, animals, etc., and you are tested on how quickly you can select the correct object when you hear a word spoken. Get ready, here comes the first word, “cah …” Already, before the word is even finished, your eyes are darting around the screen, narrowing down your choices to “coffin” and “coffee” and “cobweb.” The initial “cah” sound has primed your brain for the limited set of objects that begin with that sound, even before the word is completed. But if you are a bilingual English-Spanish speaker, the “cah” sound will additionally activate your store of Spanish vocabulary. You will not be able to immediately rule out the pictures of the horse (caballo), the truck (camión), the puppy (cachorro), or the box (caja) that never for an instant distracted the monolingual English speaker. So while you can still perform the task without any errors, it is a bit more effortful; you probably are a bit slower at it because your first pass at narrowing down the field left you with seven contenders instead of just three. A design similar to this, using eye-tracking, confirms bilingual speakers indeed take a longer look at objects with spelling/sound similarities in the language that is not being tested.18
We see cross-language interference biologically. Remember that the brain is especially good at detecting a change in a predicted sequence. There is a brain response called the N400 (a negative-going brain wave that occurs 400 ms after sound onset) that signals semantic incongruity, in contrast to the MMN, which signals acoustic incongruity. If you listen to the sentence “The airplane landed at the airport,” there will be no N400; the sentence has no semantic violation. However, “the airplane landed at the grapefruit” will trigger an N400 because it violates semantic expectation. In a clever study, researchers capitalized on this neural response to look at cross-language interference. They quizzed Chinese-English bilinguals on whether English word pairs were semantically related (wife-husband) or unrelated (train-ham). But they chose the word pairs very carefully. In some cases, the Chinese equivalents were logographically and phonologically similar. The Chinese translations of train (火车) and ham (火腿) both begin with the same character and same pronunciation, something like “huo.” This Chinese-language similarity affected their N400 responses, suggesting they spontaneously accessed the words’ Chinese translations. Word pairs that were incongruent in English, but had similarities in their Chinese counterparts, had smaller N400 responses than word pairs that were equally incongruent in both languages, like apple-table (苹果—桌子).19 Knowledge of Chinese did not interfere with the sound mind in its treatment of these English pairs.
Thus, bilinguals do not fully “turn off” one language in a situation where the other language alone is called for. But let’s consider the implications. Just because you’re slower to react to words when there are added lexical possibilities doesn’t mean it’s a “bad” thing—unless you’re hell-bent on being the fastest in a reaction time experiment. Those other linguistic possibilities likely provide richer ground for thinking, conjuring memories, and other associations that go into our sound-to-meaning connections. A bilingual brain, then, is not the sum of two monolingual brains. The two languages comprising a bilingual brain interact with one another in ways that can be both beneficial and problematic. Speaking more than one language influences how sound makes us feel, think, and move.
The Downside: What Do Bilinguals Give Up?
A bilingual generally has a smaller vocabulary in each language than a monolingual,20 a consequence of spending less time speaking any one language. This can be problematic because a reduced vocabulary might inaccurately be construed as a language disorder. There are related difficulties in word retrieval. Quickly and fluently coming up with the desired word is more challenging for bilinguals,21 presumably because of interference from the other language.22
Bilinguals also seem to have a more difficult time understanding speech in background noise than monolinguals.23 Consider the case where the background noise is the sound of other voices. You are a Spanish-English bilingual having dinner in a noisy restaurant with your English-speaking friend. You are at a double disadvantage—imperfect signal and imperfect knowledge.24 You probably have a smaller vocabulary in English. Yet your vocabulary overall—across both languages—is greater.25 So you and your friend are talking about horror movies and she mentions she has seen Misery, and you are wondering why she is suddenly talking about not having access to her iPhone assistant (“seen Misery,” “sin mi Siri”—“without my Siri”). OK, that example was cringey and contrived, but you get the idea. Reduced exposure to the language, in this case English, gives the bilingual less familiarity with linguistic cues that help fill in the gaps when listening in noise. Less knowledge of the language, coupled with activation of a greater number of linguistic competitors, leads to difficulty hearing speech in noise (figure 9.3).
Bilinguals are better able to hear nonspeech sounds in background noise than monolinguals, although their ability to hear speech in noise is worse. Y-axis is level of background noise that can be tolerated.
Interestingly, however, when language is not involved, bilinguals are more proficient at listening in noise. When English-Spanish bilingual teens were asked to perform a nonlinguistic listening in noise task—namely, detecting tones masked by noise—they outperformed their monolingual peers (figure 9.3).26 This suggests bilinguals’ experience with a richer repertoire of the sounds of language can bolster auditory processing in noise as long as it is not in the realm of language, where cross-language interference can undermine sound processing.
The Upside: What Do Bilinguals Gain?
If I am bilingual, I can speak to more people than if I am monolingual (cue superhero theme music). This is an obvious advantage and one that is motivation enough for many to learn a second language. But there is reason to believe speaking two languages confers other benefits. Why? Learning a second language calls on many of the same elements—exercising attention and memory, expertise in sound processing, getting the neural circuits sparking—as music making. Like music making, there are collateral benefits to speaking a second language.
The sound mind operates in alliance with how we think, sense, move, and feel. Let’s start our survey of bilingual advantages with thinking. Cognition includes attention, working memory, planning, organizational skills, flexibility in thinking, self-monitoring, and the ability to ignore irrelevent information. Speaking another language can enhance these abilities and help you think better. Studies have focused on many aspects of cognition in bilinguals with competing viewpoints for many of them,27 but one that most frequently rises above the hubbub is attention.
Bilinguals excel at suppressing impulsivity, which is key to being able to avoid distractions and pay attention to what’s important. This skill is called “inhibitory control.” A favorite assessment to measure this skill is the dimensional change card sort task. Despite the intimidating mouthful of a name, the task is simple. There is a stack of cards with shapes of different colors. Your job is to sort them by shape. All the diamonds go in a pile, all the squares go in another pile … regardless of their color. Then you are told to do it again, but this time sort by color. Assemble all the blues, all the greens … ignoring the shape. In this task and a range of others that challenge inhibitory control, bilinguals outperform monolinguals. And bilingual children can perform the task at a younger age than their monolinguals peers.28 This advantage makes sense when you consider that a bilingual must suppress the vocabulary and syntax of Language 1 when speaking or writing in Language 2 and vice versa.29
The bilingual sound mind also excels at navigating sound patterns. The skills required to discover patterns in artificial languages are heightened in bilingually raised toddlers30 and adults,31 suggesting that once you have learned a second language, learning additional languages becomes easier.32
The auditory scaffolding hypothesis33 holds that experience with sound, especially language, is a foundation upon which cognition is built. Deaf children have problems with attention skills, even some that are explicitly visual in nature, lending support to this idea.34 And as people grow older, speaking more than one language may bolster cognitive skills and stave off cognitive decline.35
Brainvolts looked for biological markers of bilingualism in the sound minds of children and adolescents. Jennifer Krizman (then a student, now a Northwestern University professor) led the bilingual work and lived and breathed this venture for half a decade. She reasoned that music lessons as a means to enrich the sound mind can be cost-prohibitive for many families, and this is especially true in the immigrant demographic. However, immigrants very often speak two languages. Jen wanted to find out whether speaking a second language could offer benefits to help counter the stigma in the US surrounding bilingualism. Being bilingual could provide an opportunity to strengthen the sound mind when more expensive methods are not an option. She wondered whether certain sound ingredients are processed distinctly by the bilingual brain.
The telltale signature of the bilingual brain is increased sensory processing of the fundamental frequency36 and a highly stable or consistent37 response to sound (figure 9.4). In speech, the fundamental frequency—voice pitch—is a strong language marker. Different languages have, on average, higher or lower pitches,38 and speakers of two languages will nearly always speak one at a higher average pitch than the other,39 supporting the importance of this sound ingredient for a bilingual. The fundamental frequency also helps us distinguish one “auditory object” (David’s voice, the roar of traffic, Sara’s voice) from another. Distinguishing one auditory object from another is more challenging than distinguishing visual objects. Determining with our eyes where one car stops and another car begins is pretty unambiguous unless there has been a ghastly crash. Distinguishing the sound of two cars, if achievable at all, likely comes down to the pitches of their engines, exhaust systems, and the distinctive sounds of tire treads on pavement. As we noted above in the case of a tone masked by noise, these sorts of auditory-object distinctions are easier for bilinguals. As for consistency, a well-tuned auditory brain will respond identically to a given sound each time it occurs; deviations from this fidelity would signify a lack of consistency. In brain activity originating from both subcortical (midbrain) and cortical auditory areas, bilinguals exhibit a more consistent response to repeated sounds. Both findings, a stronger response to the fundamental frequency and increased consistency of processing, are directly correlated with performance on measures of attention, inhibitory control, and language proficiency.
Bilingualism strengthens the consistency of sound processing and the response to the fundamental frequency (pitch cue).
How does being bilingual affect the sound mind signature of poverty? Children raised in poverty can exhibit diminished processing of several sound ingredients, including harmonics, FM sweeps, and consistency. When we dug into our data set of Chicago and Los Angeles public school children with an eye toward second-language experience, the hallmark brain signature of poverty was simply less apparent in bilingual youth. In monolinguals, children from higher socioeconomic families had more consistent neural responses to sound than children from low-income families. That difference, however, was largely absent in bilinguals. The low-income bilinguals’ consistency, in fact, matched that of the high-income monolinguals (figure 9.5).40 The edge seen in sound mind processing in bilinguals likely stems from the experience with a greater set of phonemes—language sounds—than monolinguals. More brain resources are exercised in processing a richer set of language sounds, leading to heightened sound mind processing. The low-income bilinguals also outperformed high-income monolinguals on cognitive tests (attention and inhibitory control), in agreement with others.41 Thus, speaking another language can offset the neural and cognitive signatures of poverty—did someone say superpower? This advantage is driven by a more consistent response to sound.
Bilingualism seems to have a protective effect on response consistency, regardless of socioeconomic status.
Being bilingual confers cognitive and sensory benefits in the sound mind. What about moving and feeling?
When we speak, we move. I cannot be tethered to a podium when I give a talk. I was once presented with an award (a wind-up bunny) for the most kilometers walked on stage while giving a lecture at a conference in Germany. When recording a podcast, I find it difficult to keep a consistent distance from the microphone. I simply have difficulty speaking if I can’t move freely. Maybe this is because I learned to speak in Italian, a language rich with gestures. So rich, in fact, that a traveler to Italy can purchase an Italian gesture dictionary.
Gestures differ across languages—even a hand signal that may seem very basic to someone from the US, like holding up an index finger to signify “one” might get you two beers at a bar in parts of Europe. There are many travel-tip resources available cautioning travelers about seemingly innocent gestures that might get you in trouble.
There is a baseline difference in the rate of gesturing among languages. Mandarin speakers, for example, gesture less, on average, than English speakers. However, Chinese-English bilinguals increase their gesture rates while speaking Mandarin, the gesture rate of one language influencing the other.42 The choice of which word to supplement with a gesture can vary across language. As an English speaker, I would probably accompany the phrase “go outside” with a gesture indicating the preposition “outside.” A Spanish speaker, however, is more likely to accompany that phrase with a gesture expressing the verb “go.” A Spanish-English bilingual, when speaking English, would likely maintain the verb-centered “go” gesture.43 As a rule, gestures seem to be more “sticky” than spoken language.44
What do we know about how emotions are expressed and felt in a bilingual’s languages? The way we express emotion is weighted differently across languages. For example, if there is a mismatch between voice and facial expression, Japanese listeners weigh their evaluation of emotion more toward the voice. Dutch listeners assign more weight to the facial expression.45 Emotions are, broadly speaking, felt differently in the two languages of a bilingual.46 It is generally agreed that emotions are felt less strongly when speaking in one’s second language. For this reason, a bilingual may deliberately switch to his second, less emotionally laden language when needing to make a rational decision.47
From a biological standpoint, bilingualism affects how we sense and how we think. It features in how we express and perceive emotion, and it affects the movements we make while speaking. Speaking two or more languages offers rich linguistic, cognitive, and gestural possibilities for the sounds we hear and produce. The bilingual sound mind differs from a monolingual sound mind, in line with my thesis that our lives in sound shape who we are.
Taken as a whole, the downsides of speaking two languages are outweighed by wide-ranging and sometimes profound advantages (figure 9.6). A superpower indeed.
The benefits of speaking two languages outweigh the disadvantages.
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Birdsong
Perhaps what they’re doing with all their vocalizing is what humans do when we get together to play music; perhaps it simply builds cohesion, a sense of group identity. If sheer vocal expression is older than language, perhaps art preceded words. If art is older than words, perhaps that is why the world is so full of beautiful display. Maybe these birds are all artists, masters in the art of being parrots, playing their parrot jam sessions.
—Carl Safina
Birdsong has a lot to teach us about ourselves and the creatures with whom we share the planet.1 You may wonder why I am giving the song of a bird more attention than any other environmental sound like a woodpecker tap, a cricket chirp, a cat meow, or, for that matter, a babbling brook or a traffic jam.
It is worthwhile to give birdsong its due for several reasons. Historically, and probably prehistorically, humans listened to birds for a practical reason. The sound of birds—whose calls and songs conveniently fall squarely in the human range of hearing—would tell our ancestors that a given area was fecund. We learned that an environment able to support a healthy bird population likely would be a good place to settle. Listening to birdsong helped shape our human geography.
Second, from a biological perspective the songbirds’ vocal apparatus is similar to ours. The brain structures involved in making and processing songs are broadly analogous to those in humans, including the efferent pathways feeding back from the cortex to the thalamus and midbrain.
Third, songbirds share with us the capacity for vocal learning—the rare imitative ability at the heart of language and communication.
Fourth, birdsongs follow developmental time courses, sound ingredients, and even grammars that are suspiciously like human language.
Fifth, like much human singing, it’s all, or at least mostly, about sex.
Finally, birdsong is beautiful.
So, for all these reasons, songbirds and their songs can help us understand the sound mind.
Which Birds Sing?
Most birds make some sort of sound. However, not all birds are songbirds and not all birds sing. Chickens and ducks, woodpeckers and hoopoes, owls and doves, quails and cranes make various calls. However, these are not songs and their makers are not songbirds. Songbirds include wrens, robins, cardinals, sparrows, larks, swallows, orioles, finches, and many others—some 4,000 species.
Songs are used primarily by male songbirds to attract mates or to advertise their territory (with the purpose of attracting a mate with his swanky patch of forest). Songs tend to be longer in duration than calls because to a potential mate, a long song is more attractive than a short song. This is thought to be due, in part, to the implication that a long, well-developed song could only arise if the male singer had a healthy development in the face of nutritional and other stresses faced during the early part of life when the song was developed.2 A call, in contrast, is almost always shorter in duration and less complex than a song. It will often be more of a “peep” or “squawk” in quality and it typically serves a nonattraction function. It may be used as a warning or to coordinate location information among members of a flock. Or, in young birds, to say “feed me!” Another key difference is that a song must be learned.
Mechanics of Birdsong
The vocal apparatus in the songbird has a different name than its human counterpart, the larynx, but it shares many characteristics. The avian equivalent is the almost-rhyming syrinx. But, like flight popping up independently in various corners of the animal kingdom—the bat, the bird, the insect3—the larynx and the syrinx are evolutionarily independent.4 The syrinx seems to have arisen de novo, not through evolutionary adjustments to existing traits or structures in songbirds’ ancestors. It is positioned low in the trachea where bronchi from the two lungs meet, unlike the larynx, which is situated high in the trachea, well north of the bronchial merge. But very much like the larynx, the syrinx has folds that vibrate as air from the lungs rushes past, producing sound. The tension of the folds determines the vibrating frequency and thus the pitch of the note.
Birds are one-up on humans, though. By virtue of the syrinx’s location at the fork of the two bronchi, there are two sets of vocal folds activated by air coming from each lung. Often, they act together, but birds can activate them separately, either each in turn or simultaneously. Higher notes are produced with the vocal cords on one side of the syrinx and lower notes in the other. Songbirds can switch sides seamlessly. The cardinal, for example, creates a high-to-low frequency sweep that starts on the right side and switches undetectably to the left midstream. Birds can even sing duets with themselves, with different notes simultaneously sounding from the two sides.5
This calls to mind the haunting melodies of Tuvan throat singing, where more than one pitch is sounded simultaneously. However, the mechanism is quite different. A Tuvan throat singer produces a single fundamental frequency and uses exquisite control over the mouth, tongue, and lips of the vocal tract to selectively emphasize some harmonics and suppress others nearly completely. A speech sound has a full complement of harmonics, and we use our articulators to emphasize a handful of them—that is, create bands of frequencies—to form the desired vowel. Tuvan throat singers turn that principle up to eleven, having developed profound control over the whole range of audible harmonics, emphasizing and deemphasizing a much wider range of harmonics to form the high notes while the base note, the fundamental frequency, stays the same.
Birdsongs can be very loud. The nightingale can reach 95 dB, well into the exposure range that would mandate hearing protection in the workplace.
Another characteristic of birdsong is the ability to move from note to note extremely quickly. This shows up as a trill. The fast warble of the trill comes from the superfast syringeal muscles changing position in 4–10 ms,6 far faster than nearly any other muscle is capable of, and only matched in a few other circumstances in the animal kingdom, such as in the rattle of the rattlesnake. Speaking of fast, songbirds also take “mini-breaths” that enable their songs to sustain for minutes without a pause.7 Such durations would be impossible based on the lung capacity and normal respiration rate of a songbird, which is one to two-and-a-half breaths per second. These mini-breaths are on the order of four-hundredths of a second8 and are synchronized with each note, enabling a nightingale to sing, in one recorded case, for twenty-three hours without a break, far exceeding the length of even the most ambitious opera aria like Brünnhilde’s twenty-minute “Immolation Scene” in Götterdämmerung.
Birdsong and Speech
Aside from the mechanics of production, there are acoustical similarities between birdsong and speech. Both speech and birdsong consist of ordered strings of sounds separated by brief silent intervals. A single birdsong note is roughly analogous to the phoneme, the smallest unit of speech. With this raw material, notes or phonemes are strung together to make motifs—as many as 100 in the case of the woodlark,9 180 in the nightingale10—or words; motifs or words are strung together to make songs or sentences with the sequencing of the motifs within the song ever changing. Thus, like speech, birdsong contains information in multiple timescales, from the tens-of-milliseconds note to the hundreds-of-milliseconds motif to the seconds- or even minutes-long song that follows rules of syntax.
Like speech, birdsong has dialects. Songbirds have dialects or accents even when speaking the same “language.”11 A given species in one region will have a song that sounds a bit different from those in another region, even though they are recognizable as belonging to the same species. These differences in dialect are of vital importance to the female bird. She is much less interested in the “accented” songs of a visitor from another region than she is in the songs of a male who shares her local dialect.12
The fundamental frequencies, the harmonic enhancements and suppressions, and the often incredibly fast changes in birdsong are best illustrated by the spectrogram. Not just a tool for the sound specialist, the spectrogram for years has appeared alongside pictures in bird identification books for hobbyists. Similar to reading sheet music, reading a spectrogram lets us visualize note durations, frequencies, and movement at a glance, so that a quick “match or not-a-match” judgment can be made by a birder who is trying to decide whether a new “little brown job” can be added to their life list. A simple example spectrogram of a human melody can be seen in figure 10.1 below its corresponding music transcription.
Analogous to musical notation (top), a spectrogram (bottom) represents pitch on the y-axis and time on the x-axis. Though not depicted in this “Twinkling” example, dynamics (loud and soft) are rendered in the spectrogram by darkness of the lines.
A birdsong may consist of one or more clear whistle-like tones, buzzy tones, or trills, which are notes repeated too fast to count (i.e., more than ten per second). These elements are combinable in rising or falling FM sweeps, or largely pitch-level sequences, and more than one sequence may comprise a single song. Some songs are fast and manic sounding; others unfold at a leisurely pace.
The song in figure 10.2 makes up part of a house wren’s repertoire. The repertoire of a bird of a given species might consist of just one song—for example, the zebra finch or the white-crowned sparrow—or up to a thousand or more in the case of the brown thrasher. Here is where some of the analogies to human speech begin to break down. However large the repertoire might be for a given species, there is a distinct lack of flexibility. Human language has a boundless capacity to adjust, reorder, and evolve to convey meaning. While birdsongs may differ depending on context—advertising for a mate, declaring ownership of territory, pair-bond maintenance, etc.—they remain largely rote and inflexible. The semantic richness and infinite flexibility of human speech is lacking.
A complete 2.5-second song of a house wren. Spectrogram created from an audio sample downloaded from https://www.floridamuseum.ufl.edu/birds/florida-bird-sounds/.
For these reasons, despite the many acoustical and anatomical similarities with human speech, birdsong is communication, but because it lacks the open-endedness and endless flexibility of human speech, it is generally not considered language.
Birdsong and Music
If birdsong is not language, is it music? After all, it’s right there in the name: birdsong. What characteristics define (human) music, and which are shared in birdsong? There is a lot of leeway in the identification of the defining elements of music. Pick any number between about five and twelve, and you will be able to find a corresponding website listing the “six” or “nine” or “twelve” elements that comprise music. Though numbers and terminology differ, they all basically boil down to familiar sound ingredients: melody, rhythm, and harmony (pitch, timing, and timbre). In addition, there is dynamics (intensity) and usually some word or phrase that expresses the idea of how it is all put together (e.g., structure, texture, form) that I will call composition here. Can we ascribe these elements to birdsong?
Pitch
The pitches over the course of a birdsong or within a motif are often precise and repeatable. They seem to occur at intervals we would consider consonant, like perfect fourths or octave jumps. The notes of a hermit thrush’s birdsong belong to a harmonic series of an implied (i.e., not sung) base note.13 There have been many other claims of musicality in various species’ song pitches. The white-throated sparrow and the ruby-crowned kinglet are said to produce consonant intervals.14 The songs of the hermit thrush and the canyon wren are said to conform to pentatonic and chromatic scales,15a respectively, although there has been little actual acoustical analysis to back up these claims.16 On the contrary, a large sample of northern nightingale wren song samples revealed that birds are no closer than chance at producing notes that fall into any human construct of the scale, whether diatonic, pentatonic, or chromatic.17 Nevertheless, it is interesting and thought-provoking to view musical transcriptions of birdsong, like the one in figure 10.3. The melodies of birdsongs have inspired, evoked, or been explicitly featured in compositions by Vivaldi, Hayden, Vaughan Williams, Bartók, Beethoven, Mozart, Frescobaldi, Schubert, and Messiaen.18 Respighi incorporated an actual recording of a nightingale into the third movement of his “Pini di Roma.”
A transcription of a veery thrush’s song by Tony Phillips. From http://www.math.stonybrook.edu/~tony/birds/.
Timbre, Timing, and Intensity
Although probably not strictly under the bird’s control, a wide range of timbral qualities can be heard in their songs. Baptista and Keister have noted timbral similarities between a number of birds and musical instruments: the song of the Australian diamond firetail finch resembles an oboe, the common potoo a bassoon, the strawberry finch a flute.19 The same authors also tick off examples of accelerando and ritardando (timing) and crescendo and diminuendo (intensity or dynamics) in the songs of a number of species. Birdsong shares some similar rhythmic patterns with human music as well.
Composition
Listeners have noted final flourishes, cadences, bridges, and descending cascades akin to piano glissandos (FM sweeps).20 Birds with large repertoires string them together in movements, sometimes evocative of a theme and variations. Pairs (or more) of birds sometimes sing a call-and-response canon. Practitioners of this behavior include the Socorro mockingbird and the marsh wren.
Brainvolts alumnus Adam Tierney, who to my recollection never weighed in on whether he considered birdsong music, nonetheless used birdsong to test a hypothesis about human songs. Human songs have a noted preponderance of three characteristics: (1) close pitch spacing between notes, (2) melodic contours that are either descending or Λ-shaped (rather than ascending or V-shaped), and (3) a tendency of having prolonged notes at the end of a phrase. Adam hypothesized these characteristics are due to motor constraints and not innate or cultural preferences. His approach was to tally the prevalence of these features in birdsong because birds have similar motor constraints to humans due to the analogous anatomy involved in song. After an analysis of a large corpus of birdsong recordings, he found that birdsong shared the same three characteristics, suggesting a physiological basis for the forms that human songs take.21
Nevertheless, the question of whether birdsong is “music” remains very much up to the individual. Composer and zoömusicology researcher Emily Doolittle writes22 that she once made a list of ways in which birdsong did not resemble human music. Her list included things like “No overarching structure,” “No harmonic relationship between different motifs,” and “Arbitrary alternation of sound and silence.” She then showed her list to fellow composer Louis Andriessen, who said, “That sounds like Stravinsky!”
Vocal Learning
Vocal learning is distinct from auditory learning. Your dog is an auditory learner—she understands “sit” and “walk” just fine, but she will never learn to say them. There is more to the distinction, though. Dogs and many other animals use auditory learning to learn to vocalize appropriately. An animal must learn, for example, that a given innate call should be used only to signify alarm; misuse would inappropriately alarm members of the social group. But these animals did not learn their alarm call (barking, growling, whining …) by explicitly modeling it on others’ calls. They already instinctively knew how to bark, growl, or whine. In contrast, songbirds, though armed with instinctual abilities to vocalize, cannot learn to sing without modeling this behavior from another bird’s song and molding their vocalizations into songs through practice. This process is vocal learning in action.
Vocal learning relies on listening, memory, and imitation and requires good motor control of the muscles powering the vocal apparatus that many nonvocal learners lack. Much of our—humans’—learning comes from imitation; and where speaking is involved, “much” becomes, for all intents and purposes, “all.” As with humans and the other handful of vocal learners, the process of song learning in songbirds has the following four characteristics: imitation, auditory-motor feedback, sensitive periods, and brain lateralization.
Imitation
Any songbird species has its signature song (or, in some cases, songs): the “cheerily, cheer-up, cheerily” of the robin, the “potato chip” of the goldfinch, or the “bob-white” of the, er, bobwhite.23 The young male bird—studies on birdsong traditionally focused on males, but this is beginning to change—makes his first vocalizations, recognizes how they differ from his tutor’s model songs, and makes the necessary adjustments until it matches. During the process, the tutor may adjust his song by introducing additional repetition or increasing pauses between motifs, in much the same way a parent will adjust their manner of speaking to an infant.24 If you isolate a young bird from its father and other males who also may serve as song tutors, he does not learn the song characteristic to his species.25 Chaffinches raised in isolation from a young age develop abnormal songs, albeit with some species-appropriate motifs.26
Songbirds have a predisposition for learning their own species’ song, but this is overshadowed by their need for a live tutor. Naïve young birds’ heart rates increase27 and their auditory systems perk up28 at the sound of their species’ song compared to one of another species, and they will selectively vocalize in response.29 In fact, this predisposition can be seen in songbirds who can be readily trained to perform a task when the reward is hearing a recording of a song of their own species. Rewards of another species’ song are unmotivating.30 However, a young bird does not do a very good job of learning his species’ song from a tape recording. He will be more successful imitating a live bird of another species.31 So, as with human babies, who at a young age develop preferences for the sounds of the language spoken by their parents,32 and who cannot learn language as well from television or audio recordings,33 there is a strong social-interaction component.
Recognizing melodies transposed in pitch (fundamental frequency) is something humans can do with ease. It enables us to sing together. It is why wolves adjust the pitches of their howls when other wolves join in.34 Birds, however, do not recognize a transposed melody.35 Instead, birds rely on harmonics, that is, the shape of the spectrum, to recognize melodies, much as we recognize which word was spoken from bands of harmonic energy (remember figure 1.6?), not the pitch of the voice speaking them.36 Unlike humans, wolves, and mice,37 birds generally do not sing with other birds; they sing to other birds.
The imitative style of learning birdsong features the auditory system front and center. So what do we know about the role the avian auditory system plays in their songcraft?
Auditory-Motor Feedback
In songbirds, hearing a tutor’s song and learning to produce it involves the transparently named “song system.” The song system involves pathways that entail auditory and motor brain regions and, ultimately, the muscles that control the syrinx. Crucially, some of these cortical and subcortical connections, within the auditory system and between the auditory system and the syrinx, are absent in nonvocal learners, including even species of birds that are not songbirds. Damage to portions of a bird’s song system, including strictly “auditory perception” parts, damages the bird’s ability to learn and produce songs in much the same way as damage to certain auditory areas of the human cortex (e.g., in stroke) creates aphasia or other conditions that hamper a human’s ability to speak fluently.38
As in humans, neurons in the songbird auditory cortex initially respond to any sound, but with experience will tune to the sound of a tutor’s song.39 A “comparator” circuit at the intersection of the auditory and motor systems continues to refine the learning bird’s song until the difference between his output and the tutor’s input effectively vanishes,40 and a song has been learned. If a bird is deafened before his vocalization practice phase, this comparison cannot be made and the songs that emerge are highly abnormal.41
While most birds stick to their species’ song(s), mockingbirds are a well-known example of a bird who excels at imitating other species’ songs. Another champion imitator is the lyrebird.b The tight coupling between movement and sound was evident when the coronavirus lockdown resulted in vastly reduced human-made noise. During this period, birds produced more technically and motorically challenging songs.42
Sensitive Periods
Songbirds develop their songs at a critical period in their development. First, the bird listens to and memorizes its tutors’ song.43 Then the bird matches its own singing to that of its models. Like human babies, songbirds go through a period of babbling, known as subsong. Using auditory feedback, they gradually change subsong into plastic song. The plastic song phase involves not just practice but also a winnowing process. A bird might try out a number of songs from a variety of tutors until eventually, after a sometimes-long process that might require tens of thousands of practice songs, he arrives at his adult-like crystallized song (figure 10.4).44 And then that’s pretty much it. Once the song has crystallized, it stays the same throughout a bird’s adult life, regardless of the amount or variety of subsequent song exposure.c The listening and memorization stage usually occurs in the first few months of life. The vocalization, refinement, and crystallization stages occur at the onset of sexual maturity. Isolating birds from tutors, deafening them, or otherwise interrupting the natural process during these critical learning phases results in songs that differ from their tutors’ songs. Songs may be very limited or consist of a sequence of disorganized sound elements.45 The fact that birds raised in isolation—that is, away from any tutors—produce songs at all suggests that some elements of birdsong are instinctual and others are learned.
A young chaffinch eventually produces a song that matches that of his tutor (top). Adapted from M. Naguib and K. Riebel, “Singing in Space and Time: The Biology of Birdsong,” in Biocommunication of Animals, ed. G. Witzany, 233–247 (Dordrecht: Springer Science+Business, 2014).
Brain Lateralization
Why certain brain functions are lateralized can be likened to the need for people with different outlooks for the same job.46 If your left visual brain is focused on foraging for food, then your right visual brain can be monitoring for predators. In humans, the right and left cerebral hemispheres play distinct roles in language. There is a brain-hemisphere difference in songbirds while listening to birdsong. In the zebra finch, for example, the right forebrain is more responsive to their species’ songs.47 In songbirds, too, the two hemispheres process sound distinctively.
Sex and Song
In most cases, the male bird is the singer and the female bird chooses her mate based on the song she prefers. Does needing to be a discerning listener tune the female’s auditory brain differently from the male’s? The song of a male is affected by visual signals from the female. A male will vary his song until a female decides she likes a particular variant. She will signal this with a visual display such as a wing stroke, which is a rapid movement of the wing away from the body. A male recognizes this signal as a sign of approval and will then repeat the song variant that elicited it, often leading to copulation.48 I’d like to know more about the sound ingredients a female bird finds sexy. How do the ingredients they prefer shape the kinds of offspring that materialize and ultimately the development of the species overall? How might sound processing differences in male and female birds compare to the sex differences in sound processing observed in humans?49
The brain regions that are active during singing are context dependent. When a male zebra finch sings with no audience, regions involved in song learning and self-monitoring are active. However, when a female is listening, those particular brain regions are quiet. Birds, like humans, seem to distinguish between practice and performance. Like humans who use different brain regions when improvising or playing according to a score,50 birds utilize context.
Daily and seasonal variations in song production are largely hormonally controlled. Castrating a male keeps him from singing, and testosterone induces singing in females.51
Females of some species sing duets with males.52 In other species, like the stripe-headed sparrow, females outsing the males.53 A survey of over a thousand songbirds found that females sing in 64 percent of them,54 though in no species did only the female sing. The species with female singers tend to be those with brightly colored plumage. Females seek the most melodious and beautiful mates. The correlation between bright plumage and singing suggests these traits may have evolved together. According to Carl Safina, “Beauty—for the sake of beauty alone—is a powerful, fundamental, evolutionary force.”55
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Noise: Stop That Racket, It’s Hurting My Brain
Can we have a moment of silence, please?
My Italian home base, Trieste, is near the Dolomite mountains. I have hiked there all my life. One recent spring, after a long ascent, my cousin Lucio and I sat at the top of the world, looking at the peaks and valleys around us and listening. I lay back in the grass. After about ten minutes of just being, I said something to Lucio. When I broke the silence, the loudness of my voice was jarring. The lack of noise called for a recalibration of listening.
The sound mind accomplishes the herculean task of turning air movement into sensation, sound into meaning, on a routine basis. But what about the sounds that serve as obstacles to our extracting meaning from intended sounds? One of the impediments that gets in the way of our well-tuned auditory system—and it is a big one—is noise. I’m talking about noise in its usual sense—unwanted sound outside the head. But I also want to talk about noise inside the head—the conditions that impede the sound mind from efficiently doing its job and what, if anything, we can do to combat it.
What Is “Noise”?
Noise has an interesting etymology in English. It comes to us from the old French word for quarrel or dispute. It also shares a root with the Latin “nausea,” which means seasickness—a gut reaction, literally, to something negative. Noise is an unwanted sound, a negative and perhaps damaging sound.
Since antiquity, sound has been recognized as a destructive force—the walls of Jericho were said to be brought down by loud sounds. The Sirens’ song, though beautiful, lured seafarers to their demise. Contemporary uses of sound as a force include directed ultrasonic sounds for crowd control and loud high-pitched noises piped into public or private spaces to deter animals or teenage loiterers. A typical adult cannot hear these high-frequency sounds, yet might they nonetheless damage hearing? We have evolved to react to unexpected sounds. Our ancestors managed not to be eaten because sound alerted them to the presence of predators. Unexpected sounds continue to alert us, though rarely signal a matter of life and death. A phone rings, a door unlatches, a toilet flushes, a dog barks, an alarm goes off, a shout wafts through the window. These may be noises in the sense that they are not particularly desired. But these are not the noises I am talking about here.
I am also not talking about loud noises that are blatantly damaging to the ~30,000 specialized hair cells in the ear. It is well documented that these hair cells can be damaged by exposure to sounds at high decibel levels. The National Institute for Occupational Safety and Health (NIOSH) has published guidelines for the maximal amount of noise one should be exposed to (figure 11.1). For example, if the ambient noise level is 100 dB,a a safe exposure dose is a mere fifteen minutes, as exposures beyond that duration represent an increase in the probability of eventual hearing loss. Despite these guidelines, noise-induced hearing loss remains the most common occupational hazard in the United States.1
Guidance for noise exposure time by intensity.
The type of sound that NIOSH is concerned about, the loud sounds, can cause hearing loss in the ear. My focus here is on moderate-level noise—the type usually thought of as “safe” noise because it is not known to damage the ear per se. In short, I’m talking about the difference between harming our ear and harming our brain.
The Biological Impact of “Dangerous” Noise (Damage to the Ears)
What do I mean by the “ear” type of hearing loss? The term “hearing loss,” along with hearing impairment and deafness, is usually boiled down to numeric thresholds. Thresholds are evaluated with the familiar “raise your hand when you hear the beep” test. A hearing specialist tests your ability to detect tones across a range of pitches considered essential for hearing speech and assigns a threshold, or the softest intensity level at which you can detect a sound. By convention, anything below 20 dB is considered “normal.” Increasingly higher (worse) thresholds are termed moderate, severe, and profound hearing losses. Hearing loss can be “flat” (the same threshold across frequencies) or sloping (worse thresholds at high than low pitches), or can come in some less-common configurations. Hearing loss measured this way is an evaluation of whether the ear is doing its job.
Increased hearing thresholds caused by noise exposure can affect our personal and professional lives. My son recently took his car to a shop because he was hearing a subtle but worrisome noise he guessed was coming from the transmission. The mechanic took the car on a test drive, heard nothing concerning, and sent my son away with the assurance he had nothing to worry about. A week later, the car had a transmission failure. Years of working in a noisy garage had likely damaged the mechanic’s hearing.
Hearing protection is important for a wide range of industrial, factory, and construction workers. It also can be vital for musicians, but is often overlooked. A symphony orchestra often approaches 100 dB, and brass and percussion instruments can far exceed this level during a loud passage. A violin is not extremely loud, but its F holes are inches away from the left ear. Violinists routinely are found to have worse hearing thresholds in their left ear than their right. Most hearing protection dampens the higher frequencies disproportionally. Newer designs have emerged that do a good job of reducing sound levels equally across the frequency spectrum. This and other topics relevant to hearing preservation in musicians are well covered in a book called Hear the Music: Hearing Loss Prevention for Musicians.2
So we know that exposure to loud noise can increase your hearing thresholds. This is an important issue, but not the focus here. An interested reader will have no difficulty pursuing the topic of ear-damaging noise on websites hosted by the Centers for Disease Control and Prevention and the National Institute of Deafness and other Communication Disorders.
The Biological Impact of “Safe” Noise (Damage to the Brain)
We need to be less cavalier about the day-to-day commotion that surrounds us in our raucous world. These noises do not meet or exceed the generally accepted threshold of “unsafe.” They are not novel and alerting; rather, they are ongoing and have generally consistent acoustic properties over time; hence, they do not convey much information. These are the sorts of sounds most would consider “background noise.” For this reason, we tend to ignore them. We tune them out. But are we really tuning them out, or are we simply living our lives in a constant state of alarm? We have all experienced not noticing a sound until it goes away. Often it is an air conditioner or an idling truck. The air conditioner cycles off or the ignition is cut, and suddenly we “hear” the silence. And we sigh in relief. We momentarily revel in the peace until it starts up again or is replaced by the next aural annoyance. If our ears are not being damaged and we can mostly tune it out, should these noises concern us? Science tells us we should indeed notice it and be concerned for the sake of our brains.
Difficulty understanding speech in noise after exposure to moderate levels of noise can emerge in people with normal hearing thresholds. Moreover, a noisy environment has many underrecognized negative impacts that have little to do with hearing per se. Chronic noise exposure—for example, such as might be experienced by individuals who live near an airport—can lead to an overall decrease in perceived quality of life, increased stress levels along with an increase in the stress hormone cortisol, problems with memory and learning, difficulty performing challenging tasks, and even stiffening of blood vessels and other cardiovascular diseases.3 According to the World Health Organization noise exposure and its secondary outcomes such as hypertension and reduced cognitive performance are estimated to account for an astounding number of years lost due to ill health, disability, or early death.4
Noise disturbs learning and concentration. Students attending public schools in New York City had markedly different reading outcomes depending on whether their classroom was on the side of the school that fronted a busy elevated train track or on the other side of the school, which was shielded from the train noise.5 Students on the noisy side lagged three to eleven months behind their peers in reading. In the wake of these findings, the New York Transit Authority installed rubber padding on the railroad tracks near the school and the Board of Education installed noise-abatement material in the noisiest classrooms, together reducing noise levels by about 6–8 dB. The reading-level difference soon vanished.6
The effect of noise is not limited to auditory or language tasks like reading. In one experiment, subjects were asked to track a visual target, a moving ball, on a computer screen with a mouse. Meanwhile, other balls were simultaneously roving around on the screen. Participants who had experienced long-term noise exposure as part of their occupation had a more difficult time with the task, especially when the task itself was accompanied by random noises; they were slower and unable to keep as close to the target ball.
In Why We Sleep,7 UC Berkeley sleep scientist Matthew Walker calls the lack of proper sleep “the greatest public health challenge we face in the twenty-first century.” Sleep is becoming more recognized as crucial for our health, as it affects our cardiovascular system, our immune system, and our ability to think. Noise is one of the biggest culprits keeping us from a good night’s rest. Noise—even at fairly low sound levels—has a harmful impact on quantity and quality of sleep. Noise keeps us awake longer and awakens us earlier. While sleeping, noise in the environment affects the quality of sleep, prompting body movements, awakenings, and increased heart rate. Traffic noise can shorten periods of REM (dream) and slow-wave (deep) sleep, and diminish one’s perception of the restfulness of a night’s sleep.8
In our waking lives, the insult of “safe” noise to the sound mind can be especially pernicious for children. Children are masters of language learning. Parents are gobsmacked at the short amount of time that elapses between observing their child say their first word to their speaking in full sentences. Sound to meaning connections are formed with great rapidity. Children cannot help learning the languages they are exposed to—even more than one. But what if the sounds children are exposed to at this critical age are meaningless?
This question is difficult to address in humans because it is impossible to control noise levels adequately in a real-world setting. However, we can answer questions like this in animal experiments. By controlling the duration, intensity, and quality of sound exposure, it is possible to get a direct look at how the electrical signals—the currency of the nervous system—in the brain are affected. Just what happens to our sound minds when we are exposed to “safe” noise? And are these effects transient or permanent?
Typically, by adulthood, the auditory cortex of a rodent is organized tonotopically. However, early in life, low- and high-pitch sounds have not yet settled into their cortical homes. Developing rodents were raised in an environment with continuous 70 dB noise. For reference, the NIOSH table does even not go that low; 70 dB is considered a “safe” level of noise. By the time they reached maturity, their auditory cortices were still undifferentiated in terms of tonotopy; the low- to high-pitch gradient had not formed (figure 11.2).9
“Safe” noise scrambles sensory maps.
This raises concerns for human babies who spend time in an environment we might consider noisy but not “damagingly” noisy, like a neonatal intensive care unit (NICU).10 What might happen to a premature baby’s auditory cortical organization as she listens to the beeps and clatters of medical monitoring systems, ventilators, and pagers rather than typical intrauterine sounds like rhythmic heartbeats, digestive noises, and the filtered voice of her mother that she would still be enjoying if born full term? Preterm infants can have a host of developmental challenges, including language and cognition, that may be exacerbated by this early noise exposure.11
Scientists have introduced measures to mitigate the noisy NICU atmosphere.12 In one study, the sounds of the mother’s heartbeat and voice were piped into the incubator. Babies with exposure to these “good” sounds along with the bad had a more fully developed auditory cortex than the infants who heard only the bad sounds.13 Live music performed in the NICU also stabilized babies’ heartbeats, reduced stress, and fostered sleep.14
Cortical map disorganization need not be permanent. In rodents whose tonotopic maps were disorganized by noise, once the noise was removed, the tonotopic organization of the cortex resumed afresh.15 Similarly, after noise damage, cortical map disorganization can be minimized by exposure to an enriched auditory environment16—reminiscent of the positive effect of enriched sounds for babies in the NICU. The sound mind is constantly reinventing itself.
Does susceptibility of the auditory brain to “safe” noise diminish later in life? Adult animals were exposed to “safe” levels of noise, again in the 60–70 dB range, for several weeks. Their hearing thresholds did not change, but the way the auditory cortex responded to sound changed, reflecting a disorganized tonotopic pitch-processing mechanism.17 The frequencies present in the noise took over the real estate in the brain that rightfully belonged to other frequencies. Thus, damage done by “safe” noise is not limited to sensitive periods during development, but can affect adults as well.
Given what we know about the biological damage of “safe” noise, we should reconsider the widespread use of noise generators, especially for the developing brain. Often used to keep people, including babies, from being awakened by household sounds, these devices, running eight or more hours at a time, might be blunting the sound mind and may have a long-term impact on our ability to effectively derive meaning from sound.
Noise Inside the Head
We should be concerned with noise inside the head as well as outside. Sounds do not arrive on a blank slate. Like the static between stations on the radio dial as we tune to the ball game or music channel, the brain is never quiet. There is always a base level of background activity—idle-state neural firing—that the sound mind needs to “tune” through. The neural response to sound must overcome this background electrical activity for the sound to be registered, so it is important that the idle-state activity not be overwhelming. We found an unexpected link between the size of this background brain activity and language development. Maternal education often patterns with the extent of language stimulation a child is likely to experience. It is also widely used as a proxy for socioeconomic status.18 Divided on the basis of maternal education, children of more educated mothers have a lower level of background activity—a less noisy brain. These children also had more precise processing of sound ingredients (figure 11.3).19 That is, learning to make effective connections between sound and its meaning is likely to lead to a clearer signal and reduce the background neural activity so that effective and precise sound processing can take place.
The spontaneous background noise of neural firing is greater in individuals with lower levels of maternal education—a proxy for income level.
Families of low socioeconomic status risk being exposed to a less rich linguistic environment20 and tend to live in noisier neighborhoods. Maybe the background noise level of the brain becomes amped up from long-term exposure to traffic and train noise, proximity to industrial sites, and crowded housing that track with lower income.21 Support for this interpretation comes from animal experiments in which noise exposure led to an increase in spontaneous brain noise—a sort of hyperactivity of the brain—in the auditory midbrain and cortex.22 So noise inside the brain can be caused by noise outside the brain. A higher baseline level of internal noise is competing for “headspace” with important sounds like speech. A lifetime of noise exposure and linguistic understimulation, in a vicious cycle, can compromise the ability to make sense of sound.
Tinnitus (the pronunciation of which even specialists cannot agree on—is it TINN-i-tus or ti-NITE-us?) is another example of “noise inside the head.” Most commonly expressed as “ringing in the ears,” it can also be a hiss, a buzz, or a hum. But the sound is not coming from an external source—it is generated internally. Tinnitus can be temporary, such as after attending a loud concert, or it can be chronic, leading to stress, depression, fatigue, and trouble concentrating. Chronic tinnitus can occur for many reasons that are poorly understood and frankly unknown.23 Often, tinnitus is accompanied by hearing loss, and hearing loss brought about by noise, in particular, is a chief culprit. So in tinnitus we see a direct link between noise outside the head and noise inside the head.
Even when there is hearing loss, the source of tinnitus is the brain. Tinnitus, in ringing form, usually matches the frequency of the sufferer’s hearing loss. If you have sustained a hearing loss (increased thresholds) at 2,000 Hz, the ringing will occur around 2,000 Hz. This is an auditory analog of phantom limb syndrome in which an amputee feels pain in their missing limb. It may be auditory neurons firing randomly despite not getting input from the ear. The auditory brain is always searching for stimulation; when sound is absent, the brain can make it up. Perhaps this is also why there is increased neural noise in children with linguistic deprivation.
White-noise-generating devices are sometimes used to distract tinnitus sufferers from the unwanted ringing. However, white noise might actually worsen tinnitus by exacerbating the abnormal function of brain centers that contributed to the problem in the first place.24 If sound is used therapeutically to mask tinnitus, more meaningful sounds such as music, waves, or wind are likely to be more beneficial than invariant noise generators.
Hyperacusis and misophonia are an oversensitivity to sounds of moderate sound levels. These conditions often co-occur with tinnitus but can be experienced on its own. Tinnitus, hyperacusis, and misophonia provide striking examples of the auditory system’s communication with our emotions. Attention to unwanted sounds, along with the negative emotions and stress it causes, drives a feedback loop that can worsen these conditions.25 There is some hope that by therapeutically stimulating the emotion-gating limbic system the brain can be taught to reduce these disruptions to the sound mind.26 Tinnitus, hyperacusis, and misophonia are thought to arise from a hyperactive auditory midbrain and cortex likely caused by a malfunctioning efferent feedback system that is failing to perform its inhibitory job.27
Biological Impact of Noise in the Environment
One of the properties of sound is its ability to operate over a distance. Seafaring Inuit and Tlingit have traditionally used their hearing to detect the sounds of whales beneath the hulls of their boats. Tutsi and Hutu people can hear the low-frequency communication of elephants.28 But these abilities are beyond the grasp of most who have not learned to listen to sound details so acutely.
One of the reasons we are unable to listen carefully—and have turned into such a visually biased society—is because of all the noise. In One Square Inch of Silence Gordon Hempton tells us how his attention gradually shifted from listening to looking as he hiked the 150 miles into Washington, DC.29 As he approached the capital, air traffic noise became almost continuous. By Hempton’s reckoning, there are only twelve places in the world where silence can be experienced for fifteen consecutive minutes. And, to be clear, “silence” does not mean lack of sound. Rustling leaves, trickling streams, and singing birds count as silence in Hempton’s judgment. Rather, he is speaking of automobile traffic, airplanes, farming machinery, leaf blowers, and other human-made sounds. The cumulative extent of human-made noise is so extreme that seismographs designed to detect tectonic disturbances and earthquakes can detect it.30
What is the impact of noise on animals? Birds, frogs, and even whales increase the loudness of their calls, change their call rates, or change the sound quality of their calls as their environments get more polluted by noise.31 Song sparrows in urban areas shift the pitch of their calls from about 1,000 to 2,000 Hz to avoid the ambient city noises, which peak below 2,000 Hz.32 Many of us noticed an increase in the loudness of birdcalls and songs when the 2020 coronavirus pandemic forced a severe curtailment of human-created noise. However, during this time, birds actually reduced the loudness of their songs in response to the diminished din of human activity while doubling the distance they could be heard. At the same time, they increased song intricacy.33 Whales, if the noise pollution is severe enough, will simply go silent.b Moreover, the echolocation they rely on for navigation can be thrown off by ship’s sonar, thought to be a cause of some beachings.34
The United States was privileged, over a hundred years ago, to have a president who was forward-looking about conserving our natural environment. Theodore Roosevelt established five national parks, eighteen national monuments, and over two hundred national forests, wildlife refuges, and game preserves. In his documentary, Ken Burns calls national parks “America’s best idea.” Roosevelt recognized the importance of preserving natural resources and the spaces that house them for future generations: “Of all the questions which can come before this nation, short of the actual preservation of its existence in a great war, there is none which compares in importance with the great central task of leaving this land even a better land for our descendants than it is for us.”35
Too often, sounds are less appreciated than sights. We rally around causes that reduce visual pollutants and loss of forests, while there is a regrettable lack of awareness of the disruptive impact of noise on animal communication, mating, and indeed survival. We should regret the loss of silence and the impact it has on ourselves and other species.
What Can We Do about Noise?
Bianca Bosker, in the Atlantic, wrote about a man in Arizona who began to notice an omnipresent monotone hum at his house.36 First attributing it to someone’s pool pump or a carpet cleaner, he soon realized it was inescapable. Closing the windows or wearing earplugs wouldn’t block the sound. After some sleuthing, he tracked it down to a data center a half mile away. The activity of our twenty-first-century electronic lives—the Instagram posts, the ATM transactions, the online purchases, the research involved in writing this book—all involve accessing data that have to be stored somewhere. So data centers, with acres of servers and their requisite heavy-duty cooling systems, churn out noise that Bosker calls the “exhaust of our activity.” What can be done about noise pollution, and what can we do to mitigate its effects on our sound mind?
Job number one is to recognize noise as a powerful and detrimental force, even when it is not the type that makes us instinctively clap our hands over our ears. Noise fundamentally alters the sound mind and impacts our health. This biological evidence is underrecognized and underpublicized. Noise is virtually inescapable, so solutions are not easy. But reducing noise is something we can strive for. There are steps we can take to do this through our own behavior, through technology, and through enrichment. The first step is to simply become more aware of sound. Were you aware of the potential damage of exposure to “safe” levels of noise?
Download a sound-level measuring app on your smartphone and get a sense of your soundscape at home, at work, during your commute, and at the gym. Did you ever notice how noisy the gym can be? Between the overhead music, the clanking of barbells, the calls of the group instructor, and the brutal reverberation, it is a hostile aural environment. Ironically, we go to the gym for our musculoskeletal and cardiac health, but we may very well be damaging other aspects of our health. Maybe we don’t have to slam that locker door so hard.
As we become more aware of the sounds around us, we can ask, “Is this necessary?” We can try to resist what the world is becoming and think before we passively accept the latest modern convenience. Does our clothes dryer really have to speak to us? Is it essential for the car to chirp or honk every time we lock or unlock it? How to disable it is right there in the manual—it just takes a minute. Does Phyllis have to hold her phone at arm’s-length on speakerphone, shouting as she walks down the street? Does everyone at gate C12 need to hear Erik’s video game? I love concerts. Rock concerts should be loud, but why not lower the volume on the house sound system between sets? It might be nice to use that time to discuss the performance with a friend without having to shout or simply to recharge a bit.
A hundred years ago, if we wanted to hear music, we would need to seek out a concert or, much more likely, play it ourselves. There was always an element of active engagement. We had to make time for music, and our time was rewarded with gratification—and by increased activity in the reward circuitry of the limbic system. Dopamine is released, positively reinforcing it, making it an activity we return to.37 Now, music has moved from the foreground to the background, from a signal to a noise. Music is imposed on us in airports, in elevators, at the grocery store, and when put on hold on the phone. Instead of actively engaging with the music, we find ourselves treating it as one more source of noise to ignore, to grind our teeth to. When it simply joins the unwanted grating chorus of uninvited sounds, it is not tuning our brains through active engagement, not teaching us to pick up on the important details in sound, nor engaging our emotions fruitfully. We have learned to ignore it. How can that be good for our evolving sound mind?
Noise-Reduction Technology
A straightforward way to reduce noise is to use sound-isolating earplugs. Most are made of foam, and their one-size-fits-most design can work well, although I personally have difficulty with them because my ear canals are so twisty they fall out. I prefer the wax earplugs that mold to the contour of my ear canal and stay in better, especially at the gym or while I sleep in a noisy place. You can also look into custom-fitted earplugs. Often called “musician earplugs,” these are designed to lower the sound level across the entire frequency range equally, so you don’t selectively lose the high or low frequencies. Some custom-fitted earplugs have exchangeable filters to give you more or less sound reduction depending on the circumstance. For example, you might use an 8 dB filter while riding the subway but a 25 dB filter when playing drums. During the years-long construction period outside my office window, I wore my custom earplugs daily. This hugely reduced how much the noise bothered me.
Active noise-canceling headphones excel at mitigating continuous noise sources like airplane or train noise. They do so by generating out-of-phase sounds that are played simultaneously with the unwanted sound. The two opposing sounds cancel one another out but can also create more sound pressure. Some people, myself included, tend to feel fatigued after wearing these devices for a while. Both active and passive noise-attenuating earplugs have varieties with audio playback capabilities—you can listen to music, audiobooks, or podcasts at the lower volume a reduced background noise level affords you.
When performing live, musicians often use a stage monitor, a speaker that delivers the sound of their own instrument toward them, so they can better hear what they are playing. In-ear monitoring solutions offer advantages worth considering. Well-mixed sounds can be fed directly (and wirelessly) to the ear from the soundboard. And the custom-fit ear mold attenuates the other sounds being produced on stage, the drums for example. Moreover, mobility is enhanced—a singer does not need to worry if she is not close to a stage monitor. Due to the noise reduction, she also will experience less vocal/motor fatigue because she will be less tempted to shout over the sounds of the instruments or the crowd. Finally, in-ear monitors minimize acoustical variations between venues.
Although not a noise in the sense we have been using here so far, reverberation (echoing) also interferes with understanding speech and distorts music. Using foam tiles, rugs, and tapestries diminishes reverberation that impedes understanding what we want to listen to. Architectural design for restaurants, music venues, and other public spaces is increasingly receptive to concerns about noise. Acoustic baffling is often found in orchestra pits and on restaurant ceilings. Microphones can pick up ambient sound and speakers play it back in such a way that reverberation is minimized—reminiscent of the approach in sound-canceling earphones. (On the flipside, some spaces use active acoustics to enhance reverberation to liven the acoustic environment.) In addition to sound-level measuring apps, there are crowd-sourced apps that rate public spaces by their noise-friendliness. Looking for a quiet place to study or a spot for quiet conversation? It is increasingly possible to patronize places where someone gave some thought to the acoustic design.
Hearing aids incorporate digital noise-reduction technology to differentiate between speech and noise on the fly.c The hearing aids can be programmed to enhance certain sound ingredients (your partner’s voice) and cleverly apply amplification or attenuation instantaneously at appropriate frequencies to enhance speech sounds while ideally suppressing the clattering of dishes coming from the restaurant’s kitchen. In this way, hearing aids become a tool to facilitate listening rather than just hearing.
It is true that many of the best options are also the highest in price. Noise-isolating custom ear molds cost a lot more than off-the-shelf earbuds. In-ear audio monitors are expensive. Noise-reducing hearing aids add cost to an already pricy health-care expenditure. Quieter hair dryers are out there, but they are double the cost of run-of-the-mill models. But until we get better as a society at caring about noise, products like these will remain niche and expensive. In the meantime, there are low- or no-cost things that we can do for ourselves and for our neighbors.
Attitudes
I have been to concerts where the musician boasts, “We’re going to play so loud we’ll make your ears bleed,” and the audience responds, “Yeah!” There is a toughness that goes along with listening to loud sounds that can be destructive. This tough attitude is not unlike how we used to think about athletics—getting back in the game immediately after getting hit in the head. “Shake it off!” Consider seat belts and airbags in a car or safety protection in sports. As recently as the 1970s, only a smattering of professional hockey players wore helmets and major league baseball players would shed theirs as soon as they reached base. Today, a helmetless hockey player seems inconceivable. Baseball players wear their helmets while on the basepaths and varieties with extended jaw guards have become the norm. We now appreciate the importance of protecting ourselves against concussions. Today, even most macho halfwits wear seatbelts, and more attention is being paid to safety in sports even to the extent that, for better or worse, contact sports are on the wane. It is my hope that we stop being so cavalier about noise in the same way.
Attitude changes are in the air. People like Gordon Hempton, with his Quiet Parks initiative, are working to preserve silent spaces.38 People everywhere noticed and appreciated the reduced sound levels during the coronavirus shutdown. When noisy life resumed in Paris, noise complaints increased, especially about noisy motorbikes. Police anti-noise brigades stepped up their patrols and street-corner noise sensors were installed to issue automatic fines to motorbikes exceeding permitted noise levels.39
Our sound minds affect the choices we make in our sonic world. The less we appreciate silence and the more our brains become accustomed to noise, the noisier the world will get. A vicious cycle. Encouragingly, there are many opportunities to enrich the sound mind. Engagement with the right sounds can serve as an antidote to noise, as we saw in intensive-care babies, bilinguals, and musicians.
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Aging and the Sound Mind
Don’t shout. I can hear you, but I can’t understand you.
My three sons are close in age and sometimes competitive. I would often leave notes in their school lunches. One note that would periodically make its appearance in all three lunches was “You are my favorite child.” I think they were savvy enough to realize I didn’t have a favorite, or they eventually figured it out by gloating about it and discovering they all got the same note.
Like my sons, I have no favorites among the thirty-odd doctoral students that have trained at Brainvolts to date. But one who would definitely warrant a lunchbox note was Samira Anderson. Unlike most who came to Brainvolts in their twenties, Samira was already a self-described “old lady” when she entered graduate school. She had worked as an audiologist in a mix of private practice and medical settings in Minnesota for thirty years.
Her clientele—mostly elderly people—informed her interests. Namely, what role does hearing play in the aging process and vice versa? Under her tutelage, Brainvolts began its investigations into the older sound mind. Samira was absolutely the best person to spearhead this line of work. As a clinician, she craved a biological understanding of the conditions she had spent decades treating. And her study participants loved her! She was generous with her knowledge of what happens with communication as we get older and shared it freely with the broad cross-section of people eager to work with her. For years after our “aging brain” projects wrapped up, some of her participants would call Brainvolts wanting to know if we were still looking for research subjects.
On one hand, we know a lot about the aging process as it pertains to the ear—that is, the cochlea. As we age, a combination of our cumulative lifetime of noise exposure and degeneration of the components of the middle and inner ear takes a toll on our hearing thresholds. Thresholds—the quietest sound levels we can hear—change in a characteristic way as we reach late middle age. One study found 46 percent of people older than age forty-eight had a hearing loss.1 Another found hearing loss in 63 percent of those age seventy and up.2 This ear-focused hearing loss is known as presbycusis—from Greek presbys + akousis, “old hearing.” An experienced audiologist like Samira could probably look at a person’s audiogram and guess their age within five years with no other information. But what Samira—indeed anyone—could not guess is how well that individual could make sense of the sounds they actually were able to hear. Indeed, even with normal hearing thresholds, some older people simply cannot understand the sounds they can hear. This failure to make sense of sound usually takes the form of difficulty understanding speech in noisy places. Figuring out why this is, and what we can do about it, has been a holy grail of hearing science.
In addition to age-related cochlear deterioration (generally affecting hearing in the higher frequencies), the hearing centers in the brain can also deteriorate. Sometimes this is a consequence of diminished input from the ear.3 The brain needs sound to function optimally. Wearing hearing aids is accompanied by improved memory and listening in noise. Notable are the improvements in the brain’s response to sound ingredients.4 It is common to hear people say that wearing hearing aids helps them “think better.” For that matter, I will put my contact lenses in before getting on a phone call; being able to see well helps me think.
Brain changes are often unrelated to hearing loss.5 Indeed, aging is accompanied by a number of physiological changes in the sound mind. Aging can disorganize the tonotopic maps that distribute the processing of different frequencies and hinder the inhibitory processes that fine-tune frequency selectivity.6 In addition, there is slowing of neural timing,7 a reduction in connectivity among relevant brain regions,8 and increased neural noise.9
Moving outside of the auditory system entirely, physiological changes happen throughout the brain with aging. As we get older, hemispheric activation can become more symmetrical, blood flow is reduced, and our brains can shrink—about 5 percent per decade after age forty, with both gray and white matter affected.10 Mild cognitive decline involving processing speed and memory can occur.11 System-wide changes in neural processing with age can further hamper the ability to make sense of sound.12 I am talking about the day-to-day nuisances that start to become more common with age, like suddenly having difficulty calculating tips on a restaurant check or remembering what just happened in the novel you are reading. Cognitive difficulties with aging tend to involve this type of in-the-moment problem solving, which peaks somewhere in our twenties. In contrast, crystallized intelligence—the skills, knowledge, and ability learned and relearned over a lifetime—continues to improve into the seventies.13
And then there is dementia. It is not a specific disease; it is a group of symptoms that, along with memory loss, include confusion, decreased ability to concentrate, misplacing things, confusion about time or place, and often personality changes. Alzheimer’s disease is the most common form of dementia, and it is estimated that 50 million people worldwide are living with it today. The extent to which dementia is directly correlated with any of the physiological brain changes listed above is not clear. Post-mortem examinations of people with and without Alzheimer’s tend to be inconclusive; the degree of atrophy or degeneration often has little bearing on presence or severity of cognitive decline.14
What is clear is that sound is a door to our memory when other connections to the world are erased by dementia. Nancy Gustafson, a world-class opera singer, shares a personal anecdote about her mother, whose dementia had progressed to the point where she no longer recognized Nancy and was unable to speak more than single-word yes or no replies. One day, Nancy sat down at the piano in her mother’s memory-care facility and began playing Christmas carols. Almost immediately, her mother began to sing along and was able to carry on a conversation for a while. Nancy founded Songs by Heart to encourage singing in people with dementia living in elder-care facilities. Music can address emotional and cognitive health in people with dementia.15
Signature of the Aging Hearing Brain
With all this in mind, an audiologist like Samira who is trying to help a seventysomething client make the most of his hearing must be conscious that his difficulties understanding speech might have at best only a cursory relationship with his ear-centric hearing thresholds. His difficulties may stem from changes aging has wrought on both auditory and nonauditory parts of his brain.
With Samira at the helm, Brainvolts began a large-scale project investigating the auditory brain signatures of older adults. Using the frequency following response, we asked just what the auditory-brain signature of aging is—what sound ingredients were affected? Then we looked at how consequences of aging on the sound mind might be slowed or reversed.
It is not very convincing to proclaim that a physiological response to sound in an “old” brain is, for example, smaller than a “young” brain if the former is suffering from presbycusis. If the sound is not being transmitted from the ear to the various auditory brain stations, we wouldn’t expect the brain’s response to that sound to appear normal. So we took a two-pronged approach to minimizing hearing thresholds as a confounding variable. First, we did our best to match audiograms. Although the statistics on hearing loss I cited above are somewhat grim, there certainly are sixty-to-seventy-five-year-olds with normal hearing thresholds. And we were able to rustle up some people with hearing loss in our “young” group as well to balance the scales. Second, we applied custom amplification to our sounds. We carefully recorded hearing thresholds across the frequency span on all our participants and, based on their unique profiles, crafted individualized sounds for everyone. Gene got a progressive boost just from 1,000 to 4,000 Hz, matching his sloping hearing loss, while Marjorie got a flat bump across the board. Thus, to the best of our ability, we ensured that each subject was listening to sounds that activated their ear equivalently.
Even with audibility equated, there was still a nearly across-the-board decline in the brain’s response to sound in older listeners, as measured by the FFR.16 There were some nuances, but generally speaking, in our older subjects, responses were smaller. They were delayed. They were less stable (consistent). They were less synchronized. The harmonic content was attenuated. (See figure 12.1.) Most striking was response timing, which makes sense because processing-speed declines that come with aging can stem from changes in white-matter integrity.17 There was a delay in the brain’s processing of speech syllables, particularly those with complex timing such as the FM sweeps contained in words like “dog.” We saw delays in the response to these FM sweeps of as much as a millisecond or more—a lifetime in the hearing brain. The sound mind was simply not reacting as speedily as it had years before. What’s more, there was a relationship between the degree of response degradation and how participants reported their experience. The participants who claimed their ability to hear in noise was basically OK had responses that showed less deterioration; those who reported having difficulty did, in fact, have a more deteriorated brain signal.18 Remember, thanks to custom amplification, they were all “hearing” the same ear signal; so these self-reports suggest the brain signal we recorded represented the root of how well they were making sense of sound.
Older adults have a brain signature that shows declines in many facets.
Can improving the sound itself reduce cognitive aging? Older people with hearing loss were given hearing aids for six months. Not only was their listening in noise and cognition better even when their hearing aids were removed, but their sound minds showed signs of reorganizing.19
We cannot determine whether the auditory brain regions were failing to respond adequately in their own right or whether they had become sluggish due to being starved of input from cognitive centers that had independently declined with age. Either way, we saw clear evidence of a problem in the aging sound mind that cannot be blamed on the ear alone. Even with the best hearing aid in the world prescribed, fitted, and programmed by a top-notch audiologist, the aging brain may struggle with tasks like pulling speech out of background noise.
What is the solution then? Samira was determined to figure out how she could help her older clients restore the sound mind that age had begun to take away.
Staving Off Auditory Aging
Training
Coinciding with the ubiquity of the personal computer and smartphone, there has been a flourishing of computer-based “brain training” apps. Some targeting older adults, others targeting school-age children, they tout an ability to improve memory, cognition, and attention by “rewiring the brain.” Some have a plausible basis and are scientifically backed; others are probably just trend-chasing cash grabs. Among scientists, neuro- and otherwise, there is a mix of support and skepticism.20 Nevertheless, Samira realized that now, armed with an objective way to gauge their effect on the sound mind, she could measure whether the older brain’s response to sound could be strengthened by readily available training. If so, this would be important news for all of us and for hearing health providers.
Samira picked a commercial product that placed a special emphasis on auditory training. In particular, it included drills that directed attention toward particular sound ingredients, including distinguishing sounds (like FM sweeps), syllables, and words that differ in their timing. These are presented in increasingly complex listening contexts. The sound ingredients are easy to hear at first, but are modified to become increasing difficult based on the participants’ performance as they learn to hear increasingly subtle sound nuances. It seemed ready-made to address the sorts of issues her aging clientele dealt with and the brain signature she had uncovered. She recruited seventy-nine people between the ages of fifty-five and seventy and randomly enrolled half in eight weeks of brain-training exercises and the other half to view and take tests on educational documentaries over the same time period. Regardless of group, the activity was performed for one hour per day, five days per week. Before and after the eight-week training regimen, everyone received tests of memory, listening in noise, processing speed, and FFRs.
After eight weeks, the people who were enrolled in the brain-training exercises showed improvements in memory, listening in noise ability, and processing speed. Their neural timing also sped up, especially in response to the FM sweeps of speech syllables presented in a noisy background.21 None of those changes were seen in the people who viewed educational programming. It appears that directed auditory training over a relatively short time period can offer tuning of the sound mind and mitigate one of the chief complaints among older adults—that of difficulty navigating auditory scenes like hearing speech in noise. Samira recalls one of the brain-training participants, Fred, who couldn’t believe how much better he was able to hear movies. “Suddenly I was laughing at the jokes and wasn’t constantly wondering ‘Who’s that guy again?’ It seems like sharpening my hearing sharpened my whole brain!” Another participant, Sandy, reported she was enjoying the noisy gatherings with her grandbabies more. Unfortunately, there are indications that these gains may not persist;22 perhaps “booster” sessions are in order? Nevertheless, if chosen wisely, it seems that a brain-training exercise regimen could be a way to regain some of the timing precision that aging can compromise.
But what if there were a way to prevent this loss of timing in the first place?
Healthy Aging
With a growing aging population that is living longer and longer, there is increasing prominance given to the idea of healthy aging. The National Institute on Aging identifies four elements that can contribute to a productive and meaningful older life: maintaining a healthy weight, watching your diet, being physically active, and participating in hobbies and social activities. Doing these things has been linked to a lower risk of dementia and a longer life span.23
Conspicuously absent on the NIH list is the role of the sound mind in healthy aging. Yet the quality of life of an older adult is tightly linked to sound and hearing. Even with all other risk factors—age, sex, education, etc.—carefully controlled for, the existence of hearing loss is strongly and independently associated with cognitive impairment.24 And among those with a dementia diagnosis, the rate of cognitive decline is accelerated in hearing-impaired individuals.25 Both the NIH and the UK’s counterpart have identified hearing loss as one of the most modifiable risk factors of dementia.26 The dementia-hearing link is present in the hearing brain as much as it is in the ears. Listening-in-noise ability—which requires not only hearing the signal but the ability to think about it—is reduced in older adults with Alzheimer’s disease and other forms of memory impairment.27
There is another pernicious angle to the hearing-dementia link. Hearing problems, whether in the form of decreased audibility overall or difficulty hearing in noise in particular—is isolating. If you cannot hear speech well, you are less likely to go on outings with friends, attend church, call your children, or chat with the cashier at the grocery store. You tend to withdraw more and more, feel increasingly socially disconnected and lonely, and ultimately lead a less enriching life. These social factors—which do make the NIH list—are linked to dementia.
Just as a young adult can start exercising and eating well today to set herself up for healthy aging, there are things we can do for our sound minds that can pay dividends later on. Healthy aging begins in childhood.
Keeping the Sound Mind Young with Music
Musical training can contribute to a healthy older life. Listening to speech in noise is better in older musicians than in their nonmusician peers, and we can see this reflected in the brain’s response to sound.28 Moreover, older adults with musical experience maintain better memory and cognitive skills than nonmusicians.29
Brainvolts looked at auditory-brain function in older musicians. We recruited musicians and nonmusicians between the ages of forty-five and sixty-five. The musicians had decades of continuous musical practice, beginning in childhood. After carefully screening for normal hearing and IQ, and matching the groups on cognitive ability, physical, and social activity, we tested their hearing-in-noise ability. The musicians were better at listening in noise.30 Then we looked at what effect making music had on the aging brain signature we had discovered previously. Remarkably, the declines in processing of all sound ingredients—timing, consistency, the works—were reduced or even nonexistent in older-adult musicians. Their brains’ responses closely resembled those of healthy young adults (figure 12.2).31 Even older adults who do have ear-based hearing loss benefit from music making—listening-in-noise ability in older adult musicians with hearing loss can match or exceed that of nonmusicians who have normal hearing thresholds, even those half their age.32 With or without hearing loss, the musician brain keeps producing crisp, young-adult-like neural activity into older age.
An older musician’s auditory brain appears similar to that of a young adult.
A little goes a long way Late in life, arthritis robbed la mamma’s hands of strength leaving her with swollen, painful knuckles. She was unable to open jars and it was difficult for her to tie her shoes. But, thanks to her auditory-motor memory born of a lifetime of music making, she still maintained her ability to play the piano.
The positive outcomes of making music can last even if you do not continue to play music. I often ask my audience, “How many of you have played music at one time in your life?” Many hands go up. “How many of you are still playing now?” Most of the hands go down. Many of us had some musical training in the past. Just like investing a modest sum of money at a young age can pay off handsomely at retirement age, we wondered whether playing some music earlier in life could pay off even decades later. Once the sound mind, through music making, has learned to effectively connect sound with meaning, does it continue to reinforce this skill automatically later in life?
Older adults with as few as three years’ experience playing an instrument many decades before exhibited signs of a “younger” brain.33 Specifically, there was more robust timing to acoustically demanding ingredients like FM sweeps in speech. This result aligns well with complementary findings in animals demonstrating that auditory enrichment early in development yields better auditory processing later in life.34 The benefit, though, was more modest than in the older people who had kept up their music making. It was the lifelong musicians who showed enhancements in all of the sound processing ingredients shown in figure 12.2. Other investigations of early musical training found that older adults with at least ten years of musical training had better memory, executive function, and cognitive flexibility than an otherwise well-matched group with few or no years of music.35
It’s never too late What if you are older and you have never taken part in any music making? Will beginning musical activity now help?
Yes! As we saw with the eye-prismed barn owls and other animals,36 the human sound mind continues to be shaped into old age. An older person who begins to make music today can see benefits in both neural processing and real-life listening abilities. Ten weeks of two-hour weekly group choir sessions along with weekly vocal-training sessions was associated with an improvement in listening in noise and boosted neural responses to the fundamental frequency in speech (a voice pitch cue) in adults ranging in age from the mid-fifties to late seventies.37 Learning piano later in life led to better listening in noise and a strengthening of the brain’s speech-motor system.38 Another study pitting music listening against music playing found that the sixty-to-eighty-year-olds who actually made music improved their working memory and hand coordination.39
Inspired by older adults’ pervasive participation in singing groups in Finland, University of California professor Julene Johnson embarked on a large-scale study. She found a decrease in loneliness and an increase in quality of life among older adults who participated in community choirs.40 Quantifiable health outcomes like numbers of doctor visits, prescription medications, and falls were lowest in older adults participating in a choral group.41 So making music has a direct impact on the sound mind in older age, in addition to other benefits that music making can bring: improved quality of life, sharper memory, and an overall boost to well-being.42
Keeping the Sound Mind Young by Speaking Another Language
Sources of cognitive health include cognitive exercise, education level, diet, physical activity, and an active social life. Bilingualism is another factor to add to the list. Bilinguals typically outperform monolinguals on tasks that require cognitive skills like attention and inhibitory control. This edge is maintained in older bilinguals.43 In people with Alzheimer’s disease, the bilingual brain is able to tolerate a greater extent of brain degeneration before performance suffers.44 Some studies have attempted to pin a number on this finding and have claimed that speaking a second language can delay the onset of dementia four to five years.45
Embracing Aging
To tell the truth, I enjoy getting older. Someone my age has simply had more time and material to work with than a teenager. My life experiences—the sounds I have loved and lived with over the years—have made me me: the sounds from underneath my mother’s piano, the sounds of the mountains in Italy, the sounds of New York City, the sounds of my electric guitar in my twenties, the sounds of my favorite sons’ voices, the sounds of my electric guitar in my sixties, the rock opera I will write when I’m ninety … my own sound mind promises to evolve.
I have attended conferences on aging where the prevailing message is OLD = BAD. This conclusion comes from looking at factors we can measure: hearing thresholds, reaction time, atrophy in the brain. What’s missing is research on the immeasurable: wisdom, patience, compassion, joy. With age we learn how to listen and what is worth listening to. The product of life experience is impossible to measure, but if it were measurable, I think there would be more conferences with the theme OLD = AWESOME. (But maybe this is just a distorted perspective coming from my cognitively enfeebled mind.)
I hope the link between hearing, thinking, and how we feel will become increasingly recognized. Time travel is still out of reach, limiting what could have been done years ago to build up our sound mind. But learning (or relearning) to play music, studying another language, and training that strengthens sound-to-meaning connections offer possibilities. Our sound minds are a conduit to living a richly interconnected life.
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Sound and Brain Health: Spotlight on Athletes and Concussion
There’s more than one way to tune … or hurt … the sound mind.
My uncle Hans was an orthopedic surgeon, a skier, and a rock climber who made dozens of first ascents in New York’s Shawangunk Mountains and in the Dolomites. Hans was an advocate of physical fitness in children, and his research had a lasting effect on school curricula.
In the 1950s, Hans championed the idea that all children should get mandatory physical education in school, and that fitness training should not be reserved only for those who aspired to play varsity sports. He took this position after studies found that American children were less physically fit than their European counterparts.1 After administering the six-part flexibility and strength evaluation called the Kraus-Weber Fitness Test to thousands of children in the US, Austria, Italy, and Switzerland, Uncle Hans uncovered some sobering statistics: 58 percent of US children failed at least one of the six measures while only 9 percent of the European children did.2
Hans reported his findings to President Eisenhower, who formed the President’s Council on Sports, Fitness, and Nutrition. The later 1950s and 1960s saw a tremendous growth in physical fitness programs in the public schools. Hans’s point of view about youth fitness resonates with my view of music education. Neither fitness nor music training should be meted out only to those students who excel in these activities. Every child benefits from being physically fit. Fitness, like music, should be an integral part of every child’s upbringing.
Remarkably, Hans’s stance on youth fitness was something of an outlier at the time. Today, we know athletic training is one of the best things you can do for your body. It promotes physical fitness, improves cardiovascular function, sharpens cognitive skills, and boosts neurological health.3
What do rock climbing and physical education have to do with the sound mind?
An Upside of Sports: The Athlete’s Sound Mind
The brain is affected by athletic activity. Learning a new physical activity as an adult can increase the brain’s gray matter volume and sharpen cognitive skills.4 A direct link exists between myelin, a neural insulator that increases the speed of communication among neurons, and learning a new skill.5
Lurking inconspicuously in the background of the body systems strengthened by athletic participation is the hearing brain. An athlete will tell you that sound plays a role in her performance, from the obvious (listening and responding quickly to teammates’ cues and coaches’ instructions) to the subtle (monitoring the sounds of activity on the field to adapt one’s own movements).6 Athletes must rely on a responsive and precise sound mind. Thus, Brainvolts asked whether this can be corroborated physiologically in the brain’s response to sound.
We measured the brain’s response to sound in nearly 500 Division I NCAA athletes at Northwestern University and in another 500 nonathlete undergraduates.
We looked at how large the response to sound was relative to the background neural noise that is always present in the nervous system. As with the static in the background of a radio signal, you can improve the situation by minimizing the static or boosting the announcer’s voice. In our athletes and nonathletes, we computed how much bigger the response to speech is than the background noise. The sound-to-noise ratio was larger in the athletes. This was accomplished not by turning up the signal but by turning down the noise (figure 13.1).7 This suggests that physical activity can drive “cleaner” sound processing in the brain, potentially enhancing communication.
The signature of the athlete brain is a quieter brain. Sounds are enhanced because neural noise is reduced.
Like athletes, musicians and bilinguals have enhanced sound minds, but unlike athletes, they hear the announcer better by boosting his voice. Musicians show precise processing of sound ingredients essential for conveying which words are spoken (timing, harmonics, FM sweeps). Bilinguals have strong responses to the fundamental frequency, which helps lock onto the voice of the talker. The sound stands out to the athlete because it is unencumbered by background neural noise. Everyone hears the announcer well, but athletes, bilinguals, and musicians differ in how their sound minds make it happen (figure 13.2).
Compared to the average listener (top left), linguistic deprivation (bottom left) both turns up the noise and turns down the signal, making the signal more difficult to hear. The musician’s and bilingual’s brains (bottom right) turn up the signal while the athlete’s brain (top right) turns down the noise. Both strategies make the signal easier to hear.
Background neural activity reflects brain health, as seen by differences in background noise across socioeconomic strata and increases in neural noise with aging and after acoustic trauma.8 Neural noise is greater in the “linguistically deprived” brain. Reduction in the cumulative lifetime of linguistically rich sound-to-meaning connections leaves an excessively noisy brain poorly equipped to home in on important sounds. The athletes’ brains show the exact opposite. The reduction in ongoing neural activity in athletes suggests a less noisy neural infrastructure for them relative to nonathletes, enabling crisper processing of sound. A quieter brain can work more efficiently to make sense of sound because of the reciprocal connections the sound mind shares with cognitive, sensory, motor, and emotion systems.9 It remains to be established whether this mode of enhancement is tied to the overall fitness level of athletes, the heightened need of an athlete to engage with and respond to sound, or both.
A Downside of Sports: Concussion
Making sense of sound is one of the hardest jobs we ask our brain to do. It stands to reason that getting hit on the head can disrupt this delicate and precise process. Sound processing in the brain can provide biological insight into concussion.
The prevalence of concussions, also known as mild traumatic brain injury (mTBI), in sports is in the spotlight. Contact sports are among the most popular. Americans love football; Super Bowl viewership routinely doubles that of its closest competitors, typically a presidential address or debate.
From 2012 to 2019, there were on average 242 diagnosed concussions annually in the National Football League. This is a 7 percent concussion rate. The list of players in the NFL retiring following a concussion is long. Soccer, rugby, hockey, and other sports are facing an increase in early retirement. Well-known former NFL players, including Tony Dorsett and Jim McMahon, are suing the league for failing to adequately inform players about the link between concussions and long-term health problems.
Another estimate of concussion prevalence in the US, found that over 65 percent of the 200,000-per-year sports-related emergency room visits for head injury were in children under the age of eighteen.10 Some prominent former NFL players have called for eliminating tackle football before the age of fourteen.11 Calls for schools to modify play in contact sports are no longer considered fringe opinions.12
With the threat of concussion and repeated blows to the head, there is risk of both short-term and long-term brain damage to contact-sport participants. In particular, a condition called chronic traumatic encephalopathy (CTE) has been identified in dozens of retired NFL players postmortem. CTE is defined by cognitive impairments including memory, processing speed, and decision-making. Coined around 1940, CTE describes a condition previously referred to as punch-drunk and dementia pugilistica. The author of a 1928 Journal of the American Medical Association article noted that in punch-drunk boxers “marked mental deterioration may set in necessitating commitment to an asylum.”13 Indeed, anger, depression, impulsivity, and other changes in mood are common long-term results of repeated head injury sometimes noted in ex-NFL players.14 Some have been diagnosed with CTE postmortem, too often following suicide.a Participants of contact sports such as football or boxing can also experience “subconcussive” injuries. These injuries are not severe enough to cause acute concussion symptoms, but the accrual of subconcussive events over time is believed to lead to progressive brain atrophy and CTE.
The prevalence of CTE is difficult to ascertain, in part because people who have their brains evaluated for CTE more often than not are those whose histories of repetitive brain trauma and troubling behavior suggest a high probability of a CTE diagnosis.15 Acknowledging this built-in bias, a JAMA report in 2017 found that of 111 ex-NFL players who had their brains examined after death, 110 showed some evidence of CTE, with 86 percent considered “severe.”16
Sports organizations at all levels are reevaluating practices to prevent or minimize head injuries.b Along with such rule changes comes the necessity for timely, accurate, and portable assessment of head injury. Objective biomarkers that do not require the athlete to actively participate in testing have obvious advantages. After a head injury is not the best time to ask an athlete to actively perform a test. Moreover, there is a culture of perseverance and team loyalty among athletes that can result in the underreporting or masking of symptoms. An athlete having sustained a head injury might try to shake it off, insisting she feels fine and can return to play. Moreover, an athlete might try to game the system by deliberately performing poorly in baseline testing. For example, one such test asks an athlete to stand on one leg for a set amount of time. However, a wide receiver who knows he is likely to receive some big hits in a football game may intentionally feign a bit of wobbliness at the preseason baseline testing. “See coach, I couldn’t balance so well before my hit either. I’m fine to go in for the next play.” Ideally, there would be a measure where “the brain does the talking.”
There are good reasons to think the auditory system might be a fruitful avenue to reduce the ambiguity inherent in concussion diagnosis. We now understand some of the sensory, cognitive, motor, and emotional repercussions of concussion.17 Each of these brain systems is entwined with the sound mind.
Brain Assessment with Sound: A Brief History
There is precedent for using sound in the diagnosis and management of brain injury and other neurological conditions. Neurologist Arne Starr (whose watercolor Neuralscapes18 were reproduced in some of the figures in chapter 2) pioneered the use of auditory responses, measured with scalp electrodes, as an index of neurological health. The subcortical auditory system is the brain’s timing expert. Brain tumors, strokes, multiple sclerosis, and other neurological disorders can have a harmful effect on the timing of neural responses to sound.
When everything is working as it should, the hearing brain is a marvel of timing precision; it is only due to this precision that synchronized responses in deep-brain structures manage to eke their way to the surface of the scalp as recordable electrical fluctuations. The tiniest amount of disorganization in timing is enough to squelch or delay this minute signal, or to prevent it from ever seeing the light of day. A neural peak or trough occurring even a fraction of a millisecond later than expected gives us a strong indication that there is something worrisome going on in the brain.
Historically, tests of subcortical timing were limited to responses to sound onset. But now, it is possible to see how the brain processes other sound ingredients (pitch, timing, timbre …) using the frequency following response (FFR). Diagnostic uses continue to emerge, including disparate conditions that cannot be visualized with MRI, such as schizophrenia, ADHD, autism, language impairment, hyperbilirubinemia, and HIV.19
Concussion and the Hearing Brain
No single test can diagnose a concussion. Even if MRI were fast, cost-effective, and portable, you rarely see evidence of a concussion with brain imaging. A physician must weigh the results of a variety of tests along with a patient’s sometimes-unreliable reporting of symptoms. Furthermore, symptoms and impaired cognitive performance can be transient or may not emerge immediately after contact. There are guidelines for diagnosis, such as observing symptoms spanning somatic, cognitive, emotional, behavioral, or sleep domains, which cannot be explained by a preexisting condition, medications, or drug use.20 Yet two physicians assessing the same patient may quite reasonably come to different conclusions. And the stakes are high. If the individual making the assessment is an athletic trainer on the sidelines of a football game determining whether an offensive tackle should return to the line for the next snap, the wrong decision could endanger an athlete or negatively impact the outcome of a crucial game.
Much of what we know about a concussion’s effect on sound processing comes from observations of soldiers who suffer traumatic brain injury or concussion from roadside bombs and other circumstances where a blast is involved. Unsurprisingly, if you are close enough to an IED (improvised explosive device) to receive a concussion from the blast, the sound of the blast is liable to injure your ears. For a long time, there was no particular reason to think the physical impact of the explosion—the brain injury itself—caused any resulting sound processing difficulties. Rather, it was assumed that any auditory problems that followed were simply due to damaging sound exposure. But evidence is mounting that “silent” head injuries also might have a detrimental effect on making sense of sound.
People who have sustained a concussion can have difficulty performing auditory tasks. These tests range from tone-pattern recognition (beep-beep-boop, “What did you hear?” “High-high-low”) to speech perception. The most common complaint is difficulty hearing speech in background noise. Controlling for hearing loss, Erick Gallun looked at soldiers who had received traumatic brain injury but had normal hearing thresholds. He found their ability to hear speech in noise was three times worse than in matched control subjects.21 Similar findings on sports-related concussion have emerged; athletes who have received one or more concussions in the past have difficulty processing sound.22 Another indirect line of evidence that sound is involved in concussion is that auditory rhythm-based therapy is a promising line of rehabilitation in the recovery of cognitive skills after a concussion.23
Concussion often causes swelling, which compresses brain tissue.24 Concussion can cause shearing or tearing of nerve fibers.25 Some of the longest fibers in the nervous system connect subcortical and cortical regions of the brain. Nerve fiber integrity in the midbrain is reduced following collegiate football participation.26 Concussion can disrupt auditory cortex function.27 Subcortical timing to sound onsets is affected by head injury,28 with a correlation between the severity of the injury and the extent of the timing delay.29
Concussion in Child Athletes
Most concussed patients recover within a week, but in about a third of cases, symptoms persist for a month or more. Brainvolts partnered with Cynthia LaBella, a pediatrician and concussion specialist, to investigate auditory processing in these persistent cases. Cynthia directs sports medicine at a major children’s hospital that sees about 300 concussion cases a year, most resulting from athletic injuries. We tested children in her clinic who had persistent symptoms and were actively symptomatic after having sustained a concussion. Sure enough, these children had excessive difficulty hearing speech sentences in noise.30
This study gave us evidence of auditory processing difficulty with a concussion, even when the ear is normal and you can take hearing loss out of the equation. Motivated by the need for improved concussion assessment, we began to look into whether the damage that causes auditory processing problems following a concussion can be measured physiologically.
Dr. LaBella’s sports medicine clinic sees children with musculoskeletal injuries (for example, sprained ankles, broken arms) as well as concussions. Brainvolts alumna Ellie Thompson tested these children on their hearing-in-noise abilities and obtained their FFRs. We discovered that timing and the size of the fundamental frequency identifies concussed children at an impressively high rate, while clearing controls (children with musculoskeletal injuries)c at an even higher rate.31 What’s more, these children, who were at various stages of the recovery process, had fundamental frequency responses that correlated with the severity of their symptoms, positioning the hearing brain to monitor recovery. Indeed, in the children tested at a second time point as their concussion symptoms were clearing, their auditory brain activity returned to normal. Subsequent work continues to solidify the sound mind-concussion link.32 The fundamental frequency finding fits the problems in understanding speech in noise we had noted in concussed youth. We rely on voice pitch to understand speech in noise. Locking on to the pitch of a talker enables one to treat their voice as a unified auditory object, helping it stand out from the distracting noises in the background.33
Concussion in College Athletes
Tory Lindley, assistant director of athletics and head athletic trainer, naturally wants Northwestern University to win. This includes being a leader in athletic health and safety.
I think of myself as an athlete—I regularly enjoy calisthenics, boxing, hip hop dancing, and bicycling. Way back when, I rode 3,000 miles cross-country in thirty-three days. But I do not follow team sports. Jen Krizman follows them all. Jen (who may be even more competitive than Tory) was tuned into the ongoing concern about head injuries in sports, and was instrumental in connecting the dots between auditory processing and concussion. Jen spoke the language of sports that I decidedly did not. She helped guide Brainvolts and Northwestern University Athletics into a partnership to look at sports participation holistically—the good as well as the bad—as it pertains to the sound mind.
In testing the football team, we began with twenty-five symptom-free athletes who had had one or more concussions in the past but were recovered by the time of their testing. Would their auditory brains reveal a legacy of their past injuries? We examined the brain’s response to sound in these recovered-from-concussion athletes and compared them to twenty-five football players who were position-matched yet had never had a concussion. Like the symptomatic children we studied, the football players with a history of concussion exhibited reduced responses to the fundamental frequency.34 Not only does the sound mind show promise in the assessment of active concussions, but it appears to be sensitive to past head injuries as well. Perhaps this work can contribute to the quest for early identification of CTE, which at present is diagnosable only at autopsy.
We have expanded our investigation of the sound mind and concussion to all athletes, male and female, across the population of Division I athletes at Northwestern University. We test all five hundred of them at the start and end of every season. If an athlete sustains a concussion, we immediately evaluate the athlete and follow him at weekly intervals. We compare a given athlete’s response to sound to his own baseline neural signature.
Pitch, timing, and harmonics seem to arrange themselves systematically with the stage of head injury. In the acute stage, all three ingredients show signs of disruption. The disruption of harmonic processing is the first to resolve as symptoms begin to clear. After recovery, timing is restored, although a hint of pitch encoding difficulty can leave a lasting legacy on the brain (figure 13.3).
Stages of disruption of neural processing of sound following concussion.
As it progresses, our longitudinal study will inform us about the possible risk of playing collision sports even in athletes who escape a concussion. Because of its sensitivity, granularity, and vulnerability, the FFR is a strong contender to pick up on the subtleties of aggregate disruption in auditory processing that might result from cumulative subconcussive head impacts. Can four years of participation in a contact sport in the absence of a clinically recognizable concussion harm the brain? Or do we see only the athlete’s “quiet brain” enhancement?
Returning to Play
“Does Beth need to come out of the game?” “When will Stu be cleared to play?” The chance of sustaining a second concussion increases following the first.35 This is likely because the brain has not fully recovered, making the athlete at increased risk for future injury. Hopefully, a measure of the brain’s response to sound will help determine when an athlete is ready to return to play.
Returning to Learn
The sound mind works in detecting brain injury because auditory processing is compromised. A young person who has recently had a head injury might not do well in a noisy classroom. This has implications when a child with a sports-related concussion returns to school. Clinicians and teachers are gradually becoming aware of how a damaged ability to make sense of sound might impact life outside the playing field in the classroom or workplace.
Vision, Balance, and Hearing
Vision and balance are routinely assessed following a concussion. What about hearing? With Dr. LaBella, team physician of the North Side Youth Football League in Chicago, we tracked neurosensory performance in young tackle football players across two consecutive seasons. Notably, each measure—vision, balance, hearing—contributed a distinct insight into brain health.36 Performance on one of these domains could not predict performance on the other two, supporting their combined use in concussion assessment.
Summing Up
Sound rarely makes the news, especially in international politics. An exception was in 2016, when US and Canadian diplomatic corps stationed in Cuba reported hearing persistent, focused sounds. Upon examination, many of the diplomats exhibited typical signs of a concussion, including headaches and dizziness. In a news piece on the attacks, the New York Times referred to the diplomats’ condition as “immaculate concussions.” The source of the sounds remains a mystery, with suggestions ranging from targeted microwave blasts to lovelorn crickets. But whatever the sound source, a thorough assessment of the sound mind could help determine whether this kind of injury is in fact analogous to a concussion.
Building on the history of using sound to assess brain injury and other neurological conditions, an assessment of the health of the sound mind adds a new level of precision and potential. Incorporating auditory testing into standard practice of concussion management could improve health outcomes for athletes. Our growing knowledge of how concussions can affect the hearing brain promises to give us greater understanding of the sound mind in all of its complexity.
Physical training has positive effects on sound processing and contributes to overall brain health. I think Uncle Hans, who was happiest when he was clinging to a sheer rock wall, would agree. No matter what the activity—athletes need to train just as musicians do. My hope is to see physical health become a bigger educational and social priority.
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Our Sonic Past, Present, and Future
Making sound choices for our sonic future
Sound Is Everywhere—Even Where We Least Expect It
Sound is a powerful force that shapes our sound minds and the world we live in. But so far, I have only touched on a part of sound’s reach.
Plants can hear! We all know someone who talks or sings to his plants to entice them to grow. Indeed, scientists have looked at the validity of claims of sound affecting plant growth. In one case, the germination and seedling growth of jack pines was observed to accelerate when subjected to ultrasonic (too high-pitch for human ears) sounds.1 In another, vibrations in the human-audible range (50 Hz) promoted seed germination and root elongation in rice and cucumber plants.2a
Any plumber can tell you that plant roots like to make their way into water pipes underground. Monica Gagliano looked deeper into this phenomenon by growing pea plants in forked pots where roots could grow to the left or to the right. Playing an audio recording of water at one branch of the fork (crucially, without water actually being present) caused the plant to reliably send its roots in the direction of the sound.3 Moreover, plants, like vertebrate neurons, are tuned to particular sound frequencies. Corn roots in water will bend only toward the source of a 220 Hz sound and not to other frequencies.4
Plants use sound to gather information about their environment interpreting cues that are beneficial for their survival. A process known as buzz pollination happens when plants—including eggplants, blueberries, and cranberries—release their pollen only when certain bees buzz at the correct frequency, somewhere in the 200 to 400 Hz range.5 This prevents the “wrong” kind of insects—those without fuzzy bodies tailor-made for spreading the pollen around—from getting to the pollen.
Bioacoustics, the science of the relationship between animals and their acoustic environments, can be used to investigate sound production and perception. Ranging from underwater sounds—like whale songs that can travel for hundreds of miles—to echolocation in bats to birdsong, bioacoustics is a growing field.
The power of underwater sound and its deployment has helped in recovery of coral reefs. Coral reefs, naturally noisy places—from the clicks of seahorses to the grunts, purrs, or even barks of fish—produce a rich soundscape. When reefs begin to die, due to an extreme heatwave and overfishing, sounds diminish as their inhabitants move away. Fewer residents mean less sound, making the reef less attractive to newcomers who use sound to judge its desirability for habitation. In an investigation to test the importance of sound, several new reefs were built in an area devastated by coral mortality. Some of the new reefs were rigged with speakers piping in the sounds of a healthy reef, while in others, there was no sound. The sound-rich reefs attracted double the fish and other marine life as the silent ones.6
Another unexpected presence of sound comes in the airline meals served to us. Did you ever wonder why airline food tastes a bit off? A little blander than it ought to? Or why a disproportionate number of fliers seem to order tomato juice or Bloody Marys? Is it the dry air? The low pressure? The altitude? It turns out the biggest reason is sound. Loud noises like those of jet engines affect our taste perception. In particular, salty and sweet flavors are suppressed.7 On the other hand, umami—a dominant flavor in tomatoes—is largely unaffected.8 It may be that we gravitate to tomato juice because it is one of the few things that tastes “right” to us at 35,000 feet, while we can be left unsatisfied by the foods and drinks calibrated to a “quiet-appropriate” level of salty or sweet. From an evolutionary standpoint it makes sense that loud sounds would suppress your appetite. Who is hungry when there’s an avalanche coming?
For better or worse, sound can be used as a weapon. Classical music has been used outside shops to dissuade teenaged loiterers. The US military has developed bona fide sound weapons, like a focused beam of sound that can be “shot” at individuals or groups (e.g., protestors that authorities want to disperse). The force of the wave can temporarily debilitate an individual from hundreds of meters away. There are narrow-beam sound technologies that can deliver sound at great distances to pinpoint locations—for example, to speak a warning to a distant unidentified boat that approaches too close to a naval ship. And there is still the open possibility that sound weapons were the source of the concussion-like symptoms that beset diplomats in Cuba.
A Word about Metaphors
The brain-as-computer metaphor remains unpersuasive to me. There is plenty we do not know about the brain and that includes the sound mind. But what we do know about the brain is that it works nothing like a computer.9 In this book, I’ve made liberal use of metaphors, especially that of the sound mind as a mixing board. This metaphor, like any, has limits. In the case of the mixing board, it is inanimate, while the sound mind is alive and exists in the lived world. Like the second grader who uses hungry crocodiles to help him keep his inequalities straight, or the beginning electronics student whose understanding of the invisible flow of electrons is helped along with imagery of water tanks and pipes, the mixing board metaphor serves as a tangible expression of an underlying truth. Still, the neural processes it helps us imagine elude our full understanding.
Sound Connects Us to the Lived World
The other day I was walking outside in the town of Evanston, where I live. I was on the phone with my son who lives a thousand miles away when all of a sudden he interrupted the story he was telling me and exclaimed, “Evanston birdies!” He knows the sound of home. We all do.
We viscerally respond to the sounds of home—the neighborhood birds, the sounds of leaves rustling, the distant church bell, the abrupt hiss-honk of the city bus’s air brakes and the pick-up basketball game down the street. Even the sound of the traffic when filtered by nearby houses and trees acquires a unique timbre as it arrives at my back porch. These all impart a sense of place, a place of belonging.
Over the years, I’ve learned public speaking goes best when I feel I’m speaking directly to the audience—no script, no reading, no podium. While my topics are thoroughly prepared, I allow room for spontaneity. I never know which words I’ll use; I find them in the moment.b I have the same preference for making music. I’m happiest with a deep knowledge of the structure of the piece, but I crave the room to improvise—no score between me, the sounds I’m making, and whoever may be listening. I let the music take me where it wants to go, but always with an eye toward bringing it back to the tonic. Back home.
Sound allows us to connect perhaps more than any other sense, even at a distance. Some believe the origins of music lie in mothers singing to their babies to establish bonds—so the infant could be comforted by her presence even if she were a little ways away attending to something—and then more broadly, to form cohesion in the larger social group.10 Singing was the first music and music remains a strong social connector.
One of the languages I learned to speak is harmony. You simultaneously hear yourself and what your partner is singing, and use this feedback to adjust your own movements accordingly. This interaction is about modulating the space between voices, a marriage, a sensitivity to the other person and to the space between them. Singing harmony is emblematic of sound’s power to connect us.
Sound is alive, created and experienced in the lived world.
Context and the Sound Mind
One evening at dinner with my son’s girlfriend’s family, I thanked her father for his wonderful daughter. “She is mostly self-made,” he said. This, in a human-relations analogy, encapsulates much of what I have come to appreciate about the sound mind. The role of the ears—like the role of parents—is undisputedly crucial. And what our sound minds do with the sounds we encounter throughout our lives makes us who we are, sonically speaking. The sound mind brings context to the sounds our ears deliver to it.
We may have learned from our piano teacher that a B-flat is a perfect fourth above F. If we are geeky enough, we might know that the B-flat below middle-C has a fundamental frequency of 233 Hz. Somewhere along the way we may have learned the satisfying etymological origin of “malaria” is mal aria, “bad air.” By themselves, these bits of “just the facts, ma’am” knowledge are meaningless without putting them in context. Being able to incorporate the knowledge of musical intervals into a musical composition or the knowledge of individual words into a novel provides that context. It is our sound mind’s role to put the sounds it encounters into the context of our lives.
The sound mind affects the music we compose. Why didn’t Bach use dissonance, meter, and rhythm in ways we have later come to know as jazz? Bach had the same twelve notes at his disposal. But Bach worked within the confines of his own sound mind shaped by the sonic environment he inhabited, just like anybody else.
As a group, bilinguals, musicians, dyslexics, and aging adults have distinct sound-mind signatures, but understanding individual sound minds is where the fascinating question lies. In How Musical Is Man?11 John Blacking notes: “Everyone disagrees hotly and stakes his academic reputation on what Mozart really meant in this or that bar of one of his symphonies, concertos or quartets. If we knew exactly what went on inside Mozart’s mind when he wrote them, there could be only one explanation.” Mozart had his own sound mind. Everyone has their own unique sound mind.
Consider a sound—the “mighty da” is as good as any. Within this short utterance, there are timing cues and pitch cues. There is harmonicity. There are FM sweeps and a particular pattern of harmonic bands. We can measure, on a micro level, the brain’s response to any of these sound ingredients. In isolation, it can tell us that someone’s timing is a bit off or they lock on to voice pitch especially robustly. Or we can look at these attributes in the context of a person whose life experience has molded the hearing brain into a unified sound mind that processes all of the attributes as a whole. We can think of putting these facts together as something like filling in a survey:
Looking at only one attribute, we can say, “You have late timing” or “You have a consistent response.” Alternatively, we can look at the profile as a whole and say, “You’re a bilingual dyslexic!” or “You’re Joey!” (figure 14.1). Sound and the sound mind’s electrical response to it must be taken in context.
The sound mind adjusts our sound processing, emphasizing and deemphasizing sound ingredients based on a lifetime of hearing, feeling, moving, and thinking with sound.
The hearing brain is a beautiful integrated system. But our auditory equipment on its own, though intricate and impressive, doesn’t function in isolation. We would never learn anything about sound without relying on the context provided by our thinking, sensing, moving, and feeling brains to give meaning to the process of hearing.
When we hear a sound, it is instantly accompanied by all its associated feelings, visual cues, and what we know about it (“That’s an Italian accent”). We register these components all at once in what is called “perceptual binding.” Scientists and philosophers have long grappled with how and where all the components we perceive come together. What we know about sound, how we feel about it, and what sights accompany it, influence how we make sense of sound, bringing us closer to an understanding of how it all comes together.
Our Sonic Personality
I am fascinated by the biological adaptations that take place over the course of our lives and unconsciously make us hear in our own way. I recently revisited Bach’s Italian Concerto decades after I learned it on the piano. At first I was lost, then it started to come together, slowly at first, and then faster. Coaxing a memory out of my sound mind uncovered a part of me I didn’t know was there. My conscious mind couldn’t help me, but eventually the piece began to emerge.
Experiences like this have encouraged me to pay more attention to my gut feelings. We are cautioned to look before we leap, to weigh the pros and cons of every situation, to be rational. But if our gut is telling us something, maybe we should listen. This is because gut feelings are not arbitrary. They come from years of experience. Gerd Gigerenzer, in his book Gut Feelings, talks about how some situations resist reasoned calculations.12 There is not enough information to be 100 percent sure of the right stock to invest in. You can look at past performance, study the financial standing of the company, and evaluate the C-level executives. But in the end, there are no guarantees. It is often your gut that will push you to invest in Able, Inc., instead of Baker Corp. For a seasoned investor, listening to the gut to tip the scales toward a particular investment will pay off more often because of an accumulated lifetime of gathering data about the intangibles that make a good investment. The key to whether a gut feeling is likely to be a good one or not is experience.
Gut feelings are analogous to the sound processing strategies our sound mind has honed to a default state, ready to react to sound or play a long-neglected concerto based on our accumulated experience. Much of our perception of the world is as intangible as a gut feeling. Yet by analyzing how sound is processed by the signals inside the head, we can glimpse how our experience has shaped our interpretation of the sounds outside the head. Everyone has their own sonic fingerprint. How have the faders on our mixing board been adjusted? Have we honed our sound minds by making music or learning a second language? Have we dulled our brain with noise exposure or deprived it of the rich sounds of language? Which choices can we make now to allow sound to change us for the better as we live out our lives?
The Sound Mind Shapes Our Choices for Our Sonic Future
The power of sound is a well-kept secret. My goal in writing this book has been to give voice to the power of sound. A call to shift, if only occasionally, away from our visually dominated and materialistic outlook toward what sound can offer. Armed with this knowledge, we can recognize sound as an ally in our own lives, the lives of others, and other living things.
Who we are and what we value impact the world we live in. The sound minds we develop sculpt our sonic world based on what we prize and what we dislike. And our choices will affect the sonic world of our children and our children’s children. Our sound mind decisions can lead us to priorities for how we lead our lives.
Figure 14.2
The sound mind guides our choices for our future sonic world.
Before I close this book, I would like to share some of the sound mind choices I have made for myself and my family, and leave you with some ideas to ponder about leading life with a sound mind:
Biologically speaking, we are what we do. We are what we pay attention to and how we spend our time. We are what moves us. We are what we love.
What I have shared with you in this book are my scientific gut feelings based on years of thinking about the biology of hearing. Science cannot furnish every answer, but we have abundant evidence to trust that sound is a force shaping our minds. We can give voice to the power of sound by considering initiatives for making music, foreign-language learning, and athletics. Sound has a place in medicine for people (and coral reefs). We can work to honor silence, the sounds of home, the soft sounds we love, and avoid excessive noise in the places we spend our time. We can consider sound in the creation of new spaces. We can try to make music with our families and friends. We can appreciate the beauty of sound with awe.
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At once meticulous and able to entertain infinite possibilities, my son Russell personifies a common thread between art and science. As an artist, scholar, and musician, he gives the gift of his thoughts in his kindness to others. Russell has disciplined himself to learn since childhood. His love of learning for its own sake, and because it feels right, is the best foundation for art and science I can think of.
Nothing is better for my sound mind than living with my husband Marshall. He shows me what the sound mind is capable of, from recognizing cartoon characters in the voices of actors, to how he lives his life as a note reading, imitating, and improvising musician. He graces the sonic world with his teaching and performance. In writing this book and always, really, I am grateful I can count on Marshall to be unmercifully honest. And, I am glad he finds microphones and electrical impedance suitable topics for dinner conversation.
Glossary
Afferent A movement toward a node (e.g., the brain). In the auditory system, it is the progression from cochlea, through midbrain and thalamus to auditory cortex.
Amplitude modulation (AM) A fluctuation of sound intensity (loud-soft-loud-soft, like many alarms). The vibration of our vocal cords as they open and close amplitude modulates the sound. The AM rate is the fundamental frequency of a speech sound, which contributes to the pitch of the voice (lower in men, higher in women).
Binding problem How input from multiple sensory systems are combined and coordinated to form a unified object.
Efferent A movement away from a node (e.g., the brain). In the auditory system, it involves, for example, neural signals from cortex to thalamus, from midbrain to cochlea, etc.
Frequency A count of something per a fixed time unit. The frequency of a sound, measured in cycles per second (hertz), determines its pitch.
Frequency following response (FFR) A neurophysiological response to sound that reflects how the brain processes the many ingredients in sound such as pitch, timing, and timbre.
FM sweep A frequency modulated (FM) sound changes in frequency over time. An example is sweeping across the notes on a piano or a siren. The FM sweep is an important ingredient of speech, especially pertinent in consonant sounds in the form of bands of concentrated acoustic energy sweeping from low to high frequencies or vice versa.
Fundamental frequency The lowest frequency of a harmonic sound. The fundamental frequency confers the perception of pitch.
Hair cell Located in the inner ear, hair cells are gently moved by fluids set in motion by air movement (i.e., sound). This movement triggers an electrical signal, thereby completing the transduction from sound to electricity.
Harmonics Frequencies present in a sound at integer multiples above the fundamental frequency. For example, a sound with a fundamental frequency of 150 Hz will have harmonics at 300, 450, 600, etc., Hz.
Hyperacusis A condition where low- or moderate-intensity sounds are perceived to be uncomfortably loud.
Inhibition A process of suppressing the firing of neurons below their spontaneous firing level. As an example, in the auditory system, neurons tuned to frequencies adjacent to an incoming sound will reduce their firing so that the firing of exactly tuned neurons is emphasized.
Limbic system The brain network that support emotion, motivation, and feelings such as pleasure.
Midbrain A region of the brain that lies between the brainstem and the cortex. In the auditory system, the midbrain, a hub at the crossroads of the sensory, motor, cognitive, and reward systems, is a particularly useful window into the sound mind.
Mismatch negativity A neurophysiological response to a change in an ongoing sound pattern. For example, the movement of a snake in the grass creates a change in the ongoing sound of rustling grass.
Misophonia A condition whereby sounds such as chewing or a ticking clock are excessively disturbing.
Neural plasticity The ability of neurons in the brain to change their responsivity due to learning. A classic example is the expansion of the somatosensory and motor maps corresponding to the left fingers of a violinist.
Neural synchrony When neurons fire together to the timing landmarks in the sound.
Neuroeducation Also known as educational neuroscience. A science-based approach to informing teaching methods that maximize academic achievement in children.
Neurophysiology The study of the function of the nervous system.
Otoacoustic emission Sounds emitted from the ear that can be used to assess function of the outer hair cells and the efferent control of them.
Phaselocking A repetitive firing of a neuron to a repeating, cyclical auditory signal such as a sinewave or a jackhammer.
Phoneme The smallest sound unit of speech. A phoneme is not mapped one-to-one with letters. For example, the phoneme /f/, one of forty-four in English, can be found in the words fact, phone, half, and laugh.
Pitch The perceptual sensation of sound frequency. Generally, a sound with a high frequency will sound high in pitch. A sound with low frequency will sound low in pitch.
Reticular activating system Brain centers involved in arousal and attention.
Spectral shape The pattern of harmonic energy in a sound that gives rise to the perception of timbre. The spectral shape of a speech sound determines which consonant or vowel was spoken. In music, it determines which instrument was played.
Spectrum A visualization of the frequencies that make up a sound or brain signal. A spectrogram is a visualization of frequencies as they change over time.
Timbre The quality of a sound imparted by its spectral shape. An oboe and a trombone have different timbres even when playing the same note. Although we rarely talk about the timbre of speech, the same principle that distinguishes among musical instruments applies to distinguishing speech sounds such as “ah” and “oo.”
Tonotopy The tendency for structures in the auditory pathway to be arranged topographically by preferred frequency. Also called tonotopicity by presumably the same people who use words like beautifulness instead of beauty.
Transduce To convert something to another form. As used in this book, the air pressure waves of sound are converted by the cochlea to electricity.
Working memory A temporary form of memory that can be accessed and manipulated. To contrast echoic memory from working memory, it is the difference between rote repetition of five heard words and repeating them in alphabetical order.
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