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NEITHER IS BETTER

The genetic code is not a blueprint for assembling a body from a set of
bits; it is more like a recipe for baking one from a set of ingredients. If
we follow a particular recipe, word for word, in a cookery book, what fi-
nally emerges from the oven is a cake. We cannot now break the cake
into its component crumbs and say: this crumb corresponds to the first
word in the recipe; this crumb corresponds to the second word in the
recipe, etc.

—Richard Dawkins

Francis Crick, codiscoverer of the structure of DNA, recently ar-
gued in his book 7he Astonishing Hypothesis that the activity in our
minds has its basis in our brains: “To understand ourselves, we must
understand how nerve cells behave and how they interact.”!

Crick is surely right that the mind arises from the activity of the
brain. But, having grown up in the late twentieth century, the son of a
software engineer who once studied the biophysics of neurons, I can’t
say that I am astonished. To many people of my generation, it has be-
come obvious (maybe even banal) that our thoughts are the product
of our brains. In the words of MIT cognitive scientist Steven Pinker,
“The mind is what the brain does.”2

In contemporary society, we are surrounded by evidence of the
influence of the brain on the mind. Science has shown that Prozac
affects our mood by targeting the brain, that strokes can cause brain
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lesions that alter our behavior, and that distinct parts of the brain are
active in different aspects of cognitive functioning—the right brain
when we listen to music, the left when we listen to speech,? the
amygdala when we are frightened, the right prefrontal cortex during
orgasm.>

But although most people have by now accepted the fact that the
mind has its origins in the brain, far fewer have become comfortable
with a second fact: that the origins of the brain are in the genes. The
molecule that Crick helped to decipher just over fifty years ago has had
an enormous impact on science, medicine, even law. Yet it has had al-
most no impact on theories of the mind.

If genes can predispose us to cancer or diabetes, it stands to reason
that they might significantly shape our minds. It is easy to admit that
genes have something to do with why one breed of dogs is friendlier
(or meaner) than another, but even scientists can be reluctant to ac-
cept the notion that they might affect our own thoughts and behavior.
In a recent issue of Current Anthropologist, two Stanford biologists,
Paul Ehrlich and Marcus Feldman, wrote that “the concept of overall
heritability should be restricted in its employment to plant and ani-
mal breeding. . .. [When it comes to humans] genes can control
some general patterns . . . but they cannot be controlling our individ-
ual behavioral choices.”®

Ehrlich has gone so far as to argue that the effect of genes must be
limited because of what he has dubbed a “gene shortage.” Our species
has perhaps 30,000 genes, yet our brains have on the order of 20 bil-
lion neurons. “Given that ratio,” Ehrlich concluded, “it would be
quite a trick for genes typically to control more than the most general
aspects of human behavior.”” This view was recently echoed in the
writings of cultural critic Louis Menand, who, in the pages of 7he
New Yorker, wrote that “every aspect of life has a biological foundation
in exactly the same sense, which is that unless it was biologically possi-
ble it wouldn’t exist. After that, it’s up for grabs’®—echoing an old
boast by John B. Watson (no relation to Crick’s collaborator James)
that he could raise any child to do anything, so long as he had his
“own specified world to bring them up in.”® People don’t want to ac-
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cept that genes play an important role in our mental life because this
notion challenges our sense of being able to shape our own destinies.

But it is patently clear that genes do shape our mental lives. Al-
though Ehrlich and Feldman are, strictly speaking, correct—genes
certainly don't control our destinies—genes do contribute to our per-
sonalities, our temperaments, and the qualities that make each indi-
vidual unique, as well as to the qualities that make the human species
unique. Modern science has revealed dozens of ways in which genes
have a demonstrable effect on mental life. Animal studies have shown
that aspects of behavior and personality can be genetically transmitted
(as in the example of the dog breeds that I mentioned earlier, and in
studies in which mouse geneticists have bred rodents to be as anxious
as Woody Allen).10 Studies of twins have shown time and again that
people who share more genes (such as identical twins) are more simi-
lar than those who share fewer genes (such as fraternal twins), not
only in physical attributes, but in personality and intelligence, indeed
just about anything mental that can be measured.

Of course, not every similarity between twins depends on genes.
When two seventy-one-year-old Finnish twins died within hours of
each other on March 6, 2002, each of a bicycle accident, each while
riding on the same road, it really was just a coincidence.!! Genes
might have predisposed them both to enjoy physical activity or to en-
joy taking risks, but it was sheer chance that caused them to die on
the same day and in the same way. Nevertheless, the influence of
genes on our mental structure is undeniable.

This influence extends to the structure of the brain itself. For ex-
ample, a team of brain imagers from the University of California at
Los Angeles combined with a team of geneticists from Helsinki to
take three-dimensional magnetic resonance images of the brains of
twenty sets of twins—ten identical, ten fraternal—carefully matched
in terms of their social class, when they were born, and how much
time they had spent together.!2 The density of the gray matter of the
brain—the part of the brain that is most likely to stay constant re-
gardless of experience—was much more similar in the brains of iden-
tical twins than in the brains of fraternal twins.
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Another team found that the volume of white matter—the part of
the brain that consists of modifiable neural connections and that might
be expected to be most influenced by experience—was also more simi-
lar in identical twins.!3 The brains of identical twins are more similar
than those of fraternal twins in the patterns of convolutions!4 and in
the size of particular structures, such as the corpus callosum (which
connects the left and right hemispheres).!> Studies with cats suggest
that those similarities may extend even to finer-grained details, such as
the spacing and layout of microscopic cortical columns, sets of densely
connected brain cells that share functional properties.’® Genes thus ap-
pear to shape even the finest details of the brain.

Yet another hint that genes must play an important role in the de-
velopment of the mind comes from newborn babies. Within hours of
their birth, newborns can imitate facial gestures,!” connect what they
hear with what they see,!8 distinguish the rhythms of Dutch from the
rhythms of Japanese,!® and tell the difference between someone who
is looking at them and someone who isn’t,20 suggesting that even
with relatively little experience, newborns are ready to start observing
the world. Building on the ideas of the pioneering linguist Noam
Chomsky, “nativists” such as Steven Pinker and the French cognitive
neuroscientist Stanislas Dehaene have argued that babies are born
with a “language instinct”™! and a built-in “number sense.”?2 The tra-
dition of a newborn as a “blank slate” shaped solely by experience
(uninfluenced by genes) is, as Pinker has forcefully argued, no longer
tenable.23

By now, these results shouldnt come as news. But whether we read
newspapers and magazines or the professional literature in psychol-
ogy, we find very few theories of the mind that make genuine contact
with genes; in psychology, it’s almost as if Watson and Crick never
met DNA.

My goal in this book is not to try to prove that genes make a differ-
ence—a matter that is no longer in serious doubt—but to describe
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how they work and to explain, for the first time, what that means for
the mind. I won't argue that genes dictate our destinies (they most
certainly do not, and I'll explain why not), nor that they outweigh the
contributions of culture or experience (which are difficult to meas-
ure). The thesis of this book is that the only way to understand what
nature brings to the table is to take a look at what genes actually do.

Almost everything that is written about genes in the popular press
is misleading in one way or another. We read that genes are blueprints
or maps. We are told that they are like books, libraries, recipes, com-
puter programs, codes, or factories.24 But we're never let in on the se-
cret of what genes really do. Thus, readers have no basis with which to
evaluate competing claims. Could evolution have built a language in-
stinct? Is there truly a gene shortage? Without a clear explanation of
how genes work, there is no way to tell. What does it mean when
newspapers report that a gene for alcoholism or obesity has been dis-
covered? There is no way to interpret the daily onslaught of exciting
biological discoveries without understanding what genes actually do.

In order to understand how genes influence human traits and ca-
pacities, we must first abandon the familiar idea of a genome (the set
of genes within a particular organism) as a blueprint. The genome is
not an exact wiring diagram for the mind or a picture of a finished
product, even if newspaper headlines so often seem to suggest other-
wise. Athena was said to have sprung fully formed from the head of
Zeus, and the seventeenth-century scientists known as “preformation-
ists” thought that babies were tiny, fully formed creatures within the
sperm or egg cells in which they originated. But nowadays, biologists
realize that in early development, such little creatures are not to be
found. There are at least five good reasons to think that genomes do
not provide detailed blueprints that specify a final product in intricate
detail:

* In blueprints, there is a direct correspondence between the
elements of the drawing and the elements of the building it
describes. There is no such one-to-one correspondence be-
tween genes and the cells and structures that make up an
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organism. As British zoologist Patrick Bateson put it, “The
idea that genes might be likened to the blueprint of a build-
ing . .. is hopelessly misleading because the correspon-
dences between plan and product are not to be found. In a
blueprint, the mapping works both ways. Starting from a
finished house, the room can be found on the blueprint,
just as the room’s position is determined by the blueprint.
This straightforward mapping is not true for genes and be-
haviour, in either direction.”?5

A blueprint that is 1 percent different from the next yields
a building that is 1 percent different. But a genome that is
1 percent different can lead to a radically different mind. A
single change in our genetic makeup can lead to disorders
ranging from sickle-cell anemia to certain kinds of specific
language impairment. Our genomes are only about 1 per-
cent different from those of chimpanzees, yet our minds
are radically different.

Genomes are too small to contain the kind of detail one
would expect if genes were truly an exact blueprint for the
wiring of the mind. The human genome contains far fewer
than 100,000 genes—perhaps as few as 30,000,26 paltry in
comparison to the 20 billion or so neurons found in the
human brain.?” Ehrlich’s gene shortage militates against any
idea of the genome as a literal blueprint.

Identical genomes do not yield identical nervous systems.
In the mid-1970s, neurobiologist Corey Goodman showed
that the nervous systems of grasshopper clones with identi-
cal genotypes were similar, but not identical.28 More recent
studies using newly developed brain imaging technologies
have shown that the same is true of human twins: The
brains of identical twins are similar, but decidedly not
identical.2?

Just as identical twins do not have identical brains, they
also do not have identical minds. One twin may be more



Neither Is Better 7

ambitious, the other more nurturing. These differences,
presumably, correlate with differences in brain structure.
Identical twins can differ in weight, religion, and even sex-
ual orientation. Even with identical genomes, identical
twins are separate people with separate minds.

Clearly, the blueprint metaphor is flawed. Yet, as we will see, many
discussions of nature and nurture founder precisely because they
wrongly assume genes to be simplistic blueprints.

The second biggest misconception people harbor about genetics:
that it will be possible one day to determine, once and for all,
whether nurture or nature is “more important.” Genes are useless
without an environment, and no organism could make any use of the
environment at all if it were not for its genes. Asking which one is
more important is like asking which gender, male or female, is more
important, as the deliberately obtuse British comedian Ali G did in
an interview with a feminist scholar. (I quote the dialogue verbatim,
in Ali G’s own unique dialect. Fans of his will recognize that Ali G is
a fictional character and that the whole bit is shtick. True fans will
know that the talented young man who plays Ali G, Sascha Baron-
Cohen, is a cousin of Simon Baron-Cohen, one of the world’s leading
scholars of cognitive development.)

Ali G: Now one in two people in the country is a woman. We’s got to
know about them. Women: They is important aren’t they?

Professor: They indeed are. Very important. As important as men.

Ali G: Which is better? Man or woman?

Professor: Well, equality is not about being better.

Ali G: But which one is better?

Professor: Either is better.

Ali G: But one must be a little bit better . . .

Professor: [pauses] In what respect?

Ali G: Like in the way, you know, that something is worse and some-

thing is better.30
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In the interaction between nature and nurture, neither is better.
The better question is not “which” but “how”: How do genes work to-
gether with the environment to build a human mind?

Before we begin to tackle this question, let me note that there actually
is a statistic known as “heritability” that at first blush seems to measure
which one, genes or environment, is “better.” More precisely, heritabil-
ity is an estimate of the contribution of genes and the environment to
individual differences in any given trait. Are differences in intelligence
between people more a matter of genes or the environment? How
about assertiveness? Neuroticism? Self-discipline?

To answer these questions, researchers can assess and calculate how
individual differences in attributes such as IQ or personality vary as a
function of genetic relatedness.3! Heritability is determined not by
poring over DNA sequences (no microscope required) but by com-
paring the total amount of variation in one trait with the extent to
which that variation is shared between related people. If, controlling
for environment, closely related people are significantly more similar
on a particular trait than less closely related people, that trait is said to
be highly heritable.32 As you might expect, fingerprints come as close
as anything to being set in stone (nature), whereas the extent to which
hands are callused is largely a function of one’s line of work (nurture).
Some physical traits, such as biceps size, are a mix of an individual’s
inherent constitution and experiential factors such as diet and work-
out regime. Similarly, most mental traits fall somewhere in the mid-
dle. For example, “identical” twins (who share all their genes) are
never actually identical, but on almost anything one can measure,
they are more similar than fraternal twins (who share only half their
genes): 1Q, temperament, even the extent to which they are reli-
giously devout.33 Likewise, siblings are more similar than half-sibs or
cousins.34

Heritability scores, in principle, can range from 0 percent, which
would mean that none of the differences between individuals can be
attributed to differences in genes, to 100 percent, which would mean
that all the differences between individuals can be attributed to differ-



Neither Is Better 9

ences in genes. The heritability of getting hit by lightning would
come in at close to zero—in other words, getting hit by lightning is
not at all determined by genes. Fingerprints, in contrast, come in at
nearly 100 percent—individual differences in fingerprints are almost
completely genetically determined.35 In nearly every measure of the
mind, scores are well above 30 percent, and often as high as 60 to 70
percent. That’s high enough that we can be confident that genes are in
some way involved, but low enough to make it clear that there is
something beyond genes (it could be environment, or it could be ran-
dom chance) that is important.3¢

Heritability scores have an air of authority, but they are easily mis-
understood. For example, it is tempting to interpret a heritability
score of 60 percent on IQ tests as showing that “60 percent of intelli-
gence comes from heredity.”37 Although twin studies do suggest that
IQ has a heritability that is not far from 60 percent, that does not
mean that 60 percent of your intelligence comes from your genes. In
fact, the heritability measure doesn’t say what percentage of any trait
comes from the genes. Here’s why.38

First, heritability doesn’t reveal what percentage of a trait comes
from the genes, it only measures what percentage of the variation in
that trait can be attributed to those genes. What do I mean by “per-
centage of variation in that trait”? (I'll get to the equally tricky phrase
“attributed to those genes” in the next paragraph.) Heritability meas-
ures can't see the forest for the trees; all they can see is the differences
between trees. What enters into the statistic is not the average height
of the trees, but the differences in height between them. As a conse-
quence, heritability can only speak to what makes some trees bigger
than others (is it light and moisture, or just rapid-growth genes?), not
what makes a tree have a trunk or roots. In humans, heritability only
looks at differences that in the grand perspective of life on earth are
tiny: whether Jimmy has a bigger vocabulary than Johnny or whether
Janey is better with a wrench than Susan, not that which makes all
humans intelligent creatures. It is entirely possible that 5,000 different
genes contribute to human intelligence and that only a few hundred
of those vary in ways that contribute to the differences between one
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person and the next. In the words of psychoanalyst Harry Stack Sulli-
van, oft-repeated by my mother, a social worker and lifelong student
of human nature, “We are all more human than otherwise.” Heritabil-
ity scores tell us only how differences in those few genes correlate with
differences in scores like IQ, not about the contribution of the genes
that we all share, or of how genes contribute to making humans dif-
ferent from chimpanzees.

Second, saying that a trait can be “attributed” to genes is not the
same thing as saying it is caused by genes; heritabilities are just meas-
ures of correlation, and correlation never guarantees causation. Al-
most all Jedi Knights are male and hence bear Y chromosomes, so
statistically speaking, the chance of being a Jedi Knight is tied to the
presence or absence of a Y chromosome. But Princess Leia may have
the Force, too; perhaps the real problem is not a lack of talent, but a
lack of opportunity—maybe the Jedi powers-that-be in her era tended
not to give females equal consideration for Yoda’s Jedi boot camp
(though I hear that equal opportunity could reach the Force in
Episode VII).3 Y chromosomes would still then be correlated with
who gets to be a Jedi, but they would not be a cause of being one.
Likewise, differences on verbal IQ tests can be statistically related to
the genes for gender, but that doesn’t mean those differences are
caused by those genes—they might instead result from how society
treats people of different genders. By treating all relations, causal or
otherwise, the same, heritability scores can mislead us about the con-
tribution of genes to the finished product.

Third, as any behavioral geneticist would explain, heritability
scores inevitably reflect the range of environments from which the
data are collected.40 IQ tests taken from a homogeneous society in
which all children receive compulsory education—say, the contempo-
rary United States—tend to minimize the possible impact of environ-
mental variation and thereby yield relatively high heritability scores.
Heritability measurements taken from a society with more radical
variation—such as an earlier period in the United States when only
the wealthy could afford education—would likely yield lower esti-
mates of heritability. There simply is no fact of the matter, no absolute
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number. Heritability scores are a little like an auto manufacturer’s gas
mileage estimates. They may be a good relative guide (body weight is
more sensitive to environment than fingerprints, just as your subcom-
pact will get better mileage than my four-wheel-drive SUV), but the
absolute numbers mean relatively little. Whether you get 35 or 26
miles to the gallon will depend on the road you travel, how recently
your car has been tuned, how aggressively you drive, and so forth. In a
similar way, any heritability score is a complex reflection of the meas-
ure used and the population studied.

Until recently, there wasnt much more to say. Scientists knew that na-
ture and nurture both mattered, but they didn’t know why or how. As
the late Nobel laureate Peter Medawar put it in 1981, the only tool biol-
ogists had for investigating the development of the mind was to study
differences between individuals. If we wanted to know whether “any
common characteristics human beings possess” (for example, the ability
to learn language) were in some way “genetically encoded and part,
therefore, of our inheritance,” we were stuck.4! Such theories might be
true but we had no way to verify them. The debate between nature and
nurture was widely seen as a “wearisome,”#2 unanswerable question.

But much has changed since 1981, and we are finally in a position
to move past the long-standing impasse, not by trying to decide
which one is better, but by trying to better understand how the two—
genes and the environment—work together. Newly invented biologi-
cal techniques allow scientists to assess the contributions of individual
genes, and even to deliberately alter those genes, launching a whole
new scientific enterprise that studies the molecules that help shape the
mind. The goal of this book is to unite the results of groundbreaking
scientific research with studies of the psychology of humans and other
animals—in other words, to take insights from the genome and use
them to revamp our understanding of nature, of nurture, and of how
they work together to create a human mind.

To do that, I must immerse you in a world of cells and proteins, the
domain in which genes actually do their work. That may seem pecu-
liar in a book about the mind—most books about the mind are about
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psychology, not cells—but my argument is that the workings of the
cellular world cast enormous light on the mental world, and that the
mental world cannot be properly understood without a firm grip on
the cellular world. Anything else would just be business as usual, “na-
ture and nurture” without the nature.

Any theory that puts the role of genes front and center must deal
with two of the most difficult challenges in the science of the mind,
which I will call the Two Paradoxes. First, any adequate theory must
face the challenge of neural flexibility. For every study that tells us that
a newborn can understand something about the world, there is an-
other that shows that the brain can continue to function even when
its structure is altered. How can the mind be at once so richly struc-
tured and so flexible? The second challenge is Ehrlich’s “gene short-
age”: How can the complexity of the brain emerge from a relatively
small genome, 20 billion neurons versus just 30,000 genes?43

This book, then, is about the mind, the brain, and the molecules that
make them what they are. I begin, in Chapter 2, with the mind, ask-
ing what a newborn understands (and does not understand) about the
world. How is a newborn human different from a newborn chimp or
a newly hatched bird? As both the culmination of nine months of in-
tricate self-assembly (performed in the comforts of the womb) and the
beginning of a lifetime of learning and experience, birth is the perfect
place for us to begin our investigation. As I will argue, we are, more
than anything else, born to learn.

In Chapter 3, I turn to the brain. What is the structure of a new-
born’s brain, and how does it relate to the structure of an adult’s brain?
The key focus in Chapter 3 is the paradox of flexibility, the tension
between the seemingly intricate structure of a newborn’s brain and the
tremendous flexibility with which it develops. My conclusion is that
nature bestows upon the newborn a considerably complex brain, but
one that is best seen as prewired—Aflexible and subject to change—
rather than hardwired, fixed and immutable.
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Beginning with Chapter 4, I turn to genes and proteins, the pri-
mary stuff of which brains are made. Rather than painting pictures,
genes provide recipes for proteins and crucial instructions for when
those recipes should be made and put to use. The discovery of these
genetic “recipes” is the story of how scientists came to understand the
true nature of genes.

Next, I show what it is that genes bring to the problem of building
brains, focusing on a simple truth that is unsurprising yet freighted
with profound implications: Genes play almost exactly the same role
in building the brain as they do in building any other part of the
body. From a mind’s-eye view, brains may seem awfully special—un-
like anything else in the universe—but from a gene’s-eye view, brains
are just one more elaborate configuration of proteins. Chapter 5 puts
the development of the human brain into the context of the rest of
biology.

Chapter 6 is about what most makes the brain special—the elabo-
rate system of “wires” that run between nerve cells, and how those
neuronal wires are laid down and revised over time. My goal is
twofold: first, to show how important genes are even in the process of
wiring, and second, to reveal how the environment eventually gets in-
volved in the process of building a person.

In Chapter 7, I explore the origins of the genes that contribute to
the construction of the mind and try to place the human brain in its
evolutionary context. In so doing, I take on the question of why hu-
mans, but not chimpanzees, are able to speak and acquire rich culture,
given that our genomes are 98.5 percent similar.44

In Chapter 8, I show how an understanding of genes as self-
regulating recipes helps to cut through the Two Paradoxes, how genes
allow innateness to coexist with developmental flexibility, and how
they permit intricate structures to emerge from a relatively small
genome.

The final chapter ties these threads together, showing how a syn-
thesis of biology and the cognitive sciences is leading to a new under-
standing of nature and nurture, and what that might mean for our
future.






BORN TO LEARN

Everyone is born a genius.

—R. Buckminster Fuller

SCIENTISTS HAVE BEEN wondering for years what the mind of the
newborn is like. One fateful July 1993 Life magazine article told us
that “Babies Are Smarter Than You Think,” and ever since then news-
papers and magazines have been filled with stories of clever babies.
('m partly responsible. One study from my lab induced an editor at
the Rock Hill Herald in South Carolina to title a story “Scientists Go
Ga-Ga over Babies’ Goo-Goo.”1)

But now there’s finally been a backlash. The latest headline says
“Study Reveals: Babies Are Stupid.” In the accompanying story, we are
told that when babies were prodded with a broom handle, “over 90%
of them . .. failed to make even rudimentary attempts to defend
themselves. The remaining 10% responded by vacating their bowels.”
A photo shows a baby gnawing on a squeeze toy, with the caption
“Despite their relatively large cranial capacities, babies such as this one
are so unintelligent that they are unable to distinguish colorful plastic
squeak toys from food sources.”2

The study is, of course, a satire, written by the clever folks at 7he
Onion. No real scientist has ever used a broom handle to study the
cognitive capacities of a human infant. But behind the jokes there is a

15
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deep truth about the difficulty of doing good psychological experi-
ments. If we discovered that most babies who were poked with a
broomstick didn’t move, how would we interpret this finding? Would
it be because the babies didn't realize the danger? Because they trusted
the experimenter not to injure them, or because they didnt have the
capacity to fight back? Any time a baby “fails” in an experimental task,
the careful scientist must ask why.

Noam Chomsky has made a distinction between “competence” and
“performance” that serves as a handy guide for wading through the
complex literature on what babies know.3 According to Chomsky, one
can distinguish between the competence, or ability, to do something
in principle, and the practical obstacles to actual performance—rang-
ing from limits on memory to limits on motor abilities—that can
keep someone from putting that competence to good use. The fic-
tional Onion babies might have had the in-principle competence to
recognize danger without having the performance abilities to do any-
thing about it.

Here’s a real example, drawn from one of the longest sagas in con-
temporary developmental psychology. Pick up any developmental
psychology textbook from more than a decade ago, and you will read
that at eight months of age, babies do not yet realize that objects con-
tinue to exist when they are hidden from view. In the jargon of psy-
chology, the infants lack “object permanence.” The evidence for this
dramatic statement came mainly from an observation by Jean Piaget,
generally considered to be the father of cognitive development. Inten-
sively studying his own children (in a tradition started by Charles
Darwin), Piaget came to the conclusion that for young infants, ob-
jects that were out of sight were not simply out of mind, but out of
existence. According to Piaget, for a young infant, “a vanished object
is not yet . . . a permanent object which has been moved; it is an im-
age which reenters the void as soon as it vanishes, and emerges from it
for no objective reason.”

One of Piaget’s tests was to show a child an interesting toy and then
see how the child would respond when the toy was hidden under a
blanket. When his daughter Lucienne was eight months old, Piaget
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showed her a toy stork and allowed her to hold it and shake it. Luci-
enne was clearly quite taken with the stork. But when Piaget hid it,
Lucienne ceased paying any attention to it. Piaget wrote, “As soon as
the stork disappears under the cloth, Lucienne stops looking at it and
looks at my hand. She examines [Piaget’s hand] with great interest but
pays no more attention to the cloth.”

Piaget found the same thing with his other children, Laurent and
Jacqueline, and many other scientists have since replicated the result.
But does this mean that eight-month-old babies don’t recognize the
permanence of objects? A series of more recent experiments—which
ease the performance demands by taking the act of reaching out of the
task—suggests otherwise. One of the first, known as the “drawbridge”
study, was conducted in 1985 by the psychologists Renée Baillargeon,
Elizabeth Spelke, and Stanley Wasserman.

Building on an earlier observation by the psychologist Robert Fantz6
that babies often pay more attention to things that are unexpected,
they designed an experiment in which all babies had to do was
watch—no reaching required. Five-month-olds watched a drawbridge-
like screen raise and lower, over and over again, until they were bored.
At this point, the experimenters placed a box behind the drawbridge,
directly in its path, and then motion of the bridge resumed. Each time
the bridge came up, the box gradually became hidden. The test was to
see if babies would care whether the drawbridge would now do just
what it had done before, continuing through 180 degrees of rotation
(a seemingly impossible event, given that the box ought to be in the
way), or if they would expect the drawbridge to stop when it reached
the box (a “possible” event).

To an adult, the former “impossible” event is surprising, reminis-
cent of a magic trick, and the latter “possible” event is hardly worth
noticing. Baillargeon and her collaborators discovered that five-
month-old babies, too, were “surprised” by the impossible event,
looking longer at it than they did at the “possible” event.” A control
experiment showed that if the box was placed outside the drawbridge’s
path of movement, babies showed no preference. In contrast to what
Piaget had found using less sophisticated methods, the experiment
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Figure 2.1 The drawbridge experiment
lllustration by Tim Fedak

suggested that the babies knew the box was there even when the draw-
bridge came up to hide it.

Although one can poke holes in this particular experiment and come
up with alternative hypotheses, its general conclusion remains valid;
dozens of subsequent experiments with different methods showed the
same thing: Well before they are eight months old, babies expect a hid-
den object to continue to exist. For example, psychologist Karen Wynn
showed that five-month-old infants could keep track of how many
Mickey Mouse dolls had been put onto a puppet stage, even if some
were hidden behind a screen that rose up from the stage floor.”

Why, then, didn’t little Lucienne just pull away the blanket and get
the stork she so richly deserved? It’s not because she couldnt reach
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for the blanket. Ingenious experiments by Yuko Munakata have
shown that children can do the kind of “means-[to an]-end” analyses
that would be necessary: Babies can push a lever to get an object that
is underneath a transparent cover.!® My own view is that the reason
an eight-month-old won’t pull away the blanket has to do with how
babies set their goals. Babies do not construct to-do lists. Instead,
they seem to decide what to do at any given moment mainly by look-
ing around at the “here and now” and focusing on the most interest-
ing stimulus around. The toy is interesting. If they see it, they go for
it. If the toy is covered by the blanket, they’ll go for the blanket, but
only if the blanket is much more interesting than anything else
around. If mom is around, forget about the blanket.!!

Before you laugh at your baby’s now-you-see-it, now-you-don’t dis-
tractibility, think of Steve Martin’s pastime for “the over-fifty set”:

Bored?

Heres a way [you] can easily kill a good half-hour:

— Place your car keys in your right hand.

—With your left hand, call a friend and confirm a lunch or din-
ner date.

—Hang up the phone.

— Now look for your car keys.!2

Just because you can’t see your car keys doesn’t mean you don’t
think that they exist. Although babies are easily distracted, they are
perfectly capable of keeping track of hidden objects. Put them in the
dark (where there is nothing else to do instead of covering an object
with a blanket, leaving a whole room of other interesting things to
look at), and young babies happily reach for objects that are no longer
visible to them, even adjusting their hand grip to match the size of ob-
jects they can't see.!3

It’s not just that babies are born knowing about objects. At birth, they
also seem to know something about faces, words, and maybe even
sentences. In 1991, British psychologists Mark Johnson and John
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Morton discovered that newborns can tell the difference between a
line drawing of a face and a figure in which those lines had been
scrambled. 14

Johnson and Morton put such drawings on the back of a hand mir-
ror and moved them slowly back and forth in front of the babies eyes.
Babies spent more time following the picture of a face than they did
the picture of a scrambled face. Another, even more subtle study
showed that newborns also know something about eye gaze, paying
more attention to those who look straight at them than to those who
face them but look away.!> If you want a baby to look at you, dont
avert your eyes.

French psychologists Jacques Mehler, Thierry Nazzi, and their
colleagues have shown that babies can distinguish between words
with different pitch structures (low-high versus high-low) and be-
tween sentences with different rhythms in languages they had never
heard before.1¢ University of British Columbia psychologists Athena
Vouloumanos and Janet Werker have shown that newborns already
have a bias for human speech, even in comparison to similarly com-
plex sounds that are nonlinguistic.1”

It’s not a// there at birth. Babies aren’t nearly as good as adults at rec-
ognizing faces or languages—at two days old, babies cannot distin-
guish between a detailed picture of a face and a simpler, fuzzier picture
of a few blobs in the right orientation, or between a grammatical sen-
tence and an ungrammatical one with the same rhythm. Instead, what
developmental psychologists have learned is that children are born
with sophisticated mental mechanisms (nature) that allow them to
make the most of the information out there in the world (nurture).18

WE ARE NOT ALONE

Babies come by their talents honestly, by dint of evolutionary hard
work. Nature has been growing innate “instincts” for as long as it has
been growing animals at all. Newly hatched chicks, for example, seem
to have object permanence!® and can tell the difference between a
bunch of dots that move in a biological way (as if they were lights at-
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tached to prominent points of a hen who was walking in a darkened
room) and dots that move at random.20 Itty-bitty Labrador puppies
can track their owner’s eye gaze.2! Horses can control their muscles
well enough to walk (or at least wobble) within minutes of their birth.

In some animals, considerably more complex series of behaviors
seem to be built in. Consider, for example, the courtship routine of a
male fruit fly, which follows a predictable sequence even if that fly has
never seen the process performed. He will begin by turning toward a
female; if all goes well, he will then begin to follow her. Next, he will
tap her with his forelegs and, if still not rebuffed, sing her a song by
vibrating his wings. He will then proceed to lick the genitalia of his
intended mate. At that point, he will curl his abdomen and finally
consummate the relationship.22 Experience plays a role in how the
male chooses a mate, but once the courtship process begins, the steps
are largely fixed, proceeding essentially the same way every time. As
we will see later, researchers have come a long way in identifying what
genes are involved in this process.23

Grooming reflexes for many animals are often equally formulaic. A
typical mouse will start with its head, proceed to its torso, move to its
anal-genital region, and conclude with its tail.24 So strong is the urge
to do this that mice will try it even when their paws have been ampu-
tated from birth.25 In the summer of 2002, scientists from the Uni-
versity of Utah uncovered a gene that plays a role in modulating the
whole sequence.26 Without it, mice groom themselves incessantly, to
the point of tearing out their hair. The grooming process of the red
junglefowl is even more elaborate. Once every couple of days, whether
he needs it or not, the junglefowl indulges in a process called dust-
bathing, which is far more complex than the basic lather-rinse-and-
repeat described on the back of your shampoo bottle.?” Junglefowl
don’t require adult models, and they don't even require dust: They will
do the dustbathing dance even when they are raised in isolation on a
special wire floor that prevents dust from accumulating.

Animals are born with more than these canned sets of stereotyped
behavior patterns. For example, Harvard University psychologist Marc
Hauser has shown that cotton-top tamarins, small monkeys from
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northwestern Colombia, can be trained to use tools to reach for Fruit
Loops—even though they rarely use tools in the wild. The tamarins
are clever enough to use canes that have the right shape in the right ori-
entation (with the loop capable of snagging the object) and clever
enough to reject canes that have the wrong shape or that are in the
wrong orientation. Whenever Hauser gave the tamarins a choice be-
tween a tool that would work and one that wouldn’, the tamarins al-
ways went for the one that would bring home the snack.28 Tamarins
obviously aren’t born knowing about canes, but, like many animals,
they are born with powerful abilities for analyzing the world.

Analyzing the world would, however, be of relatively little use if
animals couldnt remember the results of their analyses. Luckily, most,
perhaps all, animals are born not just with the ability to perceive and
act but also with the ability to learn and to use past experience to im-
prove subsequent behavior. Remarkably, it does not take very sophisti-
cated neural hardware for a creature to be able to learn a little. What
ethologist Peter Marler called an “instinct to learn” is found even in
worms, which can learn which side of a dish has more food, and sea
slugs, which can learn to ignore the irritating prods of curious experi-
menters.3? In the lingo of experimental psychologists, the worms learn
to associate food with a particular location, and the slugs habituate to
the endless prodding.

Association and habituation are just two of the many forms of
learning evident in the animal world—two of the most ubiquitous, as
it turns out. Your goldfish can do them, your dog can do them, and
even your not-so-swift cousin Joey can do them. When John Watson
said he could make any child a doctor, a lawyer, a beggerman, or a
thief, he had similar kinds of techniques in mind.3!

Habituation and association have their uses, but as psychologist
Randy Gallistel has noted, the animal world is filled with far more in-
teresting talents for learning, talents that apply sophisticated cogni-
tive analyses to problems of learning highly specific information.32
Consider, for example, the mechanism by which a bird known as the
indigo bunting learns about the night sky. Why, one might ask,
would the bunting care about the sky? Because the bunting wants to
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know which way is south. Like many of its well-heeled human coun-
terparts, it summers in the eastern United States and winters in the
Bahamas. To get to there from here, the bunting uses the stars as a
navigational guide. Rather than simply memorizing that Polaris
marks north, buntings actually orient themselves by watching how
the stars rotate.33

Since the stars rotate only 15 degrees per hour, orienting by watch-
ing the heavens rotate is like watching paint dry. But the bunting per-
severes, and it winds up with a far more robust tool for navigation
than if it had only learned where a particular star is. The bunting is
not bothered by a cloud here or there—it doesn’t need to know where
Polaris in particular is—and the same system will work even as the
earth’s place with respect to the heavens changes. The bunting’s built-
in celestial learning mechanism is much handier than any soon-to-be-
out-of-date edition of Hammond’s Star Atlas could ever be. What this
shows is that the bunting’s navigation system is a mix of something
built in (a system for calibrating built-in mechanisms to local condi-
tions) and something learned (the particular local conditions).34

Honey bees, too, use a highly specialized learning mechanism to
help them figure out where they are going; the difference is that their
system works based on the trajectory of a single star, our very own
sun. Once again, part of the system is prewired, but part of it requires
learning. The prewired bit is a mathematical function that relates the
sun’s position on the horizon to a bee’s orientation—but some of the
values of the equation must be set, which is where learning comes in.
What the bee learns is a highly specific bit of information about the
sun’s trajectory at the bee’s particular latitude at a particular time of
year. A five o’clock winter sun in Boston means something very differ-
ent from a five o’'clock summer sun in California, and a highly fo-
cused learning mechanism allows honeybees to take advantage of that
information. We know that bees don’t simply memorize a correspon-
dence between particular places on the horizon and particular head-
ings, because bees that have been raised in conditions in which they
are exposed only to morning light can accurately use the sun as a
guide during evening light.
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In essence, the bee’s azimuth system acts like a sundial run in re-
verse, and like a sundial, it has to be calibrated. A sundial, which must
be oriented with respect to a known compass direction, calculates the
time of day based on where the sun is; the navigational centers in the
bee’s brain calculate where the sun should be based on the time of day.
As a consequence, the one thing that bees can’t cope with is the discal-
ibration that results from jet lag. In a famous 1960s experiment, Max
Renner packed up a hive of bees in Long Island, New York, flew them
to Davis, California, and tested their ability to navigate with the sun
as a landmark. The jetlagged bees consistently misoriented themselves
by 45 degrees, precisely as though they believed it was three hours
later.35 The complex circuitry that allows the bee to use the sun as a
guide is built in, but it is not that genes trump the environment (or
the other way around). Instead, genes enable creatures to make sensi-
ble use of their particular environment. Learning is not the antithesis
of innateness but one of its most important products.

Sometimes, even closely related species differ in their aptitudes for
learning. The sea slug that I mentioned, Aplysia californica, has a rather
dim cousin, Dolabrifera dolabrifera, that never manages to dishabitu-
ate—once it’s gotten used to being poked and prodded, it stays that
way, even if the prodding has stopped for a long while, whereas A. cal-
ifornica will, after a break, play the game all over again. My point is not
to cast aspersion on the sticky D. dolabrifera, but to make clear that
learning doesn’t come for free. Whether or not an animal can engage in
a particular kind of learning depends on what kind of neural circuitry
it has; over the course of evolution, D. dolabrifera may have lost one of
its learning abilities, the one that tells it that things have finally re-
turned to normal. Learning doesn’t come for free; but is a collection of
specific mental mechanisms that are the product of evolution.

The variability in the toolkit for learning can be seen even within a
group of related species, such as songbird36. Some, such as the willow
flycatcher, are born with a particular song, and can’t learn a thing.’”
For them, rearing makes no difference; they produce the same song
with or without a model—they are hardwired (not just prewired) for a
particular song.3® But among songbirds that can learn, there’s a world
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of difference—different learning mechanisms in different species.
Others can learn, but what they learn varies widely across species.
Some, such as the mockingbird, will pick up on just about anything
vaguely songlike that they hear around them—sparrow calls, insect
noises, even urban substitutes like car alarms.3° Parrots will go so far
as to imitate human voices.

Still others, such as sparrows and zebra finches, are born with more
focused mechanisms that lead them to prefer songs of their own
species. Like human babies learning language, such birds seem to break
down the “sentences” they hear into the equivalent of phrases and syl-
lables. For a swamp sparrow or a zebra finch, learning a song is a mat-
ter of figuring out the local language. For cowbirds, song learning is
more a social matter: The males try out a bunch of built-in songs and
then stick with the ones that attract the most females.40

BORN TO LEARN, HUMAN-STYLE

Given the learning talents of the birds and the bees, it is scarcely sur-
prising that humans, too, come equipped to learn. Like other animals,
baby humans are exquisitely sensitive to the statistics of the world that
surrounds them. Four-day-old babies can tell the difference between a
string of three-syllable words and a string of two-syllable words. In
one experiment, Rochester psychologists Jenny Saffran, Dick Aslin,
and Elissa Newport presented eight-month-old babies with a long,
monotonous string of unbroken syllables like #Zbudopabikudaropigo-
latupabikutibudogolatudaropidaropitibudopabikugolatu. 4! Amazingly,
infants seemed to extract order from that chaos, using the statistics of
syllables to discriminate between “words” like pabiku and “part-
words” like pigola, wherein the only difference was a statistical one:
syllables like pa, b7, and ku invariably appeared as a unit, whereas the
syllables pi, go, and /a only sometimes appeared together (at other
times pi was followed by da or by #).

Babies are also able to generalize beyond the information they are
given. In my lab, we presented babies with two minutes’ worth of
“ABA” sentences such as ga #/ ga, ta la ta, and ni la ni. Rather than sim-
ply memorizing the sentences they heard, babies seemed to abstract the
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general pattern, which allowed them to recognize new sentences, such
as wo fe wo, that followed a different pattern.42 Neither of these abili-
ties, however, is unique to humans. The ability to detect statistical in-
formation is something that all mammals, or even all multicelled
organisms, can do, to greater or lesser extents. Less is known about the
ability of various animals to generalize more abstract patterns, but the
evidence suggests that even in these talents we are not alone: Cotton-
top tamarins were able to succeed in exactly the same wo fe wo task as
the babies in my lab were.43

One learning talent that is less common in other animals is the hu-
man ability to imitate, with which humans seem to be born. Intrigu-
ingly, the brains of animals such as monkeys have a special set of
“mirror” neurons that might serve as a prerequisite for imitation.44
Such neurons fire when, for example, a monkey reaches for a tool, but
also fire when the monkey watches someone else grasp the tool in the
same way. But knowing that someone else is doing the same thing
youre doing is not enough to make you imitate them, and it remains
controversial whether monkeys can learn through genuine imitation.4

It’s clear that humans can learn by imitating others, and they start
doing so very early in life. Several years ago, University of Washington
psychologist Andrew Meltzoff discovered that when he stuck out his
tongue at a three-week-old baby, the baby matched him insult for in-
sult, sticking out /er tongue whenever he stuck out his. Meltzoff later
discovered that newborns could do the same, and that they could im-
itate not just tongue-protrusion (as it is politely called in the acad-
emy) but mouth openings and lip pursing.46

The yen for imitation may have something to do with something
else humans are awfully good at: acquiring culture. Other animals can
do it to some extent, but none so richly as humans. A review in Na-
ture argued that at least thirty-nine different chimpanzee behaviors are
culturally dependent, varying from one group of chimpanzees to the
next.#7 Even orangutans seem to have some kind of culture. A just-
published study argued that they display at least nineteen different
culturally dependent behaviors.48 For example, among six groups
studied, the orangs of Tanjung Putting in Borneo are the only ones to
engage in the sport of surfing down falling branches of dead trees,
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while the Kutai orangs elsewhere in Borneo, along with the Ketambe
orangs in Sumatra, are the only ones who seem to have hit upon the
love-thyself trick of using tools for autoeroticism. (No word, yet, on
whether this is progressively leading them to go blind.)

But animal cultures are not nearly so diverse as human cultures. Al-
though there are differences between animal groups—savanna ba-
boons, for instance, tend to live in large groups, whereas highland
baboons tend to live in smaller groups—the overall effects on the lives
of individual animals are tiny. Baboons pretty much eat the same sort
of diet and have the same sort of daily rituals of child care, food gather-
ing, and looking out for predators wherever they go. Humans, in con-
trast, differ radically from one place to the next. As ecologist Peter
Richerson and anthropologist Robert Boyd have pointed out, in the
same range of environments where one can find baboons, there are
humans who have radically different kinship systems, social structures,
diets, and ways of gathering their daily sustenance, ranging from small-
scale hunters who chase small animals with bows and arrows to those
who survive mainly by fishing, farming, or raising cattle.4

I have occasionally heard psychologists talk as if all it would take to
get a baby chimp (or baboon) to act like a human would be a loving
human home. But every attempt to raise nonhuman primates in hu-
man environments has been a failure; no amount of Head Start will
give us a talking chimp or a chimp with one-tenth the cultural varia-
tion found in humans in the tiniest corner of Africa. The very ability
to acquire culture is, I would suggest, one of the mind’s most powerful
built-in learning mechanisms.

My own guess is that it is hard to develop a rich culture without a rich
communication system. And that brings us to another learning ability
no other animal appears to have: the gift for acquiring a communica-
tion system with the richness and complexity of language, a system for
communicating not just the here and now, but the future, the possi-
ble, and the dreamt-of. As I mentioned earlier in this chapter, human
newborns /ike speech; theyd rather hear speech than an otherwise
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similar set of warbles. This may well be an adaptation that assures
them of lots of practice, but practice alone is not enough to get a non-
human primate to learn language. No matter how much practice you
give a monkey, monkey see, but monkey not say.

If monkeys can learn something about the statistics of the world,
and even extract abstract regularities, why can't they learn language? It
could be that they just dont care to. In fact, dogs (also not known to
be gifted language learners) are far more concerned with what humans
are thinking than chimpanzees seem to be. Dogs will, for example,
watch a human and notice where the human is looking, but chimps
don’t seem to give a hoot what we might be gazing at.5° Maybe
chimps also just aren’t that interested in finding out what we are talk-
ing about.

But that’s not all there is to the story. One critical difference be-
tween us and other mammals is that we are awfully talented at learn-
ing new words.>! Vervet monkeys seem to be born with three different
alarm calls: “eagle” (or “look up”), “snake” (or “look down”), and
“leopard” (“run into the trees”).52 They get a little better at using
those calls over time—a young vervet might make the snake shout
when it sees a stick, and older vervets know better—but the vervets do
not (at least in the wild) seem to be able to learn new alarm calls. A
handful of chimps that have been exposed to sign language have done
significantly better, but even for those chimps, learning words seems
to be a slow, painful process. Kanzi, the Albert Einstein of chimps
(and the only chimp I know to have jammed with both Paul McCart-
ney and Peter Gabriel), produces only about 250 words (lexigrams)
after many years of constant contact with her eager caretakers.>3

The average baby learns that many words before his or her second
birthday,54 and the pace accelerates (perhaps gradually, perhaps
quickly, which is a matter of some controversy>5) as the child learns
more. By the time children are in school, they learn something like
nine words a day (and without the benefit of formal tuition). Their
brains soak up the vocabulary from their environment like a
sponge.>® Human children, unlike chimps of any age, are able to use
what they know about one word (or set of words) to help them with
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another. Psychologist Ellen Markman has shown that if a researcher
says “dax” while a two-year-old looks at a spoon and a garlic press, the
two-year-old (who presumably already knows the word “spoon”) will
guess that “dax” refers to the garlic press.5” In a 1957 experiment that
helped launch the modern study of language acquisition, the late
Roger Brown showed that children know that if you say, “Can you
see a sib?” you probably have in mind an object, whereas if you say
“Can you see any sibbing?” you probably have in mind an action or a
process.>® No other mammal seems to be equipped to use such clues
for word learning,.

Even more dramatically, no other species seems to be able to make
much of word order. The difference between the sentence “Dog bites
man” and the sentence “Man bites dog” is largely lost on our nonhu-
man cousins.> There is a bit of evidence that Kanzi can pay attention
to word order to some tiny extent, but certainly not in anything like
as rich a fashion as a three-year-old human child.¢

The mechanisms that allow children to learn language are so pow-
erful and resilient that children can acquire the basics of grammar in
almost any circumstance. Middle-class Western parents may dote on
their children’s every word, and sometimes even give their kids explicit
language lessons, but parents don’t have to do that to get their chil-
dren to talk. In some cultures, parents think it’s silly to talk to young
children, and their children still manage to learn language just fine.6!
Kids learn more words if they hear more words,%2 but all normal chil-
dren, regardless of circumstance, learn the basics of their language in a
way that chimps could only envy.

Why are humans specially able to draw connections between mean-
ings and strings of words? Within the scientific community, this ques-
tion remains controversial. Chomsky, Pinker, and others have argued
that we have an innate universal grammar (or “language acquisition
device”) that tells a child what kinds of languages are possible;¢3 oth-
ers have argued that humans have little more than an inborn facility
for rapid auditory processing. In my view, the theory that all that is
special about language is our facility for fast auditory processing is
highly implausible when one considers the extent to which humans
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vastly outstrip chimpanzees even when it comes to sign language. If
there is a language acquisition device, and I suspect there is, it is likely
to depend on a mix of capacities, some specialized for language, others
(such as the ability to learn abstract rules and the ability to collect sta-
tistics) used more widely throughout mental life.

The debate is not really about whether language is innate (“built
in”) or learned; it is really about the extent to which the mechanisms
that allow us to learn language—which themselves presumably are in-
nate—are specialized for language. Whatever the “language instinct”
consists of, it is not a particular language (no child is born knowing
English, Hindi, or Japanese) but a particular built-in way of acquiring
new information. Language is perhaps the most powerful example of
what you can do if you are born with the right kinds of mental ma-

chinery for learning.



BRAIN STORMS

Brain: an apparatus with which we think we think.

—Ambrose Bierce

As THE BASEBALL writer Bill James once observed, “If an elephant
walks through the snow, it leaves footprints.” If our minds are well or-
ganized at birth, ready to understand the world and ready to learn, we
ought to be able to see reflections of that structure in the brain of a
newborn. And indeed we can.

To a first approximation, a baby’s brain looks like a miniature ver-
sion of the brain of an adult. It has the same organization into hemi-
spheres and lobes, the same peaks and valleys known as gyri and sulci,
the same divisions of the all-important cortex into a six-layered sheet,
and the same basic pathways from the senses to the brain. If there is a
lot of work still to be done, it is also clear that by the time a baby
leaves the womb, the overall structure of the brain is already in place.
(Comedian Steven Wright claims that he kept a diary shortly after
birth. “Day One. Still tired from the move. Day Two. Everybody talks
to me like I'm an idiot.”)

The fact that the brain is well organized at birth is not by itself
a knockdown argument for a prewired mind. Even if some neural
structure is present at birth, it could in principle still be the product
of learning. Babies can learn even when still inside the womb. In one
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Figure 3.1 Brains of an adult and a newborn
lllustration by Tim Fedak

delightful study, psychologists Anthony DeCasper and Melanie Spence
asked prospective mothers to read aloud a three-minute passage from
either Dr. Seuss’s The Cat in the Hat or Nancy and Eric Gurney’s 7he
King, the Mice, and the Cheese during the last trimester of pregnancy.
Tested just a day or two after birth, the infants who had been exposed
to Seuss in the womb preferred Seuss; those who heard 7he King pre-
ferred The King—even when another person read the stories.! This is
not to say that late-trimester infants actually understood the Car’s tale,
but they did seem to have caught on to its distinctive rhythms. An-
other study showed that third-trimester fetuses could pick up the
melody in Mary Had a Little Lamb, and another that they could recog-
nize the melody from the theme song of a British soap opera.2 (I am
not, however, suggesting that you try this at home. There’s no evidence
that prenatal exposure has any lasting long-term consequences, and
some experts believe that such deliberate exposure could actually be
disruptive to the developing auditory system as well as to the baby’s
natural wake-sleep cycles.3)

Showing that babies can learn in the womb does not resolve the
prewiring question either, because there could still be prewiring before
rewiring, and learning the rhythms to 7he Cat in the Hat is not the
same thing as dividing the brain into hemispheres or wiring the con-
nections between two cortical areas. The strongest test of whether a
certain aspect of neural organization is built in—in the sense of not de-
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pending on experience—is to take that experience away. Scientists have
been devising subtler and subtler ways to do that for decades, always
with pretty much the same results: The initial organization of the brain
does not rely that much on experience; the nativists are right to think
that the slate is not blank. But you wouldnt know it if you read most
psychology textbooks. When the subject of experience and early brain
development comes up, the textbooks almost always point to the same
experiment—and they almost always tell only half the story.

The story they tell starts with pioneering experiments conducted in
the 1960s by two Harvard neurophysiologists, David Hubel and
Torsten Wiesel.4 In normal kittens (and in most primates), informa-
tion from the left and right eyes converges (after a trip through the
midbrain) onto a layer of the visual cortex in a pattern of alternating
“columns” or slabs, stripes of neurons known in the trade as “ocular
dominance columns.” About half a millimeter wide, these stripes
switch back and forth, a slab for the left eye, a slab for the right eye,
illustrated here as dark bands for the left eye, light bands for the right.

Hubel and Wiesel used an eye patch to investigate what would hap-
pen if kittens were deprived of visual experience in one eye. What
they found was that for the kittens with the eye patches, the neat pat-
tern of alternating neural stripes disappeared. The amount of brain
tissue devoted to the open eye expanded, and the amount devoted to
the covered eye shrank. Textbooks often stop there and use this result
to argue that early brain structure is the product of experience.

What the texts usually don’t describe is what happened to a set of
kittens that were deprived of visual experience in both eyes from birth.
In those kittens, the striped ocular dominance columns formed pretty
much normally. Taken together, what these two studies show is not
that ocular dominance columns are the pure product of experience,
but that they develop 77 rwo stages: a period of initial organization that
does not require experience, and a later stage of fine-tuning that
does—rough draft followed by calibration.

As Hubel later put it, “The nature-nurture question is whether
postnatal development depends on experience or goes on even after
birth according to a built-in program. . .. The unresponsiveness of
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Figure 3.2 Ocular dominance columns
lllustration courtesy of Estela O’Brien and Ehud Kaplan, Mt. Sinai School of Medicine

cortical cells after deprivation was mainly due to a deterioration of
connections that had been present at birth, not a failure to form be-
cause of a lack of experience.” In other words, nature is powerful
enough to shape neural architecture in advance of experience, but also
supple enough to adapt that architecture to unusual conditions—na-
ture once again providing a way of making sensible use of nurture.

A whole raft of more recent studies points in the same direction. Na-
ture provides a first draft, which experience then revises. Neuroscien-
tists Jonathan Horton and David Hocking showed that in primates,
ocular dominance columns actually form in the dark of the womb.
German researchers Imke Gédecke and Tobias Bonhoeffer raised kit-
tens in such a way that both eyes would have experience—but not at
the same time. When one eye could see, the other was sutured shut,
and vice versa. If experience were doing all of the work in fine-tuning
the visual cortex, one might expect that the organization of the “ori-
entation maps” of the two eyes (brain circuits that process the orienta-
tions of lines) would be different, reflecting the likely differences in
experience between the two eyes. But Gédecke and Bonhoeffer found
that the organization of the two brain maps was essentially identical.6

Another great rallying cry against innateness has been the three-
eyed frog. There’s no such beast in nature, but in the late 1970s,
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Martha Constantine-Paton created them in the laboratory, by trans-
planting the embryonic eye primordium of one frog into a normal,
two-eyed frog. The amazing result was that the three-eyed frogs devel-
oped ocular dominance columns, something that ordinary frogs do
not even have (presumably because the alternating stripes are a brain’s
way of dealing with overlap between two forward-facing eyes; ordi-
nary frogs do not need to deal with this overlap because their eyes face
opposite directions).”

Many people seemed to assume that the ocular dominance columns
of the three-eyed frogs were wired up on the basis of visual experience,
but a more recent study by two Australian neuroscientists, Sarah Dun-
lop and Lyn Beazley, showed that one can get the same effect in a mar-
supial mouse, the fat-tailed dunnart (Sminthopsis crassicaudata).
What'’s interesting is that the dunnart, among the most immature
mammals at birth, did all this neural reorganization before it could see,
while its eyes were still buried beneath its skull. /nternally-generated
neural activity (something I will discuss in Chapter 6) plays an impor-
tant role here,? but no visual experience is required. Rather than pro-
viding evidence for the importance of the external environment, the
three-eyed animals illustrate an ancient, built-in trick for wiring up
competing inputs.

Still more recently, Duke neuroscientists Larry Katz and Justin
Crowley surgically removed the eyes of newborn ferrets, thereby cut-
ting the ferrets off from any possibility of visual experience. Several
months later, they tested to see whether the ocular dominance stripes
had formed normally. Consistent with Hubel’s interpretation that the
initial formation of the columns is independent of experience, remov-
ing the retinas made no difference: The striped columns developed
just fine, even when the ferrets couldn’t see a thing.1°

Visual information normally follows a pathway in the brain from
the retina through a structure known as the thalamus and on to the
cortex. Another way of testing the importance of experience in the
early organization of the cortex is to interrupt this pathway.!! John
Rubenstein’s lab at the University of California at San Francisco did
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just that, creating mice with a genetic mutation that prevented neu-
rons in the thalamus from reaching their usual destinations in the cor-
tex. If signals from the thalamus were crucial to cortical organization,
the mutation should have led to markedly abnormal cortical develop-
ment. Instead, at birth, the mutants with disrupted thalami appeared
to have normal cortices, indistinguishable on most measures from
those of normal mice! (About a fifth of the mice did show abnor-
malities, but those abnormalities—things like rips on the boundary
between cortex and subcortex—probably occurred for structural rea-
sons, not because of the lack of thalamic input per se.) What this
study tells us is that an awful lot of early brain organization can pro-
ceed normally, even without the usual experiential inputs.

A group of neurophysiologists led by Thomas Siidhof went even
further, finding a way to shut off most learning altogether, not just
from the visual world, but from all the senses.!2 Most learning is
thought to depend on electrical communication across “synapses” that
join neurons. In the course investigating the molecular basis of that
communication, Sudhéf’s team discovered a way to silence that
synaptic communication by genetically engineering mice that lacked a
protein vital for neurotransmission. Although the team was expecting
to find radical differences between the normal mice and the mutant
mice, up until birth, the mutation didn’t seem to matter (after that it
was deadly, since without synaptic transmission there is no breathing,
let alone learning). As in the study of thalamus disruption, no matter
what the researchers looked at—from the segregation of layers of
brain matter to the properties of the synapses that connect neurons—
they couldnt find any differences between the brains of normal mice
and the brains of the mutants. As far as they could tell, the brain does
a pretty good job of assembling its initial structure even when a con-
genital mutation renders most forms of learning impossible. Two fur-
ther studies have shown that these results do not hinge on the
particular way in which the Stidhof group silenced synaptic transmis-
sion. There are other ways of silencing synapses, but these, too, cause
no obvious alteration in initial neural organization.!3 The basic struc-
ture of the young brain depends only minimally on experience.
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BRAIN PUTTY

If these were the only studies of a young brain, we might wonder what
all the fuss was about. Why would anyone doubt the nativist position
at all? In the studies of early development that I have just described,
experience seemed to have hardly an impact at all. But there is an-
other, equally impressive set of experiments that seems—at first
glance—to point to an almost opposite conclusion: that certain kinds
of experience can radically alter brain organization. This second group
of studies suggests that the fabric of the brain may be like putty.

One of the first such studies was done in the 1980s by Dennis
O’Leary of the University of California at San Diego, who literally
transplanted neurons from one part of the brain to another. Working
with newborn rats, O’Leary’s team took neurons from the part of the
brain that interprets touch (the somatosensory cortex) and stuck them
into the part of the brain that handles vision (the straightforwardly
named visual cortex).14

It is perhaps not surprising that the transplanted cells survived the
move, but what was remarkable was that the somatosensory cells
that were transplanted into the visual cortex took on an altogether
new identity, behaving in many ways as if they had always been vi-
sual neurons instead of somatosensory neurons. For example, they
grew connections to the superior colliculus, a subcortical way sta-
tion for visual information, rather than to the spinal cord. (Actually,
although I've reported this experiment the way that it is generally
described, there’s an important oversimplification. O’Leary’s experi-
ments weren't really conducted with full-fledged somatosensory
neurons but with what developmental biologists call “presumptive”
somatosensory cells, primordial cells that would under ordinary cir-
cumstances become somatosensory cells.)

This was no one-way transformation, either. O’Leary and his col-
leagues found that they could also run the transplants in reverse,
taking presumptive visual neurons and sticking them into the so-
matosensory cortex. 7hose transplanted cells behaved like somatosen-
sory cells, growing connections into the spinal cord, showing once
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again how malleable primordial neurons can be. A later set of experi-
ments, by neuroscientists Ole Isacson and Terrence Deacon, showed
that brain cells can sometimes even be transplanted from one species to
another. In cell transplants from fetal pigs to adult rats, for example,
the transplanted neurons often grew connections as if they were nor-
mal rat neurons.!> Clearly, a neuron’s fate is not fixed from the mo-
ment it comes into being.

Other scientists have gone even further, asking whether young
brains can still adapt and continue to function after large chunks are
removed. For example, in adult monkeys, an important part of the
job of recognizing objects takes place in a part of the inferior temporal
cortex known as area TE. Without it, adult monkeys lose much
(though not quite all) of their ability to recognize objects. In contrast,
the brains of young monkeys are remarkably resilient. In one study, a
team of scientists removed the TE area from newborn monkeys.
Within ten months, their brains had recovered sufficiently such that
the TE-less monkeys were able to recognize objects nearly as well as
normal monkeys, apparently by shifting the burden of object recogni-
tion to parts of the brain (mostly nearby) that were uninjured, a truly
remarkable demonstration of the amazing flexibility of the growing
nervous system.!¢

In an even more radical bit of brain surgery, MIT neuroscientist
Mriganka Sur and his students managed to create ferrets in which vi-
sual input was rerouted to the auditory cortex. By surgically remov-
ing the superior colliculus (the ordinary target of visual input from
the retina), as well as some of the ordinary inputs to the medial
geniculate nucleus (the MGN, a part of the thalamus that usually re-
ceives auditory input), the Sur lab was able, in the memorable words
of a grad school classmate of mine, to connect “the eye bone” to “the
ear bone.”17

In fact, there are lots of ways to get the “ear bone” to respond to vi-
sual input. Sur showed that the auditory cortex responds to visual in-
put in rewired ferrets. Essentially the same thing happens in animals
that have been deafened at birth.!8 The reverse holds true as well: The
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“visual” part of the brain responds to auditory input in kittens that
have been raised with sutured-shut eyelids.!?

What's true of the animals seems to be true of people, too. No scien-
tist would deliberately remove part of a human’s brain (or rewire it)
just to satisfy scientific curiosity. But brain scans of humans born with
sensory impairments closely parallel the results of the animal studies.
For instance, Oregon psychologist Helen Neville has shown that in
human adults born deaf, parts of the brain that are ordinarily devoted
to hearing respond to visual stimuli.2® Other researchers have found
that the “visual cortices” of babies who are born blind respond to au-
ditory input.2! It has even been shown that the visual cortex becomes
active when blind people read Braille.22

More evidence of the resilience of the young human brain comes
from studies of children who have suffered brain injuries. Infants who
suffer severe brain damage at birth have often been known to develop
near normal cognitive functioning.23 A few young children have had
to have their entire left hemispheres removed (a rare, radical surgery
that appears to be the only way to prevent certain life-threatening
seizures). Astonishingly, these children learn to talk more or less nor-
mally, shifting language function to the right hemisphere.24 In short,
young human brains, like those of our animal cousins, are often
(though by no means always) remarkably able to reconfigure them-
selves, on-line.

Adult brains aren’t as “plastic” as the brains of infants, but even here
there is some room for change. University of California at San Fran-
cisco neuroscientist Michael Merzenich discovered that adult mon-
keys can reallocate parts of their cortex when those parts are no longer
needed for their original function. In a study in which Merzenich am-
putated the third finger of a monkey (a gruesome experiment that
could have huge payoffs in treating strokes and spinal cord injuries),
he found that the parts of the cortex that were originally devoted to
the amputated finger gradually (over a period of months) began to re-
spond instead to the neighboring (intact) fingers.25
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HEAL THYSELF

Rewiring, rerouting, reconfiguration. What do all these examples
mean for our questions about how the brain and mind develop? To
scholars such as University of California at San Diego cognitive scien-
tists Elizabeth Bates and Jeffrey Elman, they are the death knell for
“nativist” theories holding that children are born with significant
mental structure. Bates, for example, has argued that the “plasticity”
findings have “led most developmental neurobiologists to conclude
that cortical differentiation and functional specialization are largely
the product of input to the cortex . . . provid[ing] a serious challenge
to the old notion that the brain is organized into largely predeter-
mined, domain-specific faculties,”2¢ and neuroscientists Steven Quartz
and Terrence Sejnowski have used them to argue that “nativist theories
appear implausible.”2”

But, logically speaking, there’s no reason to see plasticity as being in
conflict with the idea of built-in structure. “Built-in” doesnt mean
unmalleable; it means organized in advance of experience. What plas-
ticity tells us is not that embryos need experience to form the initial
structure of the brain—but rather that the initial structure can be
changed afterward in response to experience. The two—initial forma-
tion and later revision—are, of course, logically independent; whether
a system can change itself is separate from the question of where it
gets its initial structure.

The terms “built-in” and “unmalleable” often get confused, perhaps
because minds, like computers, process information, and early com-
puters relied heavily on built-in circuitry that was “hardwired” and
unchangeable. But there is no necessary equation between the two.
Engineers have long since moved on to reprogrammable “firmware”
that is programmed at the factory but always changeable, updateable
with the latest version from the web. Evolution may have caught on
far earlier: Just because something is preprogrammed doesnt mean it
can't also be reprogrammed. In many systems, the brain may well use
a mix of internally generated cues to prewire and environmentally
generated cues to rewire.
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When [ say that the brain can recover from an injury, it sounds excit-
ing; if I say that the body can recover from injury, however, no one is
likely to be impressed. Even little children know that skinned knees
are rarely fatal. We can also recover from broken bones, bruises, boils,
burns, welts, pimples, and even broken hearts. We're not immortal,
not invincible—high-speed automobile crashes can do us in, but the
human body has dozens of tools for self-repair.

The ability to regrow language after early brain damage is just one
of them. Taken in this broad perspective, the fact that the brain can
recover from injury is hardly surprising. In fact, perhaps the only real
surprise here is how inflexible the brain is. Most parts of the body
constantly replace their cells, whereas the adult brain’s stock of neu-
rons is almost entirely fixed.28 Your liver cells are constantly replen-
ished, but your brain must largely (though not entirely) make do
with the neurons you had when you were born,? effecting its repairs
mainly by modifying the wiring between neurons rather than by gen-
erating new neurons. Still, the brain can, like most other parts of the
body, manage a large degree of self-repair. (One form of self-repair
takes advantage of built-in redundancy—if one kidney is lost, the
body can shift function to the other; if one hemisphere is lost, at least
some function is transferred over to preexisting counterparts on the
opposite hemisphere.30)

Recovery from injury is something that happens during the every-
day life of most individuals; transplant studies are not. Outside of the
lab, cells don’t get transplanted from the somatosensory cortex to the
visual cortex. Yet the body seems just as adept at dealing with this
challenge. Here again, there’s nothing special about the brain. Take a
cell that would ordinarily become an eye cell, stick it in the stomach,
and it will turn into a stomach cell.3! That doesn’t mean that the pre-
sumptive eye cell has learned how to be a stomach cell.

Instead, as we will see shortly, this kind of plasticity is a conse-
quence of the very procedures by which the body assembles itself.
Most cells in the body (except mature red blood cells and platelets) are
born with a complete set of instructions—instructions about how to
behave should it be called upon to be a stomach cell, instructions
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about how to behave should it be called upon to be an eye cell, and so
forth. Which instructions a given cell follows is partly determined by its
neighbors. Being surrounded by stomach cells can lead an impression-
able young cell to act like a stomach cell. The same thing, I would
suggest, is happening in the brain cell transplants. A visual-neuron-to-
be that hasn’t yet gone full steam into following the built-in instruc-
tions for visual neurons may be able to change gears and start
following the plan for somatosensory cells. Adult neural stem cells can
even turn into blood cells, clearly not something that should be attrib-
uted to learning.32 This isnt something special about brain develop-
ment; it’s simply how developmental rules—genes—work.

But why did the ferret’s retina cross the auditory road? Although
people often describe Sur’s famous experiments as experiments in
rewiring, Sur did not literally rewire the ferrets, which is to say that he
did not literally connect the output “wires” of retinal cells (axons) to
the neurons in the auditory thalamus. Instead, Sur goosed things a bit
and then let the axons find their own way. Understanding how the ex-
periment actually works helps to understand what’s really going on.

Here’s how it worked. Retinal axons usually try to wire themselves
to the superior colliculus. Sur’s team kept them from doing that by
removing the superior colliculus. If that were all that Sur and his col-
leagues had done, though, the rewiring might not have worked, for
the retinal axons might have been left with nowhere to go. To com-
plete the rewiring process, Sur removed the inputs that ordinarily
feed into the auditory thalamus.33 This last step—which further ex-
periments have shown to be most crucial3*—seems to have caused
the auditory thalamus to send out a signal saying, in essence, “con-
nect to me.” Since the retinal axons were at that very moment looking
for a partner, it was a match made in laboratory heaven.

As we will see in Chapter 6, the sorts of signaling systems that
might bring together retina and auditory thalamus are widespread
throughout the brain. It might be that sensory input plays a role in
the rewiring experiments—that’s what the antinativists want you to
believe—but it might not. Instead, the rewiring might have happened
entirely on the basis of the interactions between the feelers of the wan-
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dering retinal axons and the signal molecules sent out by the expec-
tant auditory neurons. I would not be at all surprised if one could get
the same rewiring in a ferret raised in the dark.

BETWEEN NATURE AND NURTURE

So where does this leave us? We still don’t know exactly how “plastic”
the brain is. Like many eager scientists, the latter-day antinativists have
overstated their case. They write not only of flexibility (clearly true), but
of an “equipotentiality” in which any part of the cortex could grow into
any other (wild exaggeration). For example, in what seems like a com-
pelling passage, San Diego cognitive scientist Elizabeth Bates wrote,
“Isacson and Deacon (1996) have transplanted plugs of cortex from the
fetal pig into the brain of the adult rat. These foreigners’ (called ‘xeno-
transplants’) develop appropriate connections, including functioning
axonal links down the spinal column that stop in appropriate places. Al-
though we know very little about the mental life of the resulting rat, no
signs of pig-appropriate behaviors have been observed.”>

But Bates did not report even more striking experiments by biolo-
gist Evan Balaban, who implanted parts of quail midbrains into chick
embryos, creating animals known as “chimeras” (in honor of the lion-
headed, goat-bodied, serpent-tailed beast of Greek myth). The
chimeras walked like chickens but crowed like quail, showing that not
every cell takes on the properties of its new home.3¢ As Balaban’s stud-
ies and other recent work has shown, not every transplant takes on
properties of its new surroundings. Some, especially those transplanted
later in development, reflect their source rather than their new destina-
tion, especially when such experiments are performed later in develop-
ment.37 Moreover, the transplant studies may rely heavily on the
similarities between donor and host.38 Although experiments do show
that one can sometimes move sensory tissue from one sensory area to
another, they have never shown that one could, say, take a sensory cell
and have it integrate properly into, say, a motor area, the amygdala (the
seat of emotion3?), or the prefrontal cortex (which appears to play a
central role in our ability to make decisions#0).
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Similarly, as impressive as Sur’s ferret studies are, they are not with-
out problems. The “rewired” ferrets could not see as well as normal
ferrets and showed a peculiar preference for horizontal lines that nor-
mal ferrets do not show. Moreover, a fifth of the neurons in the audi-
tory cortex did not respond to visual input, and the ferrets had brain
maps that were disorganized compared to those of normal ferrets.4!
Although experiments have shown that one can get visual input to
feed into the auditory cortex, they have not shown that visual input
can be rerouted anywhere in the brain willy-nilly. The early stages of
visual and auditory processing are quite similar,4? and the relative suc-
cess of rewiring may well have depended on that similarity.43 (Steven
Pinker has suggested that plasticity may go no further than this, not-
ing that there have been no demonstrations of exchanges between
nonsensory areas; John Kaas, a leading neuroanatomist at Vanderbilt,
has said that he expects to find even more plasticity at higher cortical
levels that direct more complex behaviors, but he also argued that we
simply do not yet know enough about the cortex to be able to tell.44)

Things are similarly murky when it comes to recovery from brain
damage. Recovery from brain injury is indeed much more dramatic in
infants than in adults, but even in infants recovery may be only par-
tial. Although it is true that children whose brains are damaged early
in life often recover to a remarkable extent, it is also true that such
children face lasting deficits. For example, neuroscientist Faraneh
Vargha-Khadem of London’s Institute of Child Health described a
case study of a girl who suffered bilateral damage to her hippocampus
at birth. In adults, damage to the hippocampus causes problems for
long-term memory. In the famous case of the patient known as HM,
removal of the hippocampus (among other adjacent areas) left him
completely unable to store new facts in long-term memory.45 The
child with similar damage was able to learn and remember quite a bit,
including the meanings of words, but her spatial abilities, her tempo-
ral abilities, and her memories of specific events were all profoundly
impaired.46 Disorders such as cerebral palsy (which affects posture
and movement),%” autism (which affects social cognition and commu-
nication),48 and dyslexia (a reading disability)4® are (at least for now,
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given limits on contemporary medicine) lifelong propositions. Espe-
cially where disorders stem from genes rather than from trauma, my
hunch is that there may be significant limits on plasticity.

No matter what the final answer looks like, it is already clear that
the nativists and the antinativists are both right about something. The
nativists are right that significant parts of the brain are organized even
without experience, and their opponents are right to emphasize that
the structure of the brain is exquisitely sensitive to experience. Nature
has been very clever indeed, endowing us with machinery not only so
fantastic that it can organize itself but also so supple that it can refine
and retune itself every day of our lives. What we will see in the re-
mainder of the book is that both of these properties are direct and
natural consequences of the elegant biological processes that direct the
development and maintenance of the brain.






ARISTOTLE’'S IMPETUS

In all things of nature there is something of the marvelous.

—Avristotle

MANY PEOPLE THINK of genomes—the collections of genes that
make each individual and each species unique—as blueprints, little
DNA maps for the growing organism. It's not a bad metaphor as far
as it goes: There is some sense in which DNA provides a plan for a
growing embryo. But as we've seen, in many respects the blueprint
metaphor is way off. There’s nothing in your genome that corresponds
to a picture, no simple connection between the parts of a genome and
the parts of a brain. In some science-fiction world in which genes re-
ally were blueprints, science and medicine would be more straight-
forward. Doctors would be able to look at a disruption in the genetic
code and immediately see how it would affect the brain, or look at a
congenitally disordered brain and instantly know where in the genome
to look for the problem. But on our planet, genomes don’t work that
way. My goal in this chapter is to explain their true function.

I begin, curiously enough, with Aristotle (who didn’t know from
genes). Aristotle’s contribution, derived from his own dissection of
chick embryos, was his realization that embryos emerge gradually in a
series of stages via a process we might think of as “successive approxi-
mation.” (Biologists sometimes call this process epigenesis, epi meaning

47
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“on top of” and genesis meaning “generation,” but the term has come
to mean so many different things that I will not be using it here.)

In his essay “On the Generation of Animals,” Aristotle suggested
that, rather than being fully formed from the beginning, the body is
built incrementally: “The upper half of the body, then, is first marked
out in the order of development; as time goes on the lower also reaches
its full size. . .. All the parts are first marked out in their outlines and
acquire later on their color and softness or hardness, exactly as if Na-
ture were a painter producing a work of art, for painters, too, first
sketch in the animal with lines and only after that put in the colors.”

Although not every detail of Aristotle’s theory was right (he be-
lieved, for example, that bones were first made of what he called “sem-
inal residue”), his basic premise was correct: Every embryo goes
through an orderly progression of stages in which organs get laid
down first in a very rough form and then are refined in successive
waves of more and more detail.! In contrast to the misguided claims
of the seventeenth-century preformationists (who, recall, thought the
embryo was fully formed), real embryos do not look a thing like the
adults they are destined to become. A two-day-old embryo certainly
looks like nothing so much as a mulberry, and the human embryo
four weeks after conception arguably looks more like a fish than a per-
son. (The rumor that “ontogeny recapitulates phylogeny” is, however,
a lie. The famous phrase, coined by German biologist Ernst Haeckel,
suggested that embryos went through stages of development that
traced out the history of our evolutionary development. That slow-to-
die fallacy? may have reached its apex when famed childcare expert
Dr. Spock once claimed, referring to embryonic pharyngeal arches
that look like gills, that “each child as he develops retrace[s] the whole
history of mankind, physically and spiritually.”3 But human embryos
don’t really have gills. To the extent that early human embryos resem-
ble other organisms, what they resemble is not the adult form of those
organisms but the embryos of those organisms, as properly surmised
by Haeckel’s less quotable predecessor Karl Ernst von Baer.4)

The bottom line is that we now realize that embryos unfold in a se-
ries of stages. During conception, sperm and egg unite to form the
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Figure 4.1 Stages of embryonic development in eight species
Drawing from Ernst Haeckel (1866)

fertilized egg known as a zygoze. The zygote, which begins as a single
cell, soon divides into two cells, and then each of those cells divides
again, and again, ultimately forming a ball of eight nearly identical
cells. The ball of cells eventually flattens, layers of cells start to form,
and soon cells start to take on specialized fates, limbs begin to bud,
and organs begin to blossom. And, as we will see in the next chapter,
the principle of successive approximation (or gradual unfolding) ap-
plies as much to the development of the brain as it does to the rest of
the body.

For all that Aristotle did surmise—stunning, given what he had to
work with—his theory was still hopelessly incomplete. Aristotle could
still not address some of the most important questions. What is it that
drives embryos from one stage to the next, and what is it that drives
an embryo to follow in its parents’ footsteps? Why does a monkey em-
bryo grow up to be a monkey rather than a grapefruit? Aristotle
couldn’t answer, except to suggest that there was some “motive force.”
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Aristotle’s explanation was like saying that cars move forward when
the axles rotate—without mentioning a thing about gasoline or the
crankshaft that drives the gearbox that turns the axles. And that’s
where genes—the true motive force—come in.

WHAT’S IN A GENE?

The modern scientific conception of what genes do—and how they
supervise the construction of the body and brain—began more than
150 years ago with a view that I will call the Trait Theory. Scientists
later elaborated this idea into ever more complex theories that I will
call the Enzyme Theory, the Protein Template Theory, and finally, the
(most complete) Autonomous Agent Theory.

In the paragraphs to come, I will explain each one, giving a concep-
tual history of the gene. This excursion into the history of modern bi-
ology may at first seem like a diversion. Why should we care how
scientists discovered what genes do, if what we really care about is the
development of the mind and brain? Why should it matter to us
whether genes are for traits or for enzymes? And what difference does
it make whether genes act as templates or as autonomous agents?

We should care because answers to questions about the interrelation-
ship between nature and nurture, and why it is difficult to separate the
two, can only be truly understood with reference to the way in which
biological structure is actually built. Without understanding the true
nature of genes, we cannot hope to understand what makes it challeng-
ing to diagnose and treat disorders, how the genome gets so much out
of so few genes, or how it evolves new cognitive systems from old.

Let us begin with the Trait Theory, one of the simplest theories one
can imagine. The idea is that each gene affects a single trait—say,
height, eye color, or IQ. Although, no current biologist takes this ex-
planation as a complete and accurate account of what a gene is, the
one gene, one trait theory deserves mention because vestiges of it ap-
pear all the time—in newspaper articles (“Migraine Gene Discov-
ered”), books (7he Hungry Gene>), and professional articles in fields

outside of molecular biology.
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Figure 4.2 The Trait Theory, updated for the twenty-first century
Reprinted by permission of Matt Davies and Tribune Media Services

The Trait Theory, which was pivotal in the subsequent discovery
that DNA represents the molecular basis of heredity, and everything
gene-related that has followed, began in the 1860s with the Austrian
monk Gregor Mendel and his painstaking studies of the mechanics
of inheritance, of what makes children resemble their parents. Focus-
ing on the common garden pea (Pisum sativum), Mendel bred more
than 28,000 plants—tall ones, short ones, smooth ones, wrinkled
ones, green ones, yellow ones—about seventy different purebred va-
rieties in all.¢

In the course of his studies, Mendel quickly refuted the then popu-
lar idea that offspring were simple blends of their parents. Crossing
purebred yellow peas with purebred green peas, for example, invari-
ably led to yellow peas rather than to yellowish-green blends. When
Mendel bred together two hybrid yellow peas (that is, two yellow
peas, each born of a cross between a purebred yellow pea and a pure-
bred green pea), something even more astonishing happened: About a
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quarter of the time, he wound up with green peas—that looked like
neither of their parents. He got similar results with smooth peas born
to hybrid wrinkled peas, tall peas born to hybrid dwarf parents, and so
on. From these patterns, Mendel deduced the now familiar laws of
dominance (brown eyes trump blue eyes, and so forth) and, more
generally, concluded that the color of a pea must depend on two trait-
controlling “factors,” one inherited from its paternal parent, the other
from its maternal parent. Which trait a pea exhibits depends on the
interactions of those factors, which ultimately became known as
“genes.”” (In a John Chase cartoon, it's Mendel’s night on kitchen
rotation, and as he brings out the food, one monk can’t help but break
the code of silence. “Brother Mendel,” he says forlornly, “we grow
tired of peas.”)

As it so happens, the Trait Theory worked pretty well for the simple
traits that Mendel studied, but as a complete theory of the function of
genes, it fell short in three ways. First, we tend to think of traits as
qualities that vary from one individual to another: I have brown eyes;
you have green eyes. But most genes have nothing to do with differ-
ences between people; the vast majority of them are shared by all nor-
mal individuals. Genes do a lot more than just shape differences
among individuals, and the trait theory does not explain why. Second,
most traits are influenced by more than one gene; skin color, for ex-
ample, is influenced by at least thirty.8 Finally, it is not uncommon for
a single gene to influence several different properties, sometimes not
obviously related, as in the single gene that leads to two of the most
distinctive features of Siamese cats—their unusual coloration (light
body, dark extremities) and their crossed eyes.®

Although Mendel’s ideas were largely ignored for thirty-five years,!0
they eventually led to the Enzyme Theory, which was a big leap be-
cause it was the first mechanistic theory of how physical entities could
influence heredity. In 1902, a few years before the term “gene” was
coined, a British doctor named Simon Garrod discovered that certain
disorders—which he later dubbed “inborn errors of metabolism”11—
ran in human families according to patterns that closely resembled
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Mendel’s pedigrees of inheritance. Whether a child inherited disorders
such as albinism (which makes skin, hair, and eyes white) or alkap-
tonuria (a frightening but harmless disorder that turns urine black)
could be predicted with great accuracy using Mendel’s factors.

These observations gave rise to the idea that genes exerted their effect
by influencing the production of enzymes.'> Enzymes are biological cata-
lysts that make chemical reactions go faster, and the Enzyme Theory sug-
gested that physical (and presumably mental) disorders were the product
of particular missing enzymes. The urine in patients with alkaptonuria
turned black because they lacked an enzyme known as homogentisic ox-
idase; the skin of the albino patients was white because they lacked the
enzyme that catalyzes the process of turning tyrosine into skin pigment.
Further evidence favoring the Enzyme Theory came in the 1940s, when
two Caltech biologists, Edward Beadle and George Tatum, used mi-
crowave irradiation to systematically generate strains of mutant bacteria,
each of which, again, appeared to lack particular enzymes.

According to the Enzyme Theory, most famously captured in Bea-
dle and Tatum’s memorable slogan “one gene, one enzyme,” @// con-
genital disorders (mental or physical) were understood as being the
products of missing enzymes. And some really are: Phenylketonuria
(PKU), for example, is a form of mental retardation that results from
a missing enzyme, and if caught early enough it is relatively amenable
to treatment, as a matter of managing diet and dietary supplements.
But the Enzyme Theory actually missed much of the larger truth: A
great many genes (and corresponding disorders) have nothing to do
with enzymes and simply do not fit into the enzyme framework. Dis-
orders from sickle-cell anemia to Lou Gehrig’s disease (amyotrophic
lateral sclerosis) to muscular dystrophy and cystic fibrosis have noth-
ing to do with enzymes, yet everything to do with genes.

In the 1950s and 1960s, scientists discovered that genes do much
more than simply guide the construction of enzymes. Most enzymes
belong to a larger group of molecules known as proteins, and it turns
out that genes are pivotal in the construction all of the members of
that much larger group of molecules.
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Proteins are long chains of twenty or so basic molecules known as
amino acids that are twisted and folded into complex three-dimensional
structures such as fibers, tubes, globules, and sheets. Amino acids, in
turn, are particular arrangements of carbon, hydrogen, oxygen, and ni-
trogen atoms. (Your body makes many of these amino acids, but nine
are “essential” because they can only come from your diet. Animal
meats typically contain all the missing amino acids, but many plant
products do not—Ilysine, for example, is absent in many grains—which
is why vegetarians must carefully balance, or “complement,” their
sources of protein.)

There are literally hundreds of thousands of different proteins in a
human body.!3 An average cell has thousands different proteins, and,
all told, they make up more than half the body’s dry weight.!4 In addi-
tion to enzymes, there is a huge range of other proteins. For example,
keratin (the principal protein in hair) and collagen (the principal pro-
tein in skin) help to build the structures of the body. Others, such as
prolactin and insulin, are hormones used for communication between
(and within) organs. Still others serve as everything from motors to
couriers (such as hemoglobin, which exists to transport oxygen). And
then there are channels, complex cellular gates that open and close to
control the flow of molecules into and out of a cell, and receptors, re-
ceivers of biochemical signals that can be thought of as sentinels that
capture messages and convey their content to the inside of a cell with-
out letting the messengers themselves through the membrane walls.
Proteins are involved in just about every aspect of life.!5

The first step toward the Protein Template conception of genes,
which held that genes were involved in all proteins, not just enzymes,
came in the 1940s. Up until then, many scientists thought that genes
were just one more special kind of protein, but in 1944 a largely un-
sung American biologist named Oswald Avery discovered otherwise.
His great advance came in a study of the uncomfortably familiar bac-
terium we know as pneumococcus. Pneumococcus comes in two vari-
eties, a lethal, “smooth-coated” S strain and a normally harmless,
“rough” R strain, so named for their appearance under a microscope.
In the late 1920s, British biologist Frederick Griffiths discovered that
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heat-killed S strain (which on its own was not lethal) could “trans-
form” normally safe R-strain bacteria into deadly killers. But Griffichs
was not able to explain why. Avery cracked the case by a process of
elimination, ruling out, one by one, all the substances contained
within the S strain until the only substance left was a mysterious
sticky acid that had first been identified in 1869 by a Swiss biochemist
named Friederich Miescher.16 That mysterious sticky stuff—DNA—
was enough a// by itself to transform the ordinary R into deadly R. In
modern language, what made transformed R deadly was genetic mate-
rial incorporated from S-strain DNA.

The bottom line? Scientists could now point to the material basis
of heredity, to Mendel’s factors, to genes. But rather than being made
of some special kind of protein, genes were made of DNA (deoxyri-
bonucleic acid). To find out more about genes, then, scientists would
clearly need to figure out how this molecule, DNA, worked. At that
point, researchers knew relatively little about DNA. From Miescher’s
original discovery of the substance in 1869 (just four years after
Mendel published his paper on the pea), scientists knew what DNA
was made of: carbon, hydrogen, oxygen, nitrogen, and phosphorus. A
decade and a half later, in 1885, German biologist Albrecht Kossel
discovered that DNA included four types of alkaline (opposite of
acidic) molecules known as “bases,” which he named cytosine,
thymine, guanine, and adenine, and which we now refer to as nu-
cleotides.!” But the exact composition of DNA, and how those bases
related to one another, seemed to differ from one species to the next.
For example, the proportion of guanine was higher in the thymus of
an ox than it was in the thymus of a person.!8 Unexplained were bio-
chemist Erwin Chargaft’s 1950 “laws”: The amount of cytosine al-
ways seemed to match the amount of guanine, and the amount of
thymine always seemed to match the amount of adenine.!?

With Avery’s discovery, and independent confirmation from Alfred
Hershey and Martha Chase that followed in 1952,20 there was soon a
race to figure out DNA’s exact shape and the way that its molecules fit
together. The smart money was on Linus Pauling, the world’s leading
authority on chemical bonds. True to biology’s Daily Racing Form,
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Pauling, who later won two Nobel Prizes, was first to publish?!—but
his hypothesis—a triple helix that nowadays can only be found in sci-
ence fiction—turned out to be flawed.22 Before Pauling could spot his
own error, he was overtaken by two ambitious newcomers, a twenty-
five-year-old American who had only recently finished his Ph.D. dis-
sertation, and a thirty-something British graduate student who had
yet to finish his.

I am speaking, of course, about James Watson and Francis Crick.
What the famous team discovered, in February 1953 (with the help of
critical X rays that were taken by Rosalind Franklin23 and Maurice
Wilkins), was that the DNA molecule was a double helix: two twisted
sugar-phosphate ladders connected by rungs made up of pairs of nu-
cleotide bases.24 The idea of a helix wasn't new. What was new was the
understanding of the way in which the bases fit together: Each indi-
vidual rung was made up of a pair of “unlike” bases, either an adenine
(A) and a thymine (T), or a guanine (G) and a cytosine (C). The rea-
son that the amount of adenine correlated so well with the amount of
thymine was that they always came in pairs—Chargaft’s laws had
been explained—and the structure of DNA finally deciphered.

“It has not escaped our notice,” Watson and Crick famously wrote,
“that the specific pairing we have postulated immediately suggests a
possible copying mechanism for the genetic material.”2> The immediate
significance of their theory was in the way it connected to Mendel’s
questions about heredity. An organism could resemble its parent only if
Mendel’s factors could be transferred from parent to child, and that, in
turn, required that there be some way to make copies of the factors.
DNA provided for that possibility: Information was contained in the
sequence of nucleotides. The two strands of the substance could sepa-
rate and serve as templates for more strands—voila, biological Xerox.

The conception of genes as templates for proteins grew out of efforts
to figure out what all those A, C, G, and T nucleotides were for. Al-
most immediately, a physicist named George Gamow took a first stab,
guessing that the amino acids that make up a protein might somehow
stick into crevices between the rungs of the DNA ladder.26 Which



Aristotle’s Impetus 57

Figure 4.3 DNA, and the process of its replication
lllustration by Tim Fedak

protein emerged from a given DNA sequence would, in Gamow’s the-
ory, be a matter of which amino acids fit into the crevice between its
nucleotides. Gamow’s crevice theory was wrong in its details. Proteins
are not formed through direct interaction with the DNA (and the
crevices between nucleotides are irrelevant for this process). But the
spirit of his idea was correct: One of the main ways that genes exert
their influence is by providing templates for proteins.

As became clear in the early 1960s, sequences of three nucleotides,
known as triplets, or codons, get translated into amino acids, with
each triplet standing for a different amino acid. For example, triplets
of T-C-G get translated into serine, triplets of G-T-T into glutamine,
and so forth, each codon serving as a template for a different amino
acid. Series of triplets were translated into the chains of amino acids,
which in turn fold up into the complex three-dimensional molecules
we know as proteins. (Aficionados will realize that 'm oversimplify-
ing in several ways. DNA must first be copied, or “transcribed,” onto
RNA (ribonucleic acid), an intermediate complement of DNA, be-
fore it gets translated into amino acids. Furthermore, there are sixty-
four codons but only twenty amino acids, so sometimes two, three, or
even six different codons serve as templates for a single amino acid;
for our purposes, these details will not matter.)
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Figure 4.4 From DNA to RNA to protein
lllustration by Tim Fedak

The conception of genes as protein templates is partly correct, and
it’s what many people think of when they think of genes. Genes gen-
uinely do provide templates for protein building, and many disor-
ders—mental and physical—are the result of small “errors” in protein
templates. Sickle-cell anemia, for example, is caused by a single
spelling error in the 861-nucleotide-long gene for building hemo-
globin, the four-part protein that allows red blood cells to carry oxy-
gen.2” Blood cells with ordinary hemoglobin look like dimpled discs;
sickled blood cells are so named because when they are not bearing
oxygen they form a crescent, or sickle, shape, the direct consequence
of change in a single nucleotide from an A to a T. Sickled cells have a
front and a back, and when they lack oxygen they tend to fit together
like the top and bottom of a Lego brick, forming chains that can clog
arteries and block the flow of blood. Most of the time, such cells com-
mit suicide, but occasionally the clots persist and one of the body’s
organs may be damaged, sometimes leading to death. (Like many dis-
orders, sickle-cell anemia is most severe in people who inherit two
copies of the errant gene, one from each parent. When only a single
copy is inherited, the normal copy can do some of the work and the
illness is far less severe. The disorder may persist in the population be-
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cause even a single copy of the “mutant” gene conveys a resistance to
malaria.)

Not all genetically influenced disorders, however, can be traced to
errors in protein templates. Even the Protein Template Theory was
incomplete in a significant way. Proteins are marvelous molecular
machines, but what makes one animal different from the next is not
just its set of proteins, but the arrangement of those proteins, and,
remarkably, the arrangements, too, are a product of the genes. The
Protein Template Theory captured only half the real story. Each gene
actually has two parts: the protein template, which is widely known,
and a second part that provides regulatory information about when
that template should be used.

This final, crucial insight—that genes provide not just templates
but also instructions for regulating when a gene should be translated
into protein—came in 1961, in Jacques Monod and Francois Jacob’s
investigations of the eating habits of the bacterium Escherichia coli.28
These insights led scientists to refine the Protein Template Theory
into the theory of genes that is now considered correct, which I will
call the Autonomous Agent Theory.22 Monod and Jacob’s study be-
gan with the observation that E. coli could quickly switch from a diet
of glucose (its preferred sugar) to one of lactose (the sugar found in
milk). In ordinary glucose-rich environments, E. coli doesn’t bother
to make enzymes for metabolizing lactose. But when glucose be-
comes scarce, the bacteria switch their diet in just a few minutes. To
manage that, they must produce thousands of copies of enzymes,
such as {3-galactosidase, a molecule that facilitates the breakdown of
lactose to galactose and glucose.

What Monod and Jacob discovered is that the genes for these lac-
tose enzymes switched on or off as needed according to a simple logi-
cal system. The templates for lactose-metabolizing enzymes are
translated into proteins if and only if exactly two things are true. First,
the bacterium must have lactose around, and second, the bacterium
must 7ot have access to glucose. The logical juxtaposition of these two
requirements (IF lactose AND NOT glucose) should instantly ring a bell
with any reader who has computer programming experience—for the
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requirement “IF X AND NOT Y” is of a piece with the billions of 1E-
THEN rules that guide the world’s software. What Jacob and Monod
had discovered, in essence, was that each gene acts like a single line in
a computer program.

The net result is a kind of mass empowerment: Every gene is a free
agent authorized to act on its own, hence the Autonomous Agent The-
ory. As soon as the IF part of a gene’s IF-THEN rule is satisfied, the
process of translating the template part of a gene into its corresponding
protein commences. There is no form to fill out in triplicate, no wait-
ing for approval. Patrick Bateson and Richard Dawkins have described
the genome as a whole (the collection of all the genes in a given organ-
ism) as a recipe, but it is also possible to think of each individual gene
as a recipe for a particular protein; on the latter analogy, what 1E-THEN
gene regulation means is that each recipe can act on its own.

IF-THEN

Understanding how genomes contribute to the construction of body
and brain is thus a matter of understanding how the two parts of every
gene—the regulatory IF and the protein template THEN—work to-
gether to guide the fates of individual cells. Nearly every cell contains a
complete copy of the genome (which is why one can grow a carrot
from a clipping or clone a sheep from a single cell30). But most cells
specialize for particular tasks, some signing up for service in the circu-
latory system, others in the digestive tract or the nervous system, relo-
cating and even committing suicide when their job requires it. And it
is from that process of specialization, in the individual decisions of the
trillions of cells that make up a body, in how cells spend their lives, in
how they grow, slip, slide, divide, and differentiate, that the structure
of the body and brain emerge. (Or fail to emerge, for most birth de-
fects stem in one way or another from errors in these basic processes.)
What makes one cell different from the next is not which genes it has
copies of, but rather which of those genes are switched on. The recipe for
hemoglobin is followed only in red blood precursors, the recipe for hu-
man growth hormone only in the pituitary gland. Some genes are ex-
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pressed only in the brain, others only in the kidneys or the liver, or in a
particular kind of cell, or in a particular place within a cell, and many
genes are just as choosy about when they are expressed as they are about
where they are expressed. “Housekeeping” genes, such as those that build
proteins that help convert sugar to energy, are on almost all the time in
almost every cell,3! but most are on (or most active) only at select times,
during particular situations (for example, during cell division or gas-
trointestinal inflammation), or at particular moments in embryological
development (such as during the leg-growing, tail-shedding process of
tadpole-to-frog metamorphosis).32 In this way, by switching on only at
specific times and places, genes modulate the growth of proteins in dif-
ferent ways in different cells. With IES that are tied to particular times
and types of cells, each cell can develop in its own unique way.

What drives the embryo forward in development—and what drives
a monkey embryo to become a monkey rather than a grapefruit—is
each species’ unique set of IF-THENS and the different ways in which
they drive cells to develop and specialize. If genes are like lines in a
computer program—an IF that controls when a gene will be expressed,
a THEN that says what protein it will build if it is expressed—they are a
special kind of computer program, one that is followed not by a central
processor but autonomously, by individual genes in individual cells.

With one more trick—regulatory proteins that control the expres-
sion of other genes—nature is able to tie the whole genetic system to-
gether, allowing gangs of otherwise unruly free-agent genes to come
together in exquisite harmony. Rather than acting in absolute isola-
tion, most genes act as parts of elaborate networks in which the ex-
pression of one gene is a precondition for the expression of the next.
The THEN of one gene can satisfy the IF of another and thus induce it
to turn on. In this way, a single gene that is at the top of a complex
network can indirectly launch a cascade of hundreds or thousands of
others, leading to, for example, the development of an eye or a limb.

In the words of Swiss biologist Walter Gehring, such genes can serve
as “master control genes” that exert enormous power in a growing
system. Pax6, for example, is a regulatory protein that plays a role in
eye development, and Gehring has shown that artificially activating
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that one gene in the right spot on a fruit fly’s antenna can lead to an ex-
tra eye, right there on the fly’s antenna—a simple regulatory protein IF
that leads, directly and indirectly, to the expression of approximately
2,500 other genes.

The 1Fs and THENS can even lead a single organism to develop in
different ways in different circumstances. The African butterfly Bicy-
clus anyana, for instance, comes in two different forms depending on
the season, a colorful wet-season form, and a duller brown dry-season
form. Which one develops is determined only late in the larval stage of
the butterfly’s development, probably on the basis of a temperature-
sensitive gene that triggers different cascades depending on the climate.
Genetically identical butterflies raised in a warm laboratory tend to
take on the wet-season form, whereas those raised in cooler tempera-
tures tend to take on the dry-season form. It would be impossible for
the genome to “know” in advance whether a particular larva will de-
velop in the wet season or the dry season, so instead nature has en-
dowed the B. anyana genome with IF-THEN instructions for handling
both, and machinery for letting the environment determine the most
appropriate phenotype.33

HISTORY AND GEOGRAPHY

In simple organisms, many of the IF-THEN cascades of development are
driven primarily by a cell’s history. The growth of the Caenorhabditis
elegans roundworm is so regular that biologists have taken to drawing
“fate maps,” or “lineages,” diagrams that would make a genealogist feel
at home. Each newly fertilized egg divides four times, each time bud-
ding off from a different founder cell, each of which, under normal cir-
cumstances, has a specific destiny. For example, the founder cell known
as “D” generally gives rise to muscle cells, and founder cell “AB” gener-
ally gives rise to neural cells, muscle cells, and a set of “hypodermal
cells” that lie in a layer beneath the skin’s surface. The first few genera-
tions are shown in the first figure here. By the time all the great-great-
great-grandchildren are born, the chart is a lot more complicated, but it
still looks like a family tree, as in the second figure.
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In the nematode, most cells appear almost as if they were on auto-
pilot, going about their business independently, according to a strict
schedule, even if, say, the head is missing. In mammals, cells do use a
bit of history, but they also rely heavily on molecular signposts that
tell growing cells where they are. In complex, three-dimensional bio-
logical structures like the human heart or arm, the body makes use of
at least three different systems, or axes (plural of “axis”), for indicating
position, each depending on a different set of genes and proteins. In
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the arm, the proximal-distal axis starts from the shoulder and runs
down to the fingertips. The anterior-posterior axis runs from the
thumb to the pinkie, and the dorsal-ventral system runs from the back
of the hand to the palm. Every cell in the arm can be defined in terms
of where it is on those three axes: how far it is from the shoulder,
whether it is closer to the palm or the back of the hand, and how far it
along the axis it is from the thumb to the little finger.

The contrast between mammals and worms was once thought to be
so great that Nobel laureate Sydney Brenner joked that there were two
basic plans of development, the “European Plan” and the “American
Plan”:

The European way is for the cells to do their own thing and not to talk
to their neighbors very much. Ancestry is what counts, and once a cell
is born in a certain place it will stay there and develop according to
rigid rules; it does not care about the neighborhood, and even its death
is programmed. If it dies in an accident, it cannot be replaced. The
American way is quite the opposite. Ancestry does not count, and in
many cases a cell may not even know its ancestors or where it came
from. What counts are the interactions with its neighbors. It fre-
quently exchanges information with its fellow cells and often has to
move to accomplish its goals and find its proper place. It is quite flexi-
ble and competes with other cells for a given function. If it dies in an
accident, it can readily be replaced.34

In truth, all animals make use of both kinds of information, albeit
in somewhat different proportions. Despite its apparent reliance on
ancestry, the hermaphroditic worm still uses positional information
to, for example, configure its egg-laying opening (otherwise known as
the worm’s vulva). The worm’s vulva generally consists of exactly
twenty-two cells, which originate, under normal circumstances, at a
cell known as P6p, regular as clockwork. But the worm will still grow
a vulva if inquisitive experimenters use a laser to destroy P6 . As de-
velopmental biologist Judith Kimble discovered, there are actually six
skin cells that have the potential to give rise to the vulva. Which one
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actually does so is determined not by a blueprint but by a protein sig-
nal that is secreted from a cell known as the “anchor cell.”3> The skin
cell closest to the anchor cell then gives rise to the primary vulva cells,
while the two adjacent skin cells become secondary vulva cells. If the
anchor cell is destroyed (by the zap of the laser beam), no vulva grows.
If the anchor cell is shifted toward the head, the vulva shifts in the
same direction, centering around the anchor cell’s new position rather
than around its ordinary position. What triggers the vulva program is
thus not an absolute cue to location but a functional one, a triggering
of a receptor for a cue given off by the anchor cell.

In mammals, many of a cell’s IF-THEN decisions depend on a mix of
ancestry and signals. One of the first studies to pit the two against each
other came in the 1950s. Embryologist John Saunders Jr. took pre-
sumptive thigh tissue (tissue that would ordinarily turn into a thigh)
from a chicken embryo and implanted it onto the edge of the wing
bud of another chick embryo. The transplanted tissue didn’t simply fill
in the missing part of the wing tip, but it didn’t turn into a thigh,
either. Neither ancestry nor neighborhood won out. Instead, claws
sprouted from the ends of the chicken’s wings.3¢ The transplanted tis-
sue retained a memory (in the form of molecular markers) of its line-
age (from the leg) and combined that with the positional cues from its
new environment (in the edge of the wing bud), rendering dramatic
the complex calculus of combining position and ancestry. And it is that
same calculus that allows presumptive eye cells to become stomach
cells and presumptive somatosensory cells to become visual cells: By
including position in the equations that determine cell fate, the grow-
ing mammal automatically achieves a large degree of flexibility.

What propels an embryo from one stage to the next—and makes
one species different from another—is not a blueprint but rather an
enormous autonomous library of the instructions contained within its
genome. Each gene does double duty, specifying both a recipe for a
protein and a set of regulatory conditions for when and where it
should be built. Taken together, suites of these IF-THEN genes give
cells the power to act as parts of complicated improvisational orches-
tras. Like real musicians, what they play depends on both their own
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artistic impulses and what the other members of the orchestra are
playing. As we will see in the next chapter, every bit of this process—
from the Cellular Big 4 to the combination of regulatory cues—holds
as much for development of the brain as it does for the body.

How much can you do with a system like that? Consider the power
of groups of simpleminded ants that work together to build a colony.
Outside of DreamWorks Studios, individual ants can do little more
than follow one chemical trail or another, pretty much insensitive to
the rest of the world around them, yet their collective action yields
great complexity.

In a similar way, individual genes are not particularly clever—this
one only cares about that molecule, that one only about some other
molecule. The regulatory region that controls insulin production, for
example, looks for signs that it is in the pancreas, but it can easily be
fooled. It’s not smart enough to look around and realize that it might
the victim of a party prank played in a Petri dish. But that simplicity
is no barrier to building enormous complexity. If you can build an ant
colony with just a few different kinds of simpleminded ants (workers,
drones, and the like), think what you can do with 30,000 cascading
genes, deployed at will.



COPERNICUS’S
REVENGE

Finally we shall place the Sun himself at the center of the Universe.

All this is suggested by the systematic procession of events and the har-
mony of the whole Universe, if only we face the facts, as they say, “with
both eyes open.”

—Copernicus

The human brain has variously been described as “the last frontier,”!
“biology’s greatest challenge,”® “the most elaborate structure in the
known universe,”> and Woody Allen’s “second favorite organ.”

In some ways, the brain seems unlike the rest of the body. Sure, it
depends on the flow of blood and oxygen just like the rest of the body,
but only the brain #hinks. Because the brain is the physical realization
of mental life, the root of language, mathematics, and emotion, it is
tempting to think that its origins are somehow different. If we are not,
as Copernicus showed, at the center of the universe, at least, surely,
there must be something awfully special about our brains. Physician
Richard Restak wrote, “Since the brain is unlike any other structure in
the known universe, it seems reasonable to expect that our under-
standing of its functioning—if it can ever be achieved—will require
approaches that are drastically different from the way we understand
other physical systems.”

67
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The notion that the brain is drastically different from other physi-
cal systems has a long tradition; it can be seen as a modernized version
of the ancient belief that the mind and body were wholly separate.
But the past 150 years have made it amply clear that the brain is a
physical system and that changes to the brain lead to changes in the
mind. Although the function of the brain is different from that of
other organs, the brain’s capabilities, like those of other organs,
emerge from its physical properties. We now know that strokes and
gunshot wounds can interfere with language by destroying parts of
the brain, and we know that drugs such as Prozac and Ritalin can in-
fluence mood by altering the flow of neurotransmitters.> The funda-
mental components of the brain—the neurons and the synapses that
connect them—can be understood as physical systems with chemical
and electrical properties that follow from their composition.® As we
will see, the IFS and THENS of genes guiding the growth of neurons in
much the same way they guide the growth of any other type of cell. In
many ways, the development of the brain is simply a special case of
the development of the body.

William Shakespeare wrote that “we are such stuff as dreams are
made on,” and Herman Melville’s great-great-grand-nephew (the
pop star known as “Moby”) sang that “we are all made of stars.” But,
in reality, we are all made of atoms, and that holds as true for the
brain as for any other organ. We are made up mainly of carbon, hy-
drogen, oxygen, phosphorus, potassium, nitrogen, sulfur, calcium,
and iron, memorialized in the biochemist’s mnemonic C. HOPKiNS
CaFe. Those atoms, in turn, combine to make complex molecules;
after water, protein and fats are the most common in living things.
(Compared to your biceps, the brain has a bit more fat—much of it
in the form of myelin, which insulates the “wiring” that runs be-
tween neurons—and a little less protein, but the differences are
slight.” Puree either in a Cuisinart, and you would wind up with
more or less the same soup.)
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As we move up from atoms to cells, the same general point holds. All
organs, including the brain, are made up primarily of cells. The special
nerve cells of the brain—neurons—look, at first glance, to be rather
different from most other kinds of cells. They are often (though not
always) larger than most other cells, and they are flanged on one side by
long axons that carry signals away from the cell, sometimes extending
the length of the body, and on the other by treelike dendfrites that allow
neurons to receive signals from thousands of other nerve cells. Neurons
are electrically alive, capable of sending brief jolts of charged atoms
down the lengths of their axons, and, even more remarkably, they are
smart. Not as smart as a person, but smart enough to synthesize vast
arrays of information,8 and fast enough that a group of them working
together can recognize a word or a familiar object in a fifth of a second.?

Axon - Carries signals away

Dendrites - Carry signals in

Figure 5.1 A neuron
lllustration by Tim Fedak

Despite these qualities, neurons are still just cells, better thought of
not as unique creatures but as specializations of a general cellular plan
that is widely shared across the body. Although their outward appear-
ance and special talents for computation and long-distance communi-
cation make them seem quite different from most other cells, under
the hood most of what neurons do is much the same as what other
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cells do. Their cell bodies (known as somas) contain essentially the
same variety of micro-organs (known as organelles) as a skin cell or a
liver cell: mitochondria to generate energy, protein synthesis plants
known as endoplasmic reticula, membranes to keep invaders out, and
nuclei to keep the DNA in. Any given neuron, in fact, begins its life as
an epithelial cell, and but for the grace of a few chemical cues, it could
just as easily wind up on the outside, as a skin cell.

Many of a neuron’s most spectacular specializations are just varia-
tions on ordinary cellular themes.!0 It has more mitochondria than
usual, for example, so as to support its high demands for energy. Even
the long, spindly axons aren’t something wholly new. The fibrous
cytoskeleton proteins that axons rely on for structure, and the track-
like microtubules!! that they rely on for transporting materials, are
both found in virtually all cells. Neurons, the characteristic cells of the
brain, are special, but no more so than the other 210 or so kinds of
cells in the human body.!2

. Rough endoplasmic reticulum
Dendrite

Nucleus
Neuron Typical Cell

Figure 5.2 How neurons resemble other cells
lllustration by Tim Fedak

THE MAKING OF A BRAIN

The process nature uses in building a brain very much resembles the
process it uses in building many other organs. At the broadest level,
brain building involves the same kind of successive approximation that
Aristotle identified. The brain comes into being not all at once, but in a
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series of stages, first as a simple group of undifferentiated cells that soon
thicken and curl to form first a sheet and then a tube. That tube sprouts
more bulges, and those bulges sprout bulges, each of which is further re-
fined. One divides into a series of segments that collectively compose
your hindbrain, an evolutionarily ancient command center of nerves
that contributes to processes such as respiration, balance, and alertness.
A second gives rise to the midbrain, which coordinates visual and audi-
tory reflexes and controls functions such as eye movements. The surface
of another bulge gives rise to the precursor of your forebrain, vital to de-
cision making and reason. Each section becomes more and more re-
fined over time, bending and curling, flexing and folding, pursing and
puckering, elongating and extending much like any other organ.

At a finer level, brain building depends on the same cellular-level
processes—division, differentiation, migration, and planned cell
death—as other organs. For example, the life of a neuron, whether
found in the brain or in the spinal cord, begins with an act of cell di-
vision, and the amount of such cell division very directly drives brain
size. The main reason our brains are three times bigger than chimp
brains is not that we have more experience, but that we have more
neural cell division.

Once brain cells are born, they must specialize and migrate to their
final locations. If brain cells fail to migrate, or migrate to the wrong
places, the result can be birth defects ranging from cerebral palsy to
Kallman syndrome (which leads to sterility and lack of a sense of
smell), or to lissencephaly (from the Greek words /ssos, for “smooth,”
and encephalos, for “brain,” a disorder in which the brain develops
without its usual convolutions).!3

Cell differentiation can turn neurons into everything from clocks
that control circadian rhythms to photoreceptors that convert light
into electrical-chemical impulses or decision makers that tally votes
and decide courses of action. In the retina (often used as a case study
because it can be directly and naturally stimulated), there are at least
fifty different kinds of neurons specialized to different tasks, such as
looking for motion, recognizing colors, detecting objects in low light,
and measuring brightness and contrast.!4 In the brain as a whole,
there may be as many as 100,000 different kinds of neurons, each
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contributing to a different aspect of mental life.’> (Here, too, there is
always the chance for error; some congenital muscular dystrophies, for
example, may stem from errors in the process by which motor neu-
rons—the neurons that drive muscle cells—take on their fates.)

Programmed cell death—deliberate cellular suicide—helps to fine-
tune particular populations of neurons. Many aspects of brain devel-
opment, such as matching sensory areas of the brain to inputs from
elsewhere in the body, seem to rely on a two-part strategy. The body
initially builds more cells in particular brain regions than it ulti-
mately requires, and then, in a kind of Darwinian fight-to-the-death
strategy, culls those that fail to integrate into some larger system.16
Like anything else in development, the process of cell death must be
tuned just so: too much, and there are too few cells left to do the job;
too little, and some unnecessary hangers-on get in the way. The
process is extremely sensitive to drugs, ranging from anesthetics to al-
cohol, which is one of the main reasons that pregnant women are
strongly advised to watch what they ingest.!” The choices of a cell in
the brain are not so different from those facing the cells in the rest of
the body.

Each of these cellular processes—division, migration, differentia-
tion, and planned cell death—what I like to think of as the Cellular
Big 4—is quite intricate. Nerve cell migration, for example, proceeds
in roughly four steps. First, some cellular system has to give the neu-
ron in question a “green light”; second, the neuron has to figure out
where to go; third, it has to engage its “motor”; and finally, it has to
know when to stop. Each neuron (or group of neurons) has its own
set of instructions. Many neurons in the shell-like cerebral cortex, for
instance, originate on the inside surface of the shell and then gradu-
ally climb (along a set of pole-like “radial glia cells”) toward the outer
surface of the shell, moving further outward the later they are born.!8
Other cells, “born” in different places, shift (tangentially) along the
surface of the shell.!® Even in a simple organism like a worm, the me-
chanics of migration are so complicated they could have been bor-
rowed from one of John Madden’s football playbooks. Cell number 1
goes right, number 2 goes left, and cell 3 goes long for a pass.20
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Figure 5.3 Migration pathways in the development of the nervous system of a

worm (left) and a mouse (right).
source: C. Kenyon, by permission of the author and the company of biologists |. Ruben-
stein and O. Marin, by permission of the author and Nature Neuroscience

To a remarkably large extent, all this complexity is guided by gene
expression. Indeed, without gene expression, there would be no mi-
gration, no differentiation, no division, no planned cell death—mul-
ticellular life as we know it would not exist.2! Starting in the
mid-1990s, developmental neuroscientists such as John Rubenstein
and Christopher Walsh finally began to work out the genetic “codes”
that regulate these processes, specific genes that affect the ways in
which the Cellular Big 4 help to sculpt the brain. By flipping the right
genetic switches, these researchers have been able to grow mice with
abnormally large brains by inducing extra cell division,22 trick differ-
entiating neurons that would ordinarily produce excitatory neuro-
transmitters into producing inhibitory neurotransmitters (the neural
equivalent of getting Democrats to vote Republican),23 and coax neu-
rons that would otherwise be bound for the cortex to instead head un-
derground, to a subcortical area known as the striatum.24

The point of such experiments, of course, is not simply to show off
the power of advances in biotechnology, but rather to work out the
precise role of genes in guiding brain development. The upshot of
the hundreds of experiments—most conducted since the beginning
of the new millennium—is this: Genes guide neural development in
precise and powerful ways, modulating virtually every process that is
important in the life of a cell, by controlling the production of the
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enzymes and cellular components that give neurons their shape and
form, by controlling the placement and guidance of the motors that
move those cells, and by issuing the commands that, when necessary,
lead to their death.

The regulatory regions that direct those genes are guided in no
small part by an intricate system of signposts and landmarks, made
mostly of highly specialized signaling proteins. Such proteins (as al-
ways, the products of genes) often act a bit like radio waves that grad-
ually fade out the further they get from their source. In the body,
because they decrease gradually as they move away from the source,
such signals are known as gradients.

For example, the gradient of a protein known as “FGF8” serves as a
cue for the development of “barrel fields”—sets of cortical neurons in
rats and mice that respond to whisker stimulation. Under ordinary
circumstances, FGFS8 is concentrated most heavily toward the front of
the brain, least heavily toward the back. Artificially altering that gradi-
ent profoundly alters the placement of the mouse’s barrel fields. If the
concentration of the FGF8 signal is increased early in development,
the barrel fields grow unusually far forward in the brain. If the con-
centration of the FGF8 signal is decreased, the barrel fields grow un-
usually far back. The most amazing result came in 2001 when
developmental neuroscientists Elizabeth Grove and Tomomi Fukuchi-
Shimogori placed an extra bead of FGF8 opposite its usual location,
so that the two concentrations of the protein would be like two radio
stations broadcasting the same signal at opposite ends of a valley. The
result? The double set yielded two gradients of FGF8 and a double set
of barrel fields, one the mirror image of the other.2>

Dozens of other signal-beacon genes broadcast, to extend the radio
analogy, on different frequencies, each influencing a different aspect
of neural development. For example, FGF8 works in part by control-
ling a gene called “Emx2.726 Disabling the Emx2 genes in a growing
mouse changes the relative balance between the hippocampus and the
frontal cortex, squashing the hippocampus to make room for more
frontal matter—one more way in which the subtle specializations of
the brain can be profoundly altered by changes in even a single gene.?”
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Figure 5.4 Gradients guide neural development
lllustration by Tim Fedak

What's amazing is how little of the overall scheme for embryonic
development is special to the brain. Although thousands of genes are
involved in brain development, a large number of them are shared
with (or have close counterparts in) genes that guide the development
of the rest of the body. The “motors,” for example, that allow neurons
to move depend on a special protein called actin that can contract so
as to pull the back edge of the cell forward toward the leading edge—
exactly what actin does in limb development as it pulls finger cells to-
ward the hand and toe cells toward the foot.28

More generally, around 500 “housekeeping genes”—genes that
guide processes such as metabolism, cell death, and the synthesis of
proteins—do essentially the same things in the brain as they do else-
where.29 “Ced3” and ‘ced4,” for example, lead to cell death in the
brain just as they do in the liver and in the webbing between an em-
bryo’s fingers, and insulin plays much the same role in the metabolism
of glucose in the brain as it does in the rest of the body.30 Scores of
others belong to protein “families” that have ancestors used elsewhere

in the body.3!
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Scientists actually have to look fairly hard to find genes that are
unique to the brain,32 and as we will see in Chapter 7, many of those
are just variants on old themes, new arrangements of old proteins in
more precise ways.

MENDEL’S MIND

If genes influence the development of the brain, do they also influence
the development of mind and behavior? In the animal world, the an-
swer is clearly yes. Since the late 1990s, developmental neuroscien-
tists—using new techniques that allow them (among other things) to
disrupt (“knock out”) or alter particular genes33—have made great ad-
vances, moving from early studies that tried to show that genes matter
at all (for example, by showing that breeding can affect certain traits
or that, 2 la human twin studies, closely related animals are more sim-
ilar than distantly related ones) to highly focused studies that have
tied particular traits to particular genes.

For example, one set of studies has looked at foraging habits in
worms (Caenorhabditis elegans) and fruit flies (Drosophila melanogaster).
C. elegans worms, as it happens, feed on E. coli, the very bacterium
that led Monod and Jacob’s discovery of gene regulation. Some C. ele-
gans prefer to forage in groups; others are loners. This difference in
worm behavior has been traced to a difference in a single amino acid in
the protein template region of a gene known as nprl: Worms with the
amino acid valine in the critical spot are “social,” and worms with
phenylalanine are loners. In flies, a gene called for (for “foraging”) con-
trols a distinction between a group of flies called “rovers,” which wan-
der from food patch to food patch, and a group of “sitters,” which tend
to stick within a particular food patch.34 (Sitters aren’t simply slug-
gish—when there is no food around, they scurry around at the same
speed as rovers.)

Showing a correlation, however, is one thing, and showing that a
particular gene actually causes a change in behavior is something else,
even more impressive. In the past decade, development neuroscien-
tists have devised literally dozens of studies that do exactly that. For
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example, Marla Sokolowski of the University of Toronto has shown
how one can actually switch a strain of the loner C. elegans worms
into social worms simply by altering their genomes to include the va-
line version of the relevant gene. Larry Young and Tom Insel at Emory
University showed how changing the regulatory IF region of a single
gene could have a large effect on the social behavior of mammals. Af-
ter observing that differences in sociability in different species of voles
was correlated with how many vasopressin receptors they had, Young
and Insel transferred the regulatory IF region of sociable prairie voles’
vasopressin gene into the genome of a mouse—and in so doing cre-
ated mutant mice that were more social than normal.3

A team of National Institutes of Health (NIH) researchers led by
Dennis Murphy created a strain of anxious, fearful mice by disabling a
gene that produces a protein that transports serotonin.3¢ Five other
labs have shown that disrupting a gene that produces serotonin recep-
tors also leads to mice with increased fear and anxiety.3” By disrupting
a gene known as “Hoxb8,” Joy Greer and Mario Capecchi at the Uni-
versity of Utah created a mouse that groomed itself constantly, pulling
and tugging on its own hair until it was bald.3® And The Mice that
Groom Themselves Too Much are just the tip of the iceberg. To take
but a few examples, so-called knockout techniques have also produced
mice that lack the nurturing instinct,3® “hyperactive” mice,%° hyper-
sensitive mice that are especially reactive to stress,4! and mice that
progressively increase alcohol consumption under stress.42

Breeding studies show that genes matter, and correlational studies
tie particular bits of the genetic code to particular changes in behav-
ior. The most recent studies have gone a step further, showing how
deliberately altering genomes can directly alter behavior.

We cannot, of course, ethically alter genomes to study the effect of
genes on the human mind, but at least three lines of evidence strongly
suggest that genes play much the same role in the development of the
human mind as they do in the animal mind.
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One argument comes from disorders of mind and behavior. Al-
though many, perhaps most, disorders of the mind cannot yet be di-
rectly tied to disruptions in particular genes (for reasons I discuss in the
Appendix), many can, and there is no longer room for serious doubt
about the extent to which naturally occurring alterations to the genome
can alter the human mind. An NIH website catalogs literally thousands
of disorders that can be linked to alterations in single genes. Many of
these directly impair development of the brain, including not only PKU
and several forms of lissencephaly but also Huntington’s disease (the
neurogenerative disease that folksinger Woody Guthrie died from), An-
gelman syndrome (once referred to as “happy puppet” syndrome, a dis-
order that causes a happy disposition accompanied by severe retardation
and unusual facial expressions), certain forms of Alzheimer’s disease and
Parkinson’s disease, and a rare speech and language disorder that I will
discuss in Chapter 7.43 (In so-called “single-gene disorders,” the respon-
sible gene is better thought of as a broken link in a complex chain, not
something that by itself is wholly sufficient for the entire series of events
in the neurons that leads to a particular behavior. In even more complex
disorders, such as dyslexia, autism, and schizophrenia, symptoms may
depend on subtle, difficult-to-detect interactions between multiple
genes—as well as the environment—but there is ample evidence that
genes play an important role in the origins of even these disorders.*4)

Alterations to the genome can also lead to differences between nor-
mal individuals: A small but growing literature has been able to tie
human individual differences to particular genetic loci. A 2003 study
tied people’s talents for remembering events to the specific version of a
particular nerve growth protein they possessed; those with the amino
acid valine in the relevant position significantly outscored those with
methionine.%> Another study (that I will discuss in more depth later)
found that people with a certain version of a gene that codes for an
enzyme involved in the process of metabolizing neurotransmitters
such as serotonin and dopamine are—under specific environmental
conditions—at a greater risk for committing violence,%¢ and a third
(echoing a mouse study I mentioned earlier) showed a link between
anxiety and a gene for a protein that transports serotonin.4”
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But these data are just starting to come in. To my mind, the strongest
argument for a link between genes and the human mind comes from
the studies of animals. Earlier in the chapter, I observed that most of the
genes in the brain are related to genes expressed elsewhere in the body;
few genes are entirely new. The corollary is that virtually every gene ex-
pressed in the human brain is also expressed (or closely related to a gene
that is expressed) in the brain of a mouse.48

If the human genome were sui generis, entirely different from any
other animal’s genome, we probably wouldn’t know much at all about
the likely influence of genes upon the mind. But to an astonishing de-
gree, what's sauce for the goose is sauce for the gander. Virtually every
gene in a mouse genome*—and many in the genome of a fruit fly>0—
has some sort of counterpart in the human genome. As we will see in
Chapter 7, evolution didn't start from scratch when it built the human
brain. Many of the genes and proteins that participate in the construc-
tion of the brain have histories that date back to a time long before pri-
mates branched off from other mammals; some can be traced all the
way back to bacteria. Which means that when scientists work out the
function of a gene in an animal—say, a mouse or a fly—they are on
solid ground to suspect that the gene may do something quite similar in
a human. Pax6, for example, doesn’t just guide eye formation in flies; it
is also critical for eye formation in both humans and mice.5! As we saw,
serotonin modulates anxiety in mice, and it does the same thing in hu-
mans. Animals with deletions of the Fmrl gene have disturbances in a
variety of different brain areas; humans with the comparable deletion
suffer from a severe form of retardation known as Fragile-X syndrome.52
We can't do the same experiments in people as we can in animals, but it
is a very good bet that the general picture would be the same.53 The
mind, like the body, is significantly influenced by genes.

WHAT’S IN A “MENTAL GENE”?

Although the mind is significantly influenced by genes, it is not fixed
by the genes—recall the difference between rigid hardwiring and flex-
ible prewiring—and the connection between genes and the mind is
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far less straightforward than scientists might have hoped. The genes
for building the mind are no more blueprint-like than the genes for
building the body, and the relationship between genes and mental
traits is at least as complex as the relationship between genes and
physical traits. In the Matt Davies cartoon that appears in Chapter 4,
individual genes (actually individual DNA nucleotides) stood for spe-
cific traits—“delusions of stock market savvy,” for instance, or the
“propensity to talk about the weather.” Real genes really could 7nffu-
ence such traits—I’ll explain how in a moment—but they couldn’t
possibly be solely responsible for them. It is highly unlikely that any
single gene would ever be solely responsible for an entire complex
behavior.

In fact, I use the term “mental gene” as a bit of a joke. Although
many genes affect our mental life—how we perceive and think about
the world—“mental genes” are pretty much the same as other genes:
self-regulated instructions for building parts of a very complex biolog-
ical structure. The genes that build the mind (or at least its more tan-
gible proxy, the brain) do much the same thing as other genes, and
indeed, as we have already seen, many of them (such as the house-
keeping genes found in every cell) are the same. From the perspective
of the toolkit of biology, there is little difference between a gene ex-
pressed in the brain and a gene expressed elsewhere. A gene is a gene is
a gene.

And no gene works on its own. Complex biological structures—
whether we speak of the brain or of hearts or kidneys—are the prod-
uct of the concerted actions and interactions of many genes, not just
one. One reason that it makes no sense to talk about a gene “for” a
particular behavior is that the neural circuitry involved in producing
any given behavior is far more complex than any one gene. There can
no more be a single gene for language, or for the propensity for talk-
ing about the weather, than there can be for the left ventricle of a
human heart. Even a single brain cell—or a single heart cell—is the
product of many proteins and hence many genes.

And except, perhaps, in the case of reflexes, most behaviors are the
product of many neural circuits. In a mammal or a bird, virtually
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every action depends on a coming together of a multiplicity of sys-
tems for perception, attention, motivation, and so forth. Whether or
not a pigeon pecks a lever to get a pellet depends on whether it is hun-
gry, whether it is tired, whether there is anything else more interesting
around, and so forth.

Furthermore, even within a single system, genes rarely participate
directly “on-line,” in part because they are just too slow. Genes do
seem to play an active, major role in “off-line” processing, such as
consolidation of long-term memory (which can even happen during
sleep,54) but when it comes to rapid on-line decision making, genes,
which work on a time scale of seconds or minutes, turn over the reins
to neurons, which act on a scale of hundredths of a second. The chief
contribution of genes in the moment-by-moment actions of an ani-
mal comes in advance, in laying down and adjusting neural circuitry,
not in the moment-by-moment running of the nervous system.
Genes build neural structures—not behavior.

The closest I've seen to a single gene being responsible for a whole
behavior is a gene known as £LH found in the sea slug Aplysia. When
ELH's protein product is injected into an Aplysia, the hermaphroditic
sea slug will begin to go through all the complex steps of its natural
egg-laying behavior, which commence with the five- to ten-pound
creature spewing out a long string of as many as a million eggs. The
egg-laying behavior continues as the slug waves its head to extract the
eggs further. Eventually, the slug winds the eggs up into a solid mass,
and in the finale, it jerks its head and attaches the whole glob to some-
thing solid, such as a rock. As you might have guessed, ELH stands for
“egg-laying hormone,” but what coordinates all the component ac-
tions is not just a single hormone but a special kind of protein, called
a “polyprotein,” that under the right circumstances gets carved up
into many subcomponents. In essence, the 271-amino-acid-long pro-
tein product of ELH acts not as one protein but as many, including a
36-amino-acid-long hormone that acts on abdominal neurons and
stimulates the egg-laying itself as well as a variety of other neuro-
transmitters that excite and inhibit other neurons involved in the ex-
tracting, winding, and jerking of the eggs—a single gene conducts an
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entire symphony of egg-laying behaviors.>> Yet even here, in a case
where a single gene has pretty broad effects, ELH doesnt act on its
own but calls other, preexisting neural circuits into action.

The fruit fly gene fru provides another example of how a single
gene can play an important role in mediating a behavior—in this case,
not “on-line,” moment-by-moment action, but developmentally, by
guiding disparate aspects of brain wiring. Recall, from Chapter 2, the
complexities of a male fruit fly’s courtship ritual: the vibrating, the
rubbing, the licking, the curling, the consummation. Through a sub-
tle system of “alternative splicing,” in which a single gene gets trans-
lated into different proteins depending on the context, fru seems to
participate in just about every step of the ritual, contributing to every
aspect of courtship from wing vibration to copulation itself.56 Muta-
tions to different parts of the gene can lead to everything from “gay”
flies that court males to eunuchs that don’t have sex at all. And yet
even fru cannot construct an entire circuit for behavior; like the “mas-
ter control gene” Pax6, fru’s protein product works by guiding cas-
cades of other events, not by acting on its own.>”

Although there is unlikely to be any single gene for complex traits,
there are likely to be many genes that profoundly influence those
traits by tweaking (for better or worse) machinery that is already in
place. Vasopressin, for example, the protein product of the gene that
was altered in Insel and Young’s hypersocial mice, is not by itself
solely responsible for social behavior—it just influences the likeli-
hood that the neural circuitry underlying social behavior (quite likely
the product of other genes, not to mention environmental influences)
will be invoked. Yet its effects are undeniable. If it is highly doubtful
that we are born with a circuit that leads us directly to talk about the
weather (or to dream of stock-market grandeur), it is not so hard to
imagine that there might be genes that increase or decrease more ab-
stract traits, such as the desire for social comfort. In this way, by influ-
encing such more abstract traits (e.g., by modulating the synthesis or
trafficking of specific neurotransmitters), single genes can have an im-
portant, albeit indirect, influence on very specific traits. If it turns out
that identical twins are more likely to share propensities for weather-
chatting or stock-market gambling than nonidentical twins (a good
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bet, given the massively consistent results of heritability studies), it
will not be because there is 2 gene for talking about the weather or
playing the market, but because those specific tendencies depend on
a great many interacting genes that influence our different needs,
desires, interests, and talents—and identical twins happen to share
them all.58

An analogy that’s not half bad is with the construction of a car. If
cars were built by genes, there might be genes for synthesizing differ-
ent kinds of raw materials (rubber, fabric, and steel), genes for super-
vising the construction of subassemblies, and genes for indicating
locations within the self-assembling car. Mutations to individual
genes might cause problems—an error in the recipe for creating rub-
ber might cause many rubber parts to dissolve more quickly than an-
ticipated, or an error in genes for connecting the spark plugs might
lead to an “embryonic lethal mutation” in which the car could never
leave the factory. There would be no one “steering gene,” nor “propul-
sion gene,” yet thousands of genes might affect these systems in more
or less direct ways. Steering, for example, could be influenced by
something as direct as genes involved in the construction of the steer-
ing column or the rack-and-pinion that transmits commands from
the steering wheel to the axles, or by something as indirect as genes in-
volved in synthesizing the rubber of the tires. We should expect things
to be no less simple when it comes to the brain—no one gene for
building the neural circuitry for language, for decision making, or for
perception; no one way in which systems can go wrong. (In fact, since
the brain is the product of a random, foresightless process of natural
selection rather than a neat process of engineering, the brain is likely
to be even harder to understand.)

All this is, I'm afraid, bad news for anyone who might be hoping
for a quick fix when it comes to mental disorders. Anyone expecting
that we will soon come to understand all there is to know about con-
genital disorders should reflect for a moment on how hard it can be to
diagnose, say, an electrical problem in a car, even when the complete
schematic is available from the factory. When newspapers report the
discovery of a gene “for” obesity, “for” alcoholism, or “for” language,
always remember that the discovered gene is just one among many.
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There could, for example, be hundreds of different genes that con-
tribute to obesity, influence metabolism and hunger, or regulate more
abstract things such as the neural circuitry that underlies mood. Dis-
orders such as autism and specific types of language impairment may
stem from master control genes gone awry, but they could also stem
from any broken link in the chain. We should not expect, in fact, that
every congenital language impairment (for example) is caused by the
same genetic mutation, or that if we discover the molecular basis of
one language disorder that we will immediately understand them all.
We should expect to find many different language impairments, each
stemming from a different broken link. Disorders simply are not
going to be easy to understand (more about why in the Appendix),
because the connection between any given set of symptoms, what a
biologist might call a “phenotype,” and the underlying genes (the
“genotype”) is almost unimaginably complex. (All the more so, since
we don’t have the benefit of working from a schematic.)

But we shouldn’t mistake this bad news—the complexity of the re-
lationship between genes and finished product and the difficulty in
readily understanding the causes of disorders—for a notion that na-
ture has nothing to say. That the relationship between genes and
brains (or minds) is complex does not mean that it is irrelevant. Crit-
ics of the idea that there might be “innate” mental structure have sug-
gested that because there has thus far been no smoking gun—no
single gene that has been linked to language and only language—we
should abandon the idea that there is a built-in language “instinct.”
Others have gone further, criticizing the whole idea that the mind and
brain might consist of a set of specialized modules—that the mind
might be like a Swiss Army Knife. The view that I advocated in Chap-
ter 2—that we are born with a whole slew of specialized mechanisms
(including some for different kinds of learning)—has been criticized
as being biologically implausible because, in the 1998 words of British
psychologist Annette Karmiloff-Smith, “so far no gene ... has been
identified that is expressed solely in a specific region of cortex.”°

But the unique marker argument is a red herring. A half-decade af-
ter Karmiloff-Smith made her suggestion, it does still seem to be the
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case that few genes are uniquely expressed in a single cortical area.
(One study published in 2000 compared the expression of 10,000
gene fragments in the front and back of the neocortex of sixteen-day-
old rat embryos and didn’t find a single one that was restricted just to
the front or just to the back.60) But the whole argument radically un-
derestimates Mother Nature. More recent evidence has shown that
genes do in fact help specify the fates of particular cortical areas—in
subtle ways that do not rely on unigue protein markers.

An alternative way of specifying the fates of particular cortical areas
relies on gradients—those signaling molecules that diminish in con-
centration as they move away from their source. For example, a gradi-
ent of Emx2, one of the cortical patterning genes that is shared by all
vertebrate animals, might play a strong role in guiding boundaries
between sensory and motor areas. Rather than being discretely re-
stricted to specific cortical areas, the protein product of Emx2 dimin-
ishes gradually from a source at the back of the cortex, so it is not
uniquely expressed in any particular region. But it is differently ex-
pressed, and that’s enough of a guide to dramatically affect develop-
ment. Knocking it out dramatically shifts the boundaries between
cortical areas—and perhaps enough to allow different areas to special-
ize in different ways.

Another way in which different cortical areas could emerge without
relying on a unique molecular marker for each area is that particular
areas could be specified by means of combinations of overlapping mo-
lecular markers. On a chessboard, for example, each square can be
specified by a combination of two bits of information: its rank (first
row, second row, etc.) and its file (first column, second column, etc.).
The white king starts at ¢/, the black king at ¢8, and so forth. It’s long
been clear that the body must do something similar,®! and the most
recent studies suggest that the brain does, t00.62 For example, whether
a given brain-cell-in-training heads to V1 (a brain area that is impor-
tant for visual processing) depends not on any single, special “V1
marker,” but on a sez of markers that work together: a perfectly fine
way for a genome to help specify the complex neural structure that is
presumably necessary for a complex mind.
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These two “tricks”—combinatorial cues and segmentation by gradu-
ally sharpening gradients—are hardly new. Although scientists are only
just discovering their importance in the brain, from the perspective of
evolution, both cues are ancient. The gradients, for example, play a
critical role in the segmentation of a growing fruit fly’s larvae, and com-
binatorial cues play a critical role in the development of a fly’s eye.63
Both provide ways of genetically inducing different parts of the brain
(or body) to take on different functions. Nature has been in the busi-
ness of building biological structures for an awfully long time, enough
to dope out many of the best tricks, and, as we will see, stingy enough
to hold on to those tricks, once they were discovered. For the most
part, what is good enough for the body is good enough for the brain.

OUR PLACE IN THE UNIVERSE

It is popular in some quarters to claim that the human brain is largely
unstructured at birth; it is tempting to believe that our minds float
free of our genomes. But such beliefs are completely at odds with
everything that scientists have learned in molecular biology over the
past decade. Rather than leaving everything to chance or the vicissi-
tudes of experience, nature has taken everything it has developed for
growing the body and put it toward the problem of growing the
brain. From cell division to cell differentiation, every process that is
used in the development of the body is also used in the development
of the brain. Genes do for the brain the same things as they do for the
rest of the body: They guide the fates of cells by guiding the produc-
tion of proteins within those cells. The one thing that is truly special
about the development of the brain—the physical basis of the
mind—is its “wiring,” the critical connections between neurons, but
even there, as we will see in the next chapter, genes play a critical role.

This idea that the brain might be assembled in much the same way
as the rest of the body—on the basis of the action of thousands of au-
tonomous but interacting genes (shaped by natural selection)—is anath-
ema to our deeply held feeling that our minds are special, somehow
separate from the material world. Yet at the same time, it is a continua-
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tion, perhaps the culmination, of a long trend, a growing-up for the hu-
man species that for too long has overestimated its own centrality in the
universe. Copernicus showed us that our planet is not the center of the
universe. William Harvey showed that our heart is a mechanical pump.
John Dalton and the nineteenth-century chemists showed that our bod-
ies are, like all other matter, made up of atoms. Watson and Crick
showed us how genes emerged from chains of carbon, hydrogen, oxy-
gen, nitrogen, and phosphorus. In the 1990s, the Decade of the Brain,
cognitive neuroscientists showed that our minds are the product of our
brains. Early returns from this century are showing that the mechanisms
that build our brains are just a special case of the mechanisms that build
the rest of our bodies. The initial structure of the mind, like the initial
structure of the rest of the body, is a product of our genes.

Human brains, presumably, are more complex than those of any
other species, but there’s little reason to think that the process of their
development is wholly or even significantly different from the process
by which the brains of other animals develop. As we will see in Chap-
ter 7, the vast majority of the components of the human brain are re-
lated to the components of other brains and arise in similar ways.
From the perspective of the toolkit of developmental biology, brains
are just one more arrangement of molecules. If we accept that our
minds are the products of our brains, we must accept that the basic
processes by which our minds are built are of a piece with those that
build the brains and mental systems of other organisms.

Although some might see the idea that we are just a bunch of mol-
ecules, grown in all the usual ways, as a bleak renunciation of all that
is special about humanity, to me it is an exciting modern take on an
old idea, that there is a bond that unifies all living things. Saint Fran-
cis is said to have “called all creatures, no matter how small, by the
name of brother and sister, because he knew they had the same source
as himself.”64 Where the ancients might have had to point to the su-
pernatural, we can now point to the physical. Through advances in
molecular biology and neuroscience, we can now understand better
than ever just how deeply we share our heritage—physical and men-
tal—with all the creatures with whom we share our planet.






WIRING THE MIND

It’s what you learn after you know it all that counts.
—Earl Weaver

WHEN I was growing up, Radio Shack sold do-it-yourself electron-
ics kits that were a bit like Legos for the electric set. A kit would have
fifty or a hundred components—transistors, resistors, capacitors,
diodes, switches, dials, speakers, battery connectors, and so on—built
into a big board. Each component was soldered to two or three
springs. To use a component, you would bend the associated spring
and stick a wire inside; the spring would snap back and hold the wire
tight. By connecting the wires in the right way, you could build what-
ever you wanted—a radio, a flashing light, a siren, maybe even (if you
had the biggest kit) a very simple computer. With the same basic
components, you could build a lot of different kinds of circuits. What
really mattered was how you put them together.

The same is true for the brain. A brain with neurons that weren’t
connected would be like an electronics kit with no wires—pretty use-
less. And as with the electronics kit, it wouldn’t do much good if the
wires were placed at random. The components, in both cases, are im-
portant, but they are useless without the connections between them.
Indeed, the wiring between neurons is arguably the single thing that
makes the brain most special. For it is that wiring that allows the

89
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brain to compute and analyze, reason and perceive. The essence of be-
ing an intelligent being is the ability to gather information from the
world and use that information to sensibly inform action. To do that,
an organism’s nervous system must transmit information from the
senses to higher-level command centers that make choices, and then
translate those choices into specific instructions that must be con-
veyed to the muscles. The billions of neurons in your brain have tril-
lions of connections between them, and what your brain does is
largely a function of how those connections are set up. Alter them,
and you alter the mind. In the laboratory, mutant flies and mice with
aberrant brain wiring have trouble with everything from motor con-
trol (one mutant mouse is named reeler for its almost drunken gait) to
vision. And in humans, faulty brain wiring contributes to disorders
from schizophrenia to autism.!

The importance of brain wiring to the mind was perhaps most dra-
matically illustrated in the 1960s when neuroscientists Roger Sperry
and Michael Gazzaniga examined the mental function of “split-brain”
patients—epileptic patients who as part of their treatment had had
the band of 200 or so million connections that run between the left
and right hemispheres of the brain—known as the corpus callosum—
surgically severed. Although these people seemed normal in everyday
interactions—they could talk, read, and recognize people and ob-
jects—their minds were in fact radically altered. Even though they
had little difficulty naming everyday objects that they saw in the right
half of their visual field (which connects to the left, more linguistic
hemisphere), they could not identify the same objects if they saw
them only in the left half of their visual field (which connects to the
right, less linguistic hemisphere). In an ordinary person, the two
halves of the brain communicate with each other: If the right half of
the brain sees a spoon, it passes a message across the corpus callosum
to the left hemisphere, and the verbal left hemisphere can name that
spoon. Without the connections that run through the callosum, the
right hemisphere can’t pass its message to the left, and the split-brain
patients are unable to voice their observations—even though other
nonlinguistic experiments make it clear that the right hemisphere has
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no trouble perceiving the spoon.2 In Sperry’s words, it was as if the
split-brain patients had “two separate realms of conscious awareness;
two sensing, perceiving, thinking and remembering systems.”3

What's true at a macro-level is also true at a micro-level: No indi-
vidual neural circuit works properly unless it is wired correctly. A
mouse can only walk in an alternating left-right-left-right gait if cer-
tain neurons in the central midline of its spinal cord are wired up cor-
rectly;# a male worm can only turn around to find a female if its
sensory “ray” neurons are properly wired to tail-flipping motor neu-
rons.> Any creature is only as good as its wiring.

What tells the brain how to put its circuits together? Radio Shack
kits came with wiring diagrams known as schematics, but human
brains don't come with this kind of instruction. If there is no blueprint
for building your neurons, surely there is no blueprint for establishing
the connections between them. Even in the C. elegans worm—where
there are just 302 neurons, and only about 7,600 connections among
them,® the process by which brain wiring is established is a gradual
one, directed, like any other aspect of biology, not by diagram but by
algorithm, by the action of individually empowered entities, in this
case the axons (outputs) and dendrites (inputs) that extend forth from
the neurons.

NEURAL NAVIGATORS/ONE IF BY LAND

How do the brain’s axons and dendrites know where to go? Do they
have directions that say things like “Head straight for spinal cord, and
do not pass Go”? Or do they rely on absolute metrical instructions
such as “Keep going the way you are headed for 12 millimeters, and
then take your first left”? Much of what goes on is decided by special,
wiggly, almost hand-like protuberances at the end of each axon known
as growth cones.

Growth cones (and the axonal wiring they trail behind them) are
like little animals that swerve back and forth, maneuvering around
obstacles, extending and retracting little feelers known as filopodia
(the “fingers” of a growth cone) as the growth cone hunts around in
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Figure 6.1 Growth cone
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search of its destination. Rather than simply being launched like pro-
jectiles that blindly and helplessly follow whatever route they first set
out on, growth cones constantly compensate and adjust, taking in
new information as they find their way to their targets.”

As a whole host of experiments has shown, growth cones can cope
even with radical disruptions to the usual situation. In one early ex-
periment, embryologist Emerson Hibbard carved a bit of hindbrain
tissue out of a salamander, rotated the tissue, and reimplanted it. The
axons of the giant Mauthner neurons (which usually head toward the
spinal cord) briefly moved in exactly the opposite direction (toward
the forebrain) but somehow detected their error and quickly reversed
course, finding their usual destination using an entirely novel route.8
More recently, William Harris of Cambridge University tested what
would happen if primordial eyes were implanted in unusual locations,
forcing the optic nerve to enter the brain in front of or behind its
usual spot. Neither rain nor sleet deterred the retinal axons: No mat-
ter what Harris did, they managed to find their way to their usual tar-
gets.? Thus, growth cones do not just head in a particular direction
and hope for the best. They “know” what they are looking for and can
make new plans even if experimentally induced obstacles get in their
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way. (Amazingly, growth cones can do this more or less on their own.
In another classic experiment, Harris severed healthy growth cones
from the neural cell bodies to which they were connected. The decap-
itated growth cones continued on their merry way, twisting and turn-
ing toward the usual targets.19)

In their efforts to find their destinations, growth cones use every
trick they can, from short-range cues that require them to get up-close
and personal to long-distance cues that act like beacons broadcasting
their signals millimeters away,!! miles and miles in the geography of
an axon.

Some of the short-range cues are called cell adbesion molecules, and
they act like special kinds of glue, of interest only to growth cones that
have a matching (often identical) glue. A growth cone with CADI1
(which we can think of as Cell ADhesion glue number 1) will fol-
low only trails that have CAD1, a growth cone with CAD2 will follow
only trails that have CAD2, and so forth. (Some trials may be marked
off by combinations of different CADs, so that they appeal only to
growth cones with the right mix, say CAD1, CAD3, and CAD5.)!2
CADs are great—if you're in the right neighborhood. But they are
little use to an axon that is still far from its final destination. CADs are
a bit like the solid yellow lines that guide drivers along a highway—
not to be ignored, but useful only if the driver has gotten to the right
highway in the first place.

Other “long-distance” molecular cues help growth cones find the
right neighborhood—the right highway. For example, some of the
“radio beacons” that I described in the last chapter can diffuse across
long distances, serving as guides to distant growth cones—provided
that those growth cones are tuned to the right station. The stations
that a growth cone picks up—and whether the growth cone finds a
particular signal attractive or repellent—is a function of the receptors
it has on its surface.

Consider, for example, the axons that stem from the ventral nerve
cord (the insect analog of the spinal cord) in a growing fruit fly. Short-
range “highway markers” help large sets of growing axons to stick to-
gether into bundles known as fascicles—but that only keeps axons
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from swerving off the road; it doesn’t tell them whether they are on
the right highway. The choice of highways depends on a family of re-
ceptors known as the “Robo” family: Robo, Robo2, and Robo3 (no rela-
tion to Paul Verhoeven’s dark science-fiction masterpiece Robocop).!3
Which highway an axon follows depends on which of the Robo recep-
tors are expressed on its growth cones (itself a matter of gene expres-
sion, since each receptor is ultimately the product of a protein
template THEN). Axons that are destined for the inner highway have
Robo on their growth cones but lack Robo2 and Robo3. Axons destined
for the middle highway have Robo and Robo3, but no Robo2. Axons
destined for the outer highway have all three. The same code holds
even when investigators have altered which Robos are on a given
growth cone. A growth cone that is fooled into having all three, for
example, will head to the outer highway, even if under ordinary cir-
cumstances it would have been destined for the inner highway.!4 Hu-
mans have Robos, too, and it is likely that they play a similar role in
establishing the architecture of the nervous system of human infants.

Other studies have revealed different codes for guiding different
sets of neurons. For example, in a tour-de-force study of the nervous
systems of embryonic mice, Samuel Pfaff and his colleagues at the
Salk Institute in San Diego took a group of thoracic (chest) motor
neurons that normally extend their axons into several different places,
such as axial muscles (midline muscles that play a role in posture), in-
tercostal muscles (the muscles between the ribs), and sympathetic
neurons (which, among other things, participate in the fast energy-
mobilization for fight-or-flight responses), and by changing their ge-
netic labels persuaded virtually the entire group of thoracic neurons to
abandon their usual targets in favor of the axial muscles.!> (The few
exceptions were a tiny number that apparently couldn’t fit into the
newly crowded axial destinations and had to find other targets.)

If axons are the “output” wires of a cell, dendrites are the “input”
wires, and synapses are the places where the two sorts of wires meet.
Dendrites have been less well-studied, probably because it was once
thought that they merely waited passively for their axons-in-shining-
armor to come riding in. But Liqun Luo, a developmental neuroscien-
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tist at Stanford University, has shown that dendrites are as active in the
process of synaptic matchmaking as their more prominent axonal
neighbors.16 For example, in the olfactory system of a growing fruit fly,
there are two major classes of excitatory neurons, known as “adPNs”
and “IPNs,” each of which sends its dendrites to distinct locations to
receive input from specific olfactory sensory neurons. Luo and his col-
leagues have shown that those choices are governed largely by just two
genes, known as acj6 and drifter. Under ordinary circumstances,
adPNs express (that is, switch on) acj6, while IPNs express drifter. By
altering where they were expressed (for example, by knocking them out
or switching them around), Luo’s team altered the patterns of dendritic
connections, much as Pfaff’s group had altered the targets of axons.

What this all boils down to, from the perspective of psychology, is an
astonishingly powerful system for wiring the mind. Instead of vaguely
telling axons and dendrites to connect at random to anything else in
sight, which would leave all of the burden of mind development to ex-
perience, nature supplies the brain’s wires—axons and dendrites—with
elaborate tools for finding their way on their own. Rather than waiting
for experience, brains can use the complex menagerie of genes and pro-
teins to create a rich, intricate starting point for the brain and mind.

When a termite builds an elaborate castle, it does so not because it
has taken a master class in castle-building but presumably because na-
ture has evolved its brain and genome with sufficient precision to spec-
ify the detail that is required by a termite’s nervous system. And as far as
anyone can tell, that level of precision is even greater in humans. The
precision with which an axon can find its way to its destination depends
on its ability to sniff out just the right kinds of signals; the more distinct
the signals, the more precision there is. At least half a dozen major fam-
ilies of molecules play roles in axon guidance, and, as we will see in
Chapter 8, one of the major findings of the Human Genome Project
has been the extent to which the set of such signals has expanded in the
evolution of vertebrates (amphibians, fish, reptiles, birds, and mam-
mals), and perhaps especially in humans. If our minds are more com-
plex than the minds of other animals, it is in part because we have more
ways of using genes to precisely shape the wiring of our brains.
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AXONAL PREDESTINY?

Although the business of axon guidance is often conducted with laser
precision, it is not at all preordained, any more than are the exact lo-
cations of the millions of tiny arteries, veins, and capillaries in the
circulatory system. The intricacy of the final pattern of neural connec-
tions comes not from a blueprint or wiring diagram but from the pre-
cision of the underlying genetic toolkit, the signals and receptors that
guide individual growth cones. Whether we speak of the nervous sys-
tem or the circulatory system, what is given in the genome is, as we
have seen, more method than picture, more recipe than blueprint.
Rather than specifying every twist and turn in advance, the genome
exploits a far more flexible strategy: It provides recipes for building a
particular type of structure whenever it may be needed, without com-
mitting in advance to how many of those structures will actually be
required.

Your body grows enough skin to cover your bones, and if, for ex-
ample, a genetic mutation should lead a growing embryo to grow an
extra digit, say a sixth finger, the body can supply that finger with the
basic utilities—the plumbing and wiring of the blood vessels and neu-
rons—without requiring the genome to specify every detail in ad-
vance. Instead, the genome provides general techniques that get
invoked as needed, providing an automatic measure of flexibility.”

Laboratory studies make that flexibility even more apparent. Con-
sider the “barrel fields” we saw in the last chapter. In general, each rat
whisker is represented in the brain by a particular cortical structure
known as a barrel field. One could imagine the genome specifying the
whiskers and the barrel fields separately; instead, the brain seems to
build the barrel fields in response to the nerves that come in from the
whiskers. In every strain of rat that has been genetically engineered to
have extra whiskers, extra barrel fields develop.!® The system for as-
sembling the brain can thus readily adapt itself to remarkable changes
in the sensory system.!® (The three-eyed frogs I described in Chap-
ter 3 are an even more dramatic example of this point, since the ocular
dominance columns they grow under the laboratory conditions pre-



Wiring the Mind 97

sumably never occur in nature, yet some aspect of the toolkit for
neural growth allows the frogs to accommodate to their new sensory
apparatus.)

The genome doesn’t even have to know in advance exactly how
much brain tissue there is. Rather than being tied to absolute markers
of position (“Go twelve cells dorsally and hang your first left”), many
cues to cortical layout are specified in relative terms (“When you get to
where you have only two-thirds as much Emx protein, start building
your auditory fields”). Like a recipe that can be halved or doubled, the
basic instructions for building a mammalian brain seem to be equally
at home building a large brain or a small one; as at home in a hamster
as 2 human. The instructions can even, as University of California at
Davis neuroscientist Leah Krubitzer recently showed, be modified on
the fly. In an experiment in which Krubitzer’s team removed half the
primordial cortical sheet in growing short-tailed opossums (Monodel-
phis domestica), the resulting embryos grew brains that appeared to
have all the normal cortical areas, ordered in the usual way (visual cor-
tex behind auditory cortex behind somatosensory cortex), but com-
pressed into half the usual space.20 Using the same basic plan but
adjusting the dials, neural organization can be fine-tuned over time as a
species adapts to its particular niche. The hippocampus, presumed to
be involved in spatial memory, is enlarged in birds that remember the
locations of large numbers of seeds and in male voles that traverse large
territories looking for mates;2! the olfactory bulb shrinks in carnivores
such as otters and whales that spend a large part of their lives underwa-
ter, where a sense of smell is less important.22 By tying development to
relative rather than absolute cues, evolution has provided us with a
handbook of self-assembly both stunningly flexible and sublimely
powerful; flexibility emerging as an intrinsic part of the design.

REWIRING THE MIND

Now, here’s the rub. Every genetic process is triggered by some sort of
signal. From the perspective of a given cell, it doesnt matter where that
signal comes from. The signal that launches the adjust-your-synapse
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cascade, for example, may come from within, or it may come from
without. The same genes that are used to adjust synapses based on in-
ternal instruction can be reused by external instruction.?3

The consequences of this subtle fact are gigantic. It would be no
great exaggeration to say that it is a—maybe even the—key secret to
intelligent life on earth. The reason that animals can learn is that they
can alter their nervous systems on the basis of external experience.
And the reason that they can do that is that experience itself can modify
the expression of genes.

The role of genes is not just to create the brain and body of a new-
born, but to create an organism that is flexible enough to deal with an
ever-changing world. Genes play an important role throughout life,
not just until the moment of birth, and one of the most important
ways in which they participate throughout life is by making learning
possible.

To take one example, even a brief exposure to light in a newborn
kitten, rat, or monkey can launch a complex cascade of gene expres-
sion.24 The light activates photoreceptors—which send signals—
which trigger a pathway—which leads to the expression of neural
growth factors and a set of genes known as “immediate early genes” or
“early response genes”—each of which, in turn, triggers the expression
of many more genes. One study of cichlid fish suggests that a change
in social status (from submissive to dominant) is tied to changes in
the expression levels of at least fifty-nine different genes?>—a phe-
nomenon not entirely unrelated to the testosterone rush that Joe-six-
pack gets when the home team wins.

Neural activity can modulate everything from the distribution of
receptors and axon guidance molecules to gene expression,2¢ in turn
guiding everything from cell migration to the tendencies of axons and
dendrites to branch.?” For example, in a neural version of the old say-
ing “use it or lose it,” neurons in a dish are more likely to thrive and to
divide if they receive repeated electrical stimulation.28 In living organ-
isms, the brains of rats and mice that are raised in complex, toy-filled
environments have, in comparison to rodents raised in ordinary, drab
cages, thicker cortical tissue, more intricately branched dendrites, and
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more synapses per neuron.2? Putting a rat in an enriched environment
for just three hours leads to increased expression of at least sixty differ-
ent genes, genes that increase DNA replication, guide the growth of
synapses, and reduce cell death.30 Just as exercise causes new blood
vessels to sprout,3! learning may co-opt the molecular cascades that
cause the brain to produce new synapses.32 Learning, whether in a rat
or a human, is a process by which experience modifies the brain by
modifying the expression of genes.

Not every gene, nor every brain connection, can be modified by
experience. Each species has different ways of connecting experience
to gene expression, and these different links make possible different
kinds of learning. The point here is not that genes allow us to learn
just anything, but that whatever we do learn is made possible, in one
way or another, by specific genetic mechanisms. Whether a particular
species can learn a song or a sentence depends on the IFS and THENS
that make up its genome.

THE MIND’S BLACKBOARD

Regardless of which species we talk about, or which aspect of mental
life we investigate, the ability to learn starts with the ability to re-
member. An organism can learn from experience only if it can rewire
its nervous system in a lasting way; there can be no learning without
memory. Most research on the biology of memory has focused on
something I'll call “synaptic strengthening.” Synapses, the connec-
tions between one neuron and the next, are thought to vary in
strength, with strong connections between neurons that are in some
way closely tied together. Let us suppose that a simple organism has
one neuron for recognizing a special sound, call it the “bell neuron,”
and another for triggering the complex set of cells involved in eating,
call it the “munch neuron.” The bell neuron would fire whenever the
simple creature heard the bell, the munch neuron whenever the crea-
ture began to eat. If the animal was consistently fed right after the
bell rang, one might expect that, over time, the connection—the
synapse—between the bell neuron and the munch neuron would get
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stronger, making the creature more likely to want to munch when-
ever it heard the bell. Indeed, Pavlov’s famous experiments with dogs
in the early twentieth century suggested exactly this.

And nature does seem to have a process that explains his findings. It
is now known as TP, which stands for “long-term potentiation.” The
idea is that certain kinds of learning might depend on “potentiating”™—
strengthening—the synaptic connections between neurons.33 This
process of strengthening a synapse is long and complex—more than a
hundred different molecules may be involved,34 and there are at least
fifteen distinct steps in the process, but they can be roughly divided
into five basic stages.3> First, the brain notices that something interest-
ing has happened and some neuron “fires,” releasing neurotransmitters
on the “transmitting” side of the synapse. Next, the neurotransmitters
that are released on the transmitting side bind to appropriate receptors
on the receiving side of that synapse. Those receptors then allow
charged atoms through. Once inside the cell, those charged atoms
launch a biochemical cascade that ultimately switches on a set of early-
response genes. Those early-response genes then ultimately launch a
second round of gene expression, which in some way (still under inves-
tigation) physically strengthens the synapse, quite likely by using many
of the same genes and proteins (such as cell adhesion molecules) that
direct initial synapse formation endogenously, prior to experience.

Each stage in the process of memory formation has a genetic
component.3¢ The receptors that respond to neurotransmitters, for
example, are proteins, and interfering with them interferes with
memory. Genetically engineered mice that have been designed to
lack specific kinds of receptors have trouble with specific kinds of
learning,37 and the same holds for mutants that lack other proteins
that are important in the process of memory formation, such as
CaM Kinase II (a calcium-activated enzyme for energy transfer and
signaling).38 Indeed, the whole process of protein building is essen-
tial for long-term memory formation, and interfering with that pro-
cess can lead to amnesia for specific events,3 and even preventing
songbirds from learning new songs.40
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Through judicious genetic tinkering, memory can be, at least to
some extent, improved. A 1999 study showed that mutant mice that
have extra NMDA receptors—special receiving-end “coincidence” re-
ceptors that appear to excel at noting when two things happen at the
same time—have better memories than normal mice.4! The newspaper
headlines—“Scientist Creates Smarter Mouse”—were, as usual, a bit of
an exaggeration: There were no permanent gains, and no evidence that
the mice really were smarter. Mice with extra NMDA receptors did bet-
ter on some short-term memory measures, outperforming controls on
tests that required them to recognize objects. But the gains were fleet-
ing, lasting for a few days, and disappearing by the time the mice were
tested a week later, suggesting that the extra receptors help with some
intermediate process rather than with the ultimate consolidation into
permanent memory.42 Mind you, even if the results were stronger, I
wouldn’t recommend that you try injecting NMDA receptors at home.
It is a good bet that there is a reason nature hasn't endowed us with mas-
sive quantities of them, at least one of which became clear when later
studies revealed that the mutants were also more sensitive to inflamma-
tory pain.*3 You probably dont want to remember everything better.

Roughly the same sets of molecules seem to play more or less the
same roles in just about every organism that’s been studied. As far we
can tell, whether a chick is recording the appearance of its mother or
a songbird is learning a new song, the mechanisms of information
storage appear to be the same. Immediate early genes and NMDA re-
ceptors, for example, seem to contribute to the imprinting of a chick,
the aversion to a taste that has induced nausea in a rat, and the song-
learning ability of a sparrow.44 As psychologist Randy Gallistel has
put it, “Information is information”: “An important principle in
modern computing and communication is that different kinds of in-
formation are equivalent and interchangeable when it comes to stor-
age and conveyance; a mechanism suited to store or convey one kind
of information is equally well suited to store or convey any other
kind.”4> If memory is like a blackboard, it seems likely that most
mental processes may use the same kind of chalk.
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We know something about what that chalk might be, but there is
plenty left to be discovered. We know little about the mechanisms by
which memories are retrieved, and even less about the “codes” the
brain uses to store its memories; it is as if we understood the process
by which chalk is applied to blackboards, but nothing of writing or
how it is read. Even when it comes to the synapse-strengthening
process that I described earlier, which is the best-understood of the
neural processes related to memory and learning, there is much that
has not yet been resolved. It is not yet clear whether the process of
synaptic strengthening truly plays a role in long-term memory, or
whether it plays a temporary role only in an intermediate consolida-
tion from short-term memory to long-term memory. And although a
great deal of evidence suggests that the genes involved in LTP are nec-
essary for memory, there is as yet no demonstration that they are suffi-
cient for memory. Other genes may well be involved, especially in the
formation of permanent memory, which some researchers have sug-
gested might rely not only on changes in synapses but on other mech-
anisms, such as changes in DNA itself.4”

Though there may be just one kind of chalk, there is surely more
than one blackboard. Neural substrates for memory are found not just
in one particular location in the brain, but spread throughout, with
different circuits supporting different kinds of memory. Memory sys-
tems can be found not only in the hippocampus (which has some role
in spatial memory) but also in the cortex,4® the amygdala,® and in a
variety of visual and motor areas.5° Although the same general cas-
cades of biochemical processes—from the binding of receptors for
neurotransmitters to the activity of early-response genes to the modi-
fication of synapses—take place in each memory system, each mem-
ory system has a different function. Memory in the hippocampus has
to do with spatial locations, for example, whereas memory in the
amygdala has to do with emotional events. Selectively lesioning the
hippocampus in a rat selectively impairs the rat’s spatial memory.5!
Impairing its amygdala impairs its emotional memory.>2

Disruptions to memory systems can have very different effects de-
pending on which memory system is disrupted. By selectively disrupt-
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ing CaM Kinase II (that energy-transfer/signaling enzyme mentioned
above) in two different brain locations, Nobel laureate Eric Kandel
created two different types of mutant mice: “hippocampal mutants”
with impaired spatial memory and “amygdala mutants” with impaired
emotional memory.53 (The term “such-and-such mutant” is labora-
tory shorthand for an animal, here a mouse, that has been genetically
engineered to have a disruption in a particular region of the brain. A
hippocampal mutant is an animal that has been genetically engi-
neered to have a disruption in a particular gene normally expressed in
the hippocampus, an amygdala mutant one that has been engineered
for a disruption in the amygdala.)

The hippocampal mutants had little difficulty learning to fear a
tone (or novel environment) that was paired with a foot shock, yet
they couldn’t find their way out of a circular maze that always had the
same exit, even after forty days of practice. The amygdala mutants
easily mastered the circular maze, but they never learned to fear the
tone that warned of the shock. Imaging studies in humans show simi-
lar specialization. Although each memory system appears to use more
or less the same set of molecular mechanisms, different cognitive sys-
tems store their memories in different places. Same chalk, different

blackboards.

BEYOND MEMORY

Studies of memory go part of the way—but only part of the way—
toward helping us understand specialized learning mechanisms. It is
likely that each specialized learning mechanism relies on its own spe-
cialized memory store. But another part of learning comes in deciding
which information to store in the first place. The next step in our sci-
entific understanding will be to discover how a newborn chick
“knows” to prefer objects with necks and shoulders, or how the new-
born indigo bunting “knows” to look for the rotation of the stars.
Though little is known about these neural substrates that allow or-
ganisms to know what to look for, there already are some intriguing
hints. We know that the newborn chick looking for its mom actually
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relies on at least two different neural systems, one for orienting to-
ward stimuli that are good candidates for being mom, and another for
taking whatever it can get, for storing a memory of anything that the
chick might be exposed to. The first system will choose an adult chick
(or even a stuffed duck) over a box as its go-to caregiver, but if there’s
nothing else around, the second system will lead the chick to settle for
the box.54 In the next decade, we'll likely find out much more about
how such orienting systems work and how genes contribute to their
development.

Orienting toward the right bit of information is only the first step.
A taste aversion system must not just identify and categorize tastes, it
must somehow supply that information to the cognitive systems that
control an animal’s dietary preferences. The indigo bunting’s celestial
system must take what it learns about the stars and feed it into a navi-
gation system that sets the bird’s heading. A swamp sparrow’s song-
learning system must identify the right songs to learn and somehow
decompose those songs into notes and phrases before it can use that
information to tune its own song.

Song-learning systems are especially interesting because they are so
similar in abstract design to our own linguistic system. Learning a song
appears to require separate systems (“modules”) in the songbird for de-
tecting which songs are from its own species, for parsing those songs
into notes and phrases, for recording the components of the songs in
memory, and for turning those stored representations into vocal ges-
tures. One part of the bird’s front forebrain, known as “LMAN,” seems
to contribute to learning—but not performing—songs. If that part of
the brain is removed in a young zebra finch, its song will be frozen in a
premature state; yet removing it in adults does not prevent them from
singing songs they already knew.5> Another important part of the sys-
tem is the pathway (that is, the set of neural wires) that runs from the
avian counterpart to human language areas to a motor area known as
“RA.” This pathway plays a role in translating memorized songs into
movements by the vocal tract. If the pathway is disrupted, perform-
ance on all songs—old and new—is radically impaired.>¢ As in other
systems of learning, genes play a critical role. Early-response genes, for
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example, are triggered more when a bird hears a song from a fellow
member of its own species than when it hears a song of a different
species.5’

Although many of the details remain to be worked out, the general
outline of the story seems clear: The bird breaks down the process of
learning into several subtasks, each supported by a separate bit of neu-
ral circuitry. Learning itself is likely to be a process of using experience
to tune the modules and the connections between them—mediated,
always, by genes. It would not be outlandish to expect a roughly simi-
lar story in the human being: sets of distinctly specialized neural sys-
tems, each participating in different parts of the language-learning
problem, tuned by experience that is mediated by the action of genes.

The genetic side of the process remains speculative, in part because
of the technical limitations involved in conducting experiments with
birds (there is not yet an easy way to alter their genomes), and the eth-
ical ones with humans (not even a mad scientist would dare to study
the effects of knocking out synaptic strengthening in Broca’s area).
But one organism that the geneticists do know a lot about is the lowly
C. elegans roundworm, and what we know about it fits well with the
overall picture I have been sketching. Even in the roundworm, learn-
ing is not due to a single, all-purpose mechanism: Worms use differ-
ent learning mechanisms for different tasks. And in the case of the
worm, scientists are making significant progress in understanding the
genetic basis of different learning mechanisms. As you might by now
guess, the molecular mechanisms for memory are at least partly shared
from one type of learning to the next,58 but each learning mechanism
also depends on its unique genes.>®

For example, neurobiologists Glenn Morrison and Derek van der
Kooy at the University of Toronto have found two mutants, dubbed
“lrn1” and “lrn2,” that have trouble with associative learning. Round-
worms are naturally drawn to the odor given off by the compound
known as diacetyl (a compound that can give beer a butterscotch
flavor), but normal worms learn to avoid it when it is paired with an
aversive acetic acid solution. Lrz mutants cannot do this. Yet they
are able to do a different kind of learning (known as habituation)
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perfectly normally: When they are first exposed to the diacetyl, they
track it assiduously, but after fifteen minutes, they learn (even in the
absence of acetic acid) that there’s no real butterscotch at the end of
the rainbow and begin to ignore the misleading diacetyl. The /rn1 and
lrn2 mutants also dishabituated normally. After testing the worms for
habituation, the experimenters took the diacetyl away and distracted
the worms by putting them in a high-tech salad spinner for sixty
seconds. After the wash cycle was over, the mutants recovered their in-
terest in diacetyl, going for it just as much as they did before habitua-
tion, and just as much as spin-washed controls.¢0

Association and habituation are among the most basic processes
involved in learning, but, as the worm studies make clear, they are
not identical, and in fact they depend in part on different genes. A
2003 review written by Columbia University neuroscientist Oliver
Hobert reports that there are at least seventeen genes involved in dif-
ferent aspects of worm learning.6! It is no exaggeration to say that
genes are essential to nearly every aspect of memory and the process
of learning; without them, learning itself would not exist.

In time, an understanding of learning-related genes may give re-
searchers clues to the causes of learning disabilities. For example, one
severe disorder, known as neurofibromatosis, has already been tied to
the excessive production of an enzyme that mediates a cascade from
receptor to gene expression, perhaps thereby interfering with synaptic
strengthening.62

Studies of the genes involved in learning may also eventually lead
to insights into why the ability to learn certain things diminishes
over the life span. The saying “You can’t teach an old dog new tricks”
has an element of truth to it. Adult dogs really are harder (if not im-
possible) to train,% and adult human beings aren’t nearly as good as
children at mastering new languages®4 or picking up musical instru-
ments.®> Similar results have been shown under laboratory condi-
tions. Stanford biologist Eric Knudsen, for example, has shown that



Wiring the Mind 107

barn owls are better able to recalibrate their ears to their eyes early in
life than later in life.5¢ Since a barn owl captures much of its prey at
night, it relies heavily on a precise sense of hearing, which in turn is
tuned by visual feedback. When Knudsen put prismatic glasses on
the eyes of young barn owls, they quickly retuned the mapping be-
tween eye and ear, accommodating themselves to a strange new vi-
sual world; adults, by contrast, showed much more limited abilities
to perform such retuning.

Adults are not a lost cause: You are learning (and rewiring your
brain) even as you read this book. Dozens of studies over the past few
years have shown that the brains of adult animals have more “plastic-
ity” than was once thought, as in the study with monkeys mentioned
in Chapter 3, in which the parts of the cortex that were originally de-
voted to an experimentally amputated finger eventually came to re-
spond instead to the neighboring (intact) fingers.67 But the ability to
learn does indeed vary over time, diminishing more sharply in some
domains than others. From an evolutionary perspective, this makes
sense; an animal should be able to learn new things about its environ-
ment throughout life, but once its body stops growing, it shouldn’t
need to recalibrate its hand-eye coordination on a daily basis. If learn-
ing is costly—all that readjustment takes energy, and might break a
system that is already working—it might be advantageous to shut it
down after a certain point.

A major push is under way to figure out the molecular basis of
those “critical” or “sensitive” periods, to figure out how the brain
changes as certain learning abilities come and go. In some, if not all,
of those mammals that have the alternating stripes in the visual cortex
known as ocular dominance columns, those columns can be adjusted
early in development, but not in adulthood.®8 A juvenile monkey that
has one eye covered for an extended period of time can gradually re-
adjust its brain wiring to favor the open eye; an adult monkey cannot
adjust its wiring. At the end of a critical period, a set of sticky sugar-
protein hybrids known as proteoglycans condenses into a tight net
around the dendrites and cell bodies of some of the relevant neurons,
and in so doing those proteoglycans appear to impede axons that
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would otherwise be wriggling around as part of the process of re-
adjusting the ocular dominance columns; no wriggling, no learning.
In a 2002 study with rats, Italian neuroscientist Tommaso Pizzorusso
and his colleagues dissolved the excess proteoglycans with an antipro-
teoglycan enzyme known as “chABC,” and in so doing managed to re-
open the critical period. After the chABC treatment, even adult rats
could recalibrate their ocular dominance columns.®® ChABC proba-
bly won't help us learn second languages anytime soon, but its anti-
proteoglycan function may have important medical implications in
the not-too-distant future. Another 2002 study, also with rats, showed
that chABC can also promote functional recovery after spinal cord
injury.”0

AUTODIDACT

Remarkably, many of the brain’s mechanisms serve double duty. The
mechanisms that allow the brain to rewire itself on the basis of expe-
rience actually get exploited even before we have contact with the
outside world because they also respond to internally generated expe-
rience. Monkeys, for example, take a first step toward stereo vision by
setting up their ocular dominance columns in a darkened womb.
They probably do this both by using internal molecular cues that act
in an experience-independent way and by spontaneously generating
their own “experience.”

In sensory systems ranging from vision to audition and somatosen-
sory sensation, and in organisms from turtles to mice,”! scientists have
found that embryonic vertebrate brains spontaneously generate neural
activity even before their senses are hooked up to the outside world”2
and that this self-generated activity allows embryonic brains to refine
their own wiring.”3 Scientists have discovered traveling “waves”—pat-
terns of electrical activity (apparently modulated by a signaling mole-
cule known as “cycliccAMP”)—that sweep across the retina’ every
minute or so at the rate of about 100 micrometers per second,”> and
they have uncovered similar prenatal oscillations that travel through
the cochlea, spinal cord, hippocampus, and cortex.”6
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Waves work their magic by exploiting some of the same mecha-
nisms—such as cascades driven by coincidence-detecting NMDA re-
ceptors—that allow the brain to learn from the external world.”” Like
the multicolored test patterns broadcast on late-night television,
waves provide a known signal that can be used to calibrate the ma-
chinery. In the Society of Motion Picture and Television Engineers
color test pattern, you adjust your set so that the rightmost stripe
looks blue, the stripe to its left looks red, and so forth. In the case of
cyclic-AMP-driven waves, your brain does the work of rewiring itself,
ensuring that neurons that are near one another represent perceptual
input from locations that are close together. Experiments with strobe
lights,”8 artificially electrical stimulation,”® and chemicals that change
cyclic-AMP levels8? all show that disrupted waves lead to disrupted
wiring.

PUTTING IT ALL TOGETHER

As we've seen, from the perspective of a neuron, it doesn’t matter
whether a signal comes from outside or inside. Information is infor-
mation, and evolution has wired our embryonic minds up to use it all
in the same way. Electrical and chemical activity can mediate many of
the same processes that make growth possible in the first place.
Whether spontaneously generated on the inside, or driven by experi-
ence with the world, electrical activity works together with genes to
help shape the fates of neurons and the connections between them.

Learning proceeds not by overriding the genes (which would be a
case of nurture emerging triumphant, with genes rendered mute) but
by repurposing them, by adapting ancient techniques of develop-
ment for modern needs of on-line flexibility. In this way, genes are as
important to learning as they are to “innate” development. If brain
wiring is a special case of the toolkit of embryology, learning is a spe-
cial case of brain wiring, as much a product of the genes as any other
aspect of biology.

At the end of Portnoys Complaint, in the very last sentence of Philip
Roth’s famous 1969 novel, after a recap of Portnoy’s life, Portnoy’s
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psychoanalyst finally speaks his first line, “So. Now vee may perhaps
to begin. Yes?” In the last three chapters, we have seen the steps by
which the brain first organizes itself. But that first organization,
driven by genes, is just the beginning. Genes continue to contribute
to everything that follows. Once the brain’s first systems come on-line,
a new stage of development begins. Genes, at last, take on the outside
world as an equal partner, and the two begin to parlay their combined
forces in the pursuit of a mind entirely new.

An ancient Chinese proverb says, “Give a man a fish and he will eat
for a day. Teach a man to fish and he will eat for the rest of his life.”
Nature has followed that sentiment by devoting a healthy chunk of
the genome to mechanisms for making the brain—and by extension,
the organism—{lexible enough to fend for itself.

But where did these genes come from?



THE EVOLUTION
OF MENTAL GENES

A zoologist from Outer Space would immediately classify us as just a
third species of chimpanzee, along with the pygmy chimp of Zaire and
the common chimp of the rest of tropical Africa. Molecular genetic
studies . . . have shown that we . .. share over 98 percent of our ge-

netic program with the other two chimps.
—TJared Diamond

Ir YOU ARE by now convinced that genes play an important role in
shaping the mind, you might be curious about what shapes the genes.
Where do the genes that participate in the building and maintenance
of the brain come from? Like the genes that build the body, the genes
that build the brain are a product of evolution. Complex organs like
the eye and the brain developed not overnight but over the course of
millions or billions of years, gene by gene, protein by protein. With
modern biological techniques it is possible to begin to reconstruct
that history, to figure out when the various components of the brain
first appeared on the scene. My goal in this chapter is not to consider
what the brain evolved for—an ever-controversial topic that is outside
the scope of this book—but to explain how (and when) the genes that
help to build the brain evolved.

111
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All evolution arises in one way or another from some kind of
change in the genetic code. The most familiar kind of genetic change
is the simple mutation, an A changed to a C, a T to a G. As we have
seen, such mutations can lead to disorders, but they can also lead to
useful evolutionary innovation. On occasion, a mutation—which
might result from radiation, toxic chemicals, viruses, or errors in the
process of DNA replication—turns out to be a good thing, something
that helps its bearer have a better chance of thriving and reproducing.
A particularly valuable mutation may gradually spread through the
population; such is the source of much evolutionary change.

Sunspots, viruses, and plain old copying errors can also lead to an-
other kind of change: They can cause nucleotides to be inserted (for
example, AG becomes ACG), deleted (ACG becomes AG), or in-
verted (ACG becomes GCA), and the same sort of thing can happen
with larger chunks of chromosomes. Perhaps less familiar is a mecha-
nism known as duplication. Errors that occur during the process in
which genetic information is copied or prepared for transmission
from parent to child can inadvertently lead to the duplication of an
entire gene, an entire chromosome, or even an entire genome, leading
the child to have two copies where a parent had one.

At first glance, you might well wonder why such an event—a du-
plication—could matter. It’s easier to imagine how insertions, dele-
tions, inversions, and even substitutions might matter, since each of
those processes can lead to an immediate change in the corresponding
amino acid. A change of an AGC to an AGG, for instance, leads a
molecule of the amino acid serine to be replaced with a molecule of a
different amino acid, arginine. Since serine and arginine have differ-
ent molecular structures, it is not hard to imagine how a change from
a C to a G might lead to an important change in protein structure,
maybe good, maybe bad, but in any case something that could influ-
ence an organism’s chance of producing viable offspring. But why
should it matter if an organism should suddenly have an extra copy of
a gene? A cookbook with two identical copies of the recipe for tofu
lasagna is no better than a cookbook with single copy.

One reason that duplications matter is that an extra copy of a gene
can mean an extra chance to make a particular protein. At the molec-
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ular level, genes are a bit like lottery tickets; rather than giving a guar-
antee of something, they give only a probability. A gene provides a key
to synthesizing a particular protein only if the right keys that open the
regulatory locks fall into place in just the right way. The constant
pushing and jostling of molecules means that the keys don’t always at
every moment fall perfectly into those locks; an extra copy of the gene
may increase the chance that the corresponding protein gets made. An
extra copy can also mean that twice as much of the protein is made,
yielding, say, a more rigid cell wall or an increased gradient of regula-
tory proteins, which might change the relative proportions of two
bones. Making extra copies isn’t always advantageous—there might be
a benefit in the more flexible cell wall, but there might be a disadvan-
tage to fiddling around with the ratio between femur and tibia. Turn-
ing to the brain and mind, several kinds of mental retardation, such as
Down syndrome (Trisomy 21) and Patau syndrome (Trisomy 13), ap-
pear to be caused by superfluous copies of genes.!

But there is an even more important reason why duplication may
have had a large impact on evolution—it provides what Richard
Dawkins described as the blind watchmaker—evolution—with a way
around the old adage of “if it ain’t broke, don’t fix it.” If one copy of the
gene—perhaps already optimized to a particular function—remains
stable, the second may vary without loss of the initial function, ulti-
mately giving rise to new function.

Though none of this is done by forethought, the consequences can
be profound. Our ability to see color, for example, appears to have
depended on two such duplications. Some of our earliest vertebrate
ancestors had only a single type of photoreceptor pigment, one that
responded most strongly when it was most illuminated, and less
strongly when it was less illuminated. Around 400 million years ago,
early in the history of vertebrates, and before the modern classes,
such as mammals, birds, and amphibians, emerged, the genetic
recipe for that photopigment was, by sheer chance, duplicated.
When one copy of the randomly duplicated gene diverged (that is,
changed slightly through some process of mutation), a new kind of
photopigment developed, one that was sensitive to a different part of
the light spectrum. With two types, it became possible (given some
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further machinery to interpret the output of the photoreceptors) to
discriminate shorter wavelengths of light (such as blue and purple)
from longer ones (such as red and green). About 35 million years
ago, one of our primate ancestors branched away from other mam-
mals when there was a second gene duplication, this time of the ge-
netic recipe for the long wavelength (“red”) photopigment, leading
to a third type of photopigment and what is known as trichromatic
vision.2 (Some versions of color blindness stem from mutations to
one or another photopigment; at the opposite extreme, some women
have a fourth photopigment, giving them an edge when it comes to
recognizing subtle variations such as mauve and chartreuse.?)

As we shall see, the coordinated processes of duplication and diver-
gence have played an important role in nearly every step in the evolu-
tion of the brain. New forms in evolution almost never arise from
scratch; they are almost always variations on a preexisting theme.

PIECING TOGETHER THE BRAIN

A major part of what the brain does is to communicate signals from
one place to another. It takes information from the senses, analyzes
that information, and translates it into commands that get sent back
to the muscles. Although in the grand scheme of 3.5 or 4 billion years
of life on earth, the brain per se is a relatively recent innovation—
perhaps only half a billion years old in a close relative of a pinheaded
anchovy called amphioxus>—many of the brain’s components are far
older. Organisms as simple as the sponge Rhabdocalyptus dawsoni have
the rudiments of a recognizable nervous system,® and some of the
brain’s components are even older.

Many single-celled organisms, for example, profit from systems for
internal communication. Some bacteria can move toward light or
heat, an ability that depends on communication between sensors that
take in information from the environment and protein motors that
propel the bacteria in the right direction (or at least get them to flip
direction when the conditions seem to warrant it). Amazingly, some
of the molecules used more than a billion years ago by ancestral bacte-
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ria to coordinate information and action remain with us today, in the
form of ion channels (those protein gates that open and close so as to
control the flow of electrically charged molecules across the borders of
a cell).” Such channels are found in virtually all living organisms and
are major determinants of neuronal function, modulating the sensitiv-
ity of individual neurons to factors such as temperature and voltage
and playing a role in everything from motion in paramecia to growth
in plants and cognition in people.8 Channels specialized for the flow
of potassium probably arose first, but it wasn’t long before duplication
and divergence led to new classes of channels, each specialized to con-
trol the flow of different types of ions (for example, some for calcium,
others for sodium or chloride). As R. M. Harris-Warwick put it,
“Once one channel gene was made, others could be generated by du-
plication, allowing diversity to arise in the ‘new’ copy with no loss of
function in the ‘old’ one.”

Further mutation, duplication, and divergence led to receptors, the
“receiver” molecules that serve as go-betweens, transforming signals
from outside a cell into molecular events inside the cell. These, too,
duplicated and diverged early in evolution, creating a variety of recep-
tors, each specialized for receiving a particular kind of signal, such as
glutamate, GABA, acetylcholine, or serotonin.!0

Receptors evolved hand in hand with the signals that they receive.
At around the same time that receptors began to evolve, nature devel-
oped signaling molecules such as neurotransmitters and neuropep-
tides. For every signal, there is at least one matched receptor, but
different signals control different things. Insulin is a signal that con-
trols the level of blood sugar, adrenaline a signal that prepares the
body for action. In some sense, the “meanings” of such signals are ar-
bitrary, in much the way that words are arbitrary. I call a meowing
four-legged creature caz; Spaniards call it gazo. There’s nothing intrin-
sic to the structure of insulin that makes it, rather than adrenaline, the
signal for controlling blood sugar, and some alien species could easily
reverse the role of the two. But the arbitrary conventions adopted by
our ancient ancestors are widely shared across the animal world. At a
molecular, genetic level, many of the neural signals that we use are
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nearly a billion years old, and they are found even in bacteria.!® The
human brain may be the best information processor on the planet,
but some of the basic signals it uses to process information are almost
as old as life itself.

Of course, if you've only got one cell, your communication needs
are limited. You don't need to pass messages very far, very quickly, or
very precisely. Opening and closing channels are steps in the right di-
rection, but the human brain, with its tens of billions of cells, could
never get the job done using channels alone. Just as manmade com-
munication systems have gotten faster, more precise, and more potent
over the years, biological systems for communication (both internal
and external, although my focus in this section happens to be on
communications within an organism) have steadily improved over the
course of evolution.!2 A smoke signal travels neither fast nor far, and
it cannot be aimed toward a particular person. A telephone call placed
over fiber-optic cables, in contrast, can travel at the speed of light to a
particular person halfway around the world. In a single-celled organ-
ism, fast and precise communications may be of a little value, but in a
complex, agile organism that has many kinds of cells specialized to
many different tasks, fast and precise communications are essential.

As we saw in the last two chapters, electrical impulses are biology’s
signaling medium of choice. They can travel quickly, and, with the
help of those thin, wire-like cables known as axons, they can be di-
rected with precision to particular targets at great distances. When a
neuron “fires,” it launches a “spike” of electrically charged atoms that
travel rapidly down the axon, culminating in the release of the neuro-
transmitters that allow one neuron to communicate with another.

That biological version of electrical signaling goes back nearly a
half a billion years, to jellyfish (or to some closely related ancestor
common to us and them), when a growing trend toward cellular spe-
cialization led to the development of neurons.!3 Jellyfish nerve cells
are far more primitive than ours; their signals travel hundreds of times
more slowly than ours do, and their nerve cells have to wait longer
than ours do before they can fire again. Moreover, the dreaded jellies
don’t have anything like a centralized brain; instead, they have a
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loosely strung collection of neurons that biologists refer to as a mere
“nerve net.” Primitive, but enough neuron power to control a jelly-
fish’s swimming. The basic plan of our neurons is not so different
from theirs. Our nerve cells, like theirs, rely on protein channels that
can be modulated—opened and closed—Dby changes in voltage, and
DNA analyses have shown that some of the recipes for building those
channels go back at least as far as our common ancestor.!4

After electrical signaling, the next major step in the evolution of
brains like ours was a mix of centralization and bilateralization (a trend
toward a left-right split)}—organizing principle that apparently began a
lictle over half a billion years ago with a precedent-setting flatworm.!>
Flatworms have muscle cells, sensory cells, and a central set of neurons
close to the front end of their body, a division between left and right
clusters of neurons connected by a proto—corpus callosum, and three
to five sets of nerves—precursors to the spinal cord—that run the
length of its body—not so unlike our own system. Although the nerv-
ous system of a flatworm is vastly less complex than ours, the resem-
blance in overall organization is striking,'¢ a consequence of the fact
that many of the genes guiding the pattern of the brain of a human re-
late closely to genes involved in the patterning of the nervous system of
the worm.!7

The flatworm’s rudimentary division of neural labor—between the
central and the peripheral, the left and the right—was the first step to-
ward an avalanche of specialization that has given risen to the complex
neural systems of the vertebrates—fish, mammals, birds, amphibians,
and reptiles. The vertebrate nervous system radically differs from its
predecessors in at least two major ways. First, shortly after vertebrates
came on the scene,!8 intercellular communication got a whole lot bet-
ter, with the evolution of glial cells, biological insulators that surround
axons and keep moving electrons on track. University College London
biologist William Richardson’s research group has speculated that glial
cells evolved as modifications of motor neurons, not implausible given
the patterns of gene expression that are common to the two. They fur-
ther suggested that such glial cells could have immediately conveyed a
large adaptive advantage by making it possible for prey to more rapidly
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escape their predators.!® It could, of course, have been the other way
around: Glial cells might have been an innovation that allowed verte-
brates to be predators, giving them the fast reflexes they needed to
make a meal out of a sluggish invertebrate.

Myelin insulation also made axons more energy efficient and made
it possible for them to be packed closer together without cross talk, in
turn making possible larger, denser brains. Pity the poor cephalopods,
which never developed myelin. Octopi, for example, are among the
few animals that can learn by imitation,20 but without myelin, their
evolution may have reached a ceiling.2! If none of our ancestors had
developed myelin it is doubtful that we would be able to read, hold a
conversation, or drive a car. (One downside is that we are subject to
disorders such as multiple sclerosis, in which myelin gets attacked by
the immune system;22 myelin may also be part of why recovering
from strokes and other brain injuries is so hard.)

Second, with the development of myelin early in the vertebrate
lineage came larger, denser brains with greater organization, including
a three-part division into forebrain, midbrain, and hindbrain. Central
to this transition was the fourfold duplication of a set of ancestral
genes known as the Hox genes, named in honor of homeotic mutations.
Homeotic mutations, first studied systematically in the 1890s, are un-
usual transformations in which repeated elements—such as vertebrae
or the segments of a fly—sprout structures that ordinarily appear else-
where—such as rare human cervical vertebrae that form ribs, or fly
segments that grow extra wings in place of balteres (quasi-wings used
for balance). Such mutations were eventually traced to a set of “selec-
tor genes’—Pax6 (the master control gene for eyes that was described
at the end of Chapter 4) is one of them—that govern the identities of
particular segments. Such genes play a major role in patterning the
basic body plan of everything from fruit flies to humans.23 Fruit flies
have a single set of Hox genes that is expressed selectively from front
to back, each gene in a different segment. Through some lucky acci-
dent, some early vertebrate developed four copies of each.24

The quadruplication of the Hox genes made possible a whole new
level of developmental precision. One set continued to give rise to the
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Figure 7.1  Hox genes in a fruit fly and a mouse
lllustration by Tim Fedak

basic segments of the body, but others were modified to guide the
structure of the brain, the head, and the jaw, key elements in what
makes vertebrates special. The head made possible the development of
gills and specialized respiratory muscles, which in turn led the way to
a more active lifestyle, and the jaws and the more complex brain made
it possible for fish to make a living as a new kind of predator that bit
with verve.25

By the time some of those early vertebrates crawled out of the water,
perhaps 400 million years ago,26 the rough structure of the mammalian
brain was pretty much in place.2” Mammalian brains differ from those
of birds, fish, amphibians, and reptiles in many ways, but the differ-
ences are mainly in emphasis and detail. Humans have huge, highly ar-
ticulated frontal lobes; birds have greatly enlarged basal ganglia. But all
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five of the major classes of vertebrates have a basic division between a
central nervous system (placed toward the front) and a peripheral nerv-
ous system, between hindbrain, midbrain, and forebrain, and between
left and right hemispheres, fundamental structural divisions that sup-
port a massive specialization of neural labor.

That basic patterning of the brain is shaped in essentially the same
way in every vertebrate via regulatory genes (that is, genes that pro-
duce proteins that regulate the switching on and off of other genes)
such as Ozx and Emx. As we saw earlier, Emx2 shapes the balance be-
tween the hippocampus and the frontal cortex. Similarly, Ozx2 con-
trols the balance of the midbrain and the hindbrain. If it is artificially
expressed (switched on) in a broader region than usual, the midbrain
expands at the expense of the hindbrain. If it is artificially restricted to
a smaller area, the opposite occurs: more hindbrain, less midbrain. In
this way, by modifying the distribution of the proteins (changing the
regulatory IFs that govern them), evolution tuned different creatures
to different environments, giving them more hippocampus if memory
for spatial location was more important (as it is for certain birds that
cache their food), or more forebrain if complex reasoning and deci-
sion making was particularly important (as it is for primates, includ-
ing, of course, human beings).28

The evolution of this increased neural specialization of labor was,
like many other aspects of evolution, driven in part by possibilities
stemming from random gene duplications. For example, the am-
phioxus has a single copy of Ozx and a single copy of Emx, whereas
most vertebrates have at least two copies of each—and thus greater
opportunity for fine-grained genetic guidance of what goes where.2?
Although the copies are similar to each other, they have taken on dif-
ferent functions. For example, mice that have been engineered to
lack Ozx1 suffer from epilepsy and grow lots of abnormal neural con-
nections, whereas mutants engineered to lack Oz2 die early in em-
bryonic development, apparently because they fail to develop the
precursor tissue that would lead to the forebrain, midbrain, and front
part of the hindbrain.30

Two vertebrate Emx’s where flies have one, two vertebrate Ozx’s
where flies have one—such observations are pretty typical of a larger
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vertebrate trend toward an elaboration of basic families of neural pro-
teins, a trend that is especially clear in molecules such as semaphorins
and ephrins that guide the growth of the brain’s wiring. Vertebrates,
for example, have five different families of semaphorins, whereas flies
have only two.

Even these numbers pale, however, in comparison to what hap-
pened in the mammalian olfactory system a few hundred million
years ago. Whereas our color vision depends mainly on having three
separate types of color-sensitive cells in our retinas (each depending
on a separate photopigment), mammalian olfaction depends on
roughly 1,000 different receptors, each specialized to detect a particu-
lar ambient odor-causing chemical.3!

Vertebrates also have some wholly new proteins—often formed by
stringing together old elements of proteins in new ways—that look to
be very important, such as “eelin,” named for “reeler,” a mutant
mouse (mentioned earlier) that wobbles around as if it were drunk.32
Reelin appears to contribute to both axon branching and the process
of synapse generation. Its absence can lead to neuron degeneration,33
and it may in some way be implicated in autistic people, who, accord-
ing to one study, may have lower-than-ordinary levels of ree/in expres-
sion.34 Also prominent on the list of proteins that might provide clues
into vertebrate brain functioning are nerve growth factors known as
“neurotrophins”> (which, recall, are long-range signaling molecules
that guide axons and influence neuronal cell survival), a set of recep-
tors that are specialized for detecting nerve growth factors, and a spe-
cial kind of cell adhesion molecule known as “protocadherins”3¢ that
may play a critical role in long-term memory or embryonic brain
wiring.37

As the vertebrates split off into separate classes, each line specialized
to a particular environment or niche. Amphibians adapted to a hybrid
lifestyle, half aquatic, half terrestrial. Most birds adapted for flight,
each species modifying the basic vertebrate plan in its own way.

Mammals developed a thin, six-layer cortical sheet known as the
neocortex. That sheet, more than anything else, is what makes the
minds of mammals so powerful. Less than 4 millimeters thick, it is di-
vided into functionally specialized areas. In a mammal as simple as the



122 THE BIRTH OF THE MIND

hedgehog, there are about fifteen separate areas in the neocortex, in-
cluding visual, somatosensory, and auditory areas, each divided into
“primary areas” that receive input directly from relay stations such as
the spinal cord and thalamus, as well as a motor area, a limbic region
(likely involved in emotion), and a prefrontal area, likely devoted to
planning and/or decision making. Each of these has counterparts in
all mammals (save some cuddly Australians—marsupials and mono-
tremes—that diverged somewhat earlier).38 The exception that proves
the rule may be the blind mole rat, which still has V1, otherwise
known as the primary visual cortex, even though it cannot see.3 (As
you might expect, evolution doesn’t just let V1 sit idle. Although the
physical area is retained, its function is not; the blind mole’s V1 has
been adapted to process auditory information.)

Mammals with more complex brains, such as cats, dogs, monkeys,
chimpanzees, and humans, follow much the same plan but have signif-
icantly bigger cortices (plural of “cortex”) that devote more areas to each
specialization. For example, both cats and monkeys have more than
ten visual areas, thought to be specialized for different aspects of vision
such as color and motion, and several somatosensory areas?® (but not
the same areas; after carnivores and primates diverged roughly 90 mil-
lion years ago,4! their cortical areas proliferated independently, perhaps
in part as the result of independent gene duplications).

No matter how many cortical areas a mammal has, the basic layout
is the same: The visual areas are closest to the back, the auditory areas
are closer to the front (and closer to the ears compared to the visual
cortex, which is closer to the midline between left and right), and the
somatosensory areas are closer still to the front. In bigger brains, those
areas move further apart, making room for new cortical areas in be-
tween.42 Another trend is that as the brain gets bigger, it gets harder to
stuff into the skull; all the wrinkles in a human brain are, in part, a
product of nature’s attempt to cram a big neocortex into relatively
small space.

Mammals share not just an overall neural organization but also a sys-
tem of developmental timing. Cornell psychologists Barbara Finlay and
Richard Darlington have analyzed ninety-five neurodevelopmental
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Figure 7.2 Cortical areas across the mammalian world
lllustration by Leah Krubitzer; reprinted by permission.

milestones—some within the cortex, some not—across nine species,
from ferret to human and macaque monkey. Although the overall rate
varied—brains develop a whole lot more quickly in hamsters and mice
than in monkeys and people, the overall ordering of developmental
milestones was virtually identical from one species to the next. For ex-
ample, the fifth layer of the cortex always develops before the bundle of
nerves that runs between hemispheres. The sequence is so regular that,
given a single landmark in a particular species, Finlay and Darlington
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were able to predict the timing of all the rest with near perfect accuracy.
Given the fact that layer V of the cortex is complete in a spiny mouse at
twenty-two days after conception, for example, they could estimate
within a day or two when its corpus callosum will develop.43

UNIQUELY HUMAN

For selfish reasons, I have a particular interest in one of those mam-
malian species, the one that communicates by rapidly opening and
closing its vocal tract while doing funny things with its tongue and
lips—a peculiar species that hides its nakedness in fabric and in-
explicably spends time indoors reading books and watching televi-
sion instead of gathering food or making babies—Homo sapiens, the
loud-mouthed ape.

Humans are both similar to and different from our close animal
cousins. Jared Diamond’s point in the epigraph to this chapter was
how similar we are to chimpanzees. In, for example, our body struc-
tures, our group dynamics, our perceptual systems, our aggression,
and our sustained systems of maternal care, we surely have something
in common with the chimp. Yet we are also plainly different. In our
culture, in our language, and in our thoughts, we have the capacity to
contemplate beauty, justice, calculus, and the meaning of life, con-
cepts that we imagine no chimp has ever dreamed of.

Language, of course, must be a key to what makes our species
unique. If learning is the genome’s most powerful trick for moving be-
yond itself, language is arguably the most powerful tool for learning—
the mother of all learning mechanisms and the single thing that most
makes humans different. Language allows us to communicate in-
formation in ways that no other medium could match. It is clearly
critical for the rapid transmission of culture, and it may even be a nec-
essary component of some kinds of thought.

We often have the subjective impression that we think in words.
Although scientific opinion is divided as to whether we really do
sometimes think in words (or only think that we do), there can be
little doubt that language is an important part of what makes us
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uniquely human. As a medium for communication, it allows elders to
teach the young; as a medium for thought, it almost certainly helps us
to store and retrieve information more efficiently, and it may even
help us to reason more efficiently.44 Charles Darwin himself suggested
that some of our “certain higher mental powers” might be “the result
of the continued use of a perfect language.”#>

Not everybody would agree that language is a medium for thought.
Jerry Fodor, for example, has argued that language must be separate
from a “language of thought,” or “mentalese,” because there is a slip-
page between language and thought.46 There are, for example,
thoughts that cannot be expressed with language and “tip-of-the-
tongue” phenomena in which we know there’s a word for something
but can’t quite come up with it.47 The psychologist Lila Gleitman has
argued, rightly in my view, that there is little good experimental evi-
dence showing lasting cognitive differences between speakers of dif-
ferent languages. She suggested instead that “linguistic systems are
merely the formal and expressive medium that speakers devise to de-
scribe their mental representations,” and that “linguistic categories
and structures [serve as] more-or-less straightforward mappings from
a preexisting conceptual space, programmed into our biological na-
ture.”48 Perhaps the most compelling argument for a difference be-
tween language and thought is one raised by Fodor and Steven
Pinker: the contrast between sentences which are ambiguous (Does
“bank” mean a financial institution or a riverbed in “Lloyd sat next to
the bank”? Does “Everybody loves somebody” mean that each of us
has our own particular soul mate, or that Jennifer Aniston is the ob-
ject of everybody’s affections?), and thoughts in mentalese, which pre-
sumably are #zambiguous. When I think to myself “Everybody loves
somebody,” I know what I mean.

But what do these arguments show? They show that there can be
thoughts without language, but not that language plays 7o role in
thought. Babies, monkeys, and aphasics (adults who have lost their
ability to speak) all have thoughts, even if they cannot speak, and we all
have thoughts that we can’t put into words—emotions, sensations, and
so forth—but that shows only that some thoughts are not linguistic,
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not that no thoughts are. I would like to suggest that language makes
certain types of thought—including the kind of conscious, reflective
reasoning you are engaged in right now—possible. Language has the
potential to affect our thoughts in at least two ways: first, by “framing”
the content of our ideas; second, by affecting what we remember. By
“framing,” I mean that language can, like a flashlight (or a hand ges-
ture), point our attention in particular directions. When Henry
Kissinger says that “mistakes were made,” he aims to use language to
divert us from the embarrassing question of who made the mistakes.
Language is all about emphasis: As Lila Gleitman pointed out, saying
“Meryl Streep met your sister” is entirely different from saying “Your
sister met Meryl Streep.”# As every good spin doctor must know, to
frame a sentence is to frame a thought.

When it comes to memory, language’s most obvious role is to help
us “rehearse” information in our heads, as when you repeat a phone
number to yourself. Remarkably, the number of digits a person can
remember depends on what language they use—Chinese uses shorter
words for numbers than English, which in turn uses shorter words
than Welsh, and correspondingly, under carefully controlled condi-
tions, Chinese speakers can remember more digits than can English
speakers, who can in turn remember more than Welsh speakers. The
effect is so strong that Welsh-English bilinguals who are generally
more comfortable in Welsh still do better on digit memory when they
are tested in English.50

Language may also facilitate thought by providing simple hooks for
complex concepts. If you want to think about carburetors, for ex-
ample, it may help to have a word for one. Specialists and aficionados
have words like “grommets,” “forceps,” and “espresso” precisely be-
cause naming these objects helps to pick them out faster; it may be
that once you have a word for a grommet, it’s easier to learn what one
does. Studies of stone-age cultures in Papua New Guinea by Jules
Davidoff suggest that words may facilitate our memory for color by
giving us category terms that allow us to carve up the spectrum;>! it
may be easier to remember that something is lavender if you have a
word that distinguishes it from other colors.
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Even more exciting to me is the possibility that language may also
play a crucial role in long-term memory by providing a special way of
encoding complex information. To understand this point, it helps to
again think about how computers work. A computer’s memory is
made up of a long string of “bits” that can be either zeros or ones, but
those zeros and ones mean nothing without an organizational scheme,
or what computer programmers call a “data structure,” a way of tak-
ing a particular set of zeros and ones to stand for a particular kind of
entity, such as a number, a name, or an intensity for a picture element
(pixel). What a particular computer program represents is a function
of the particular types of data structures it can encode; some programs
may store only pictures but not names, others the other way around.
Language’s greatest contribution may be in providing a data structure
for storing relationships between entities and bits of information
about those entities, or what linguists call subjects (say, “George W.
Bush”) and predicates (“felt that the American voters had misunder-
estimated him”). Such a data structure might be a key to enabling hu-
mans to represent a uniquely broad range of thoughts.

But what about Pinker and Fodor’s point about ambiguity? Do we
really store thoughts as sentences? If so, why aren’t our thoughts as
ambiguous as our sentences? The answer, I believe, turns on a distinc-
tion between spoken sentences that truly are ambiguous and internal
versions of those same sentences, which may not be. In internal ver-
sions of sentences, words such as “bank” might be marked for their
meanings (bank, versus bank,) and relations between words could be
made explicit (for example, whether “somebody” means a unique soul
mate or Jennifer Aniston in “Everybody loves somebody”). It is possi-
ble, then, that for a subset of our thoughts, an annotated kind of lan-
guage—rather than a separate mentalese—could serve as a medium
for long-term storage.52 (If there is some kind of language-specific
representational system, then it would stand to reason that children
who have yet to learn a language would not have such a system and
would therefore not be able to entertain the same range of thoughts as
people who had acquired linguistic systems. We are not yet able to
confirm or reject this conjecture.)
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Whether language is a medium for thought or just for communica-
tion, its importance in our lives cannot be understated. Chimpanzees
and orangutans have the rudiments of culture, but without language,
and its capacity for rapidly transmitting—and perhaps encoding—a
wide range of information, they will never have culture as rich as ours.
But why is it that we have language, and our chimpanzee cousins,
who share more than 98 percent of our genetic material, do not?

When it comes to evolution, the question almost seems too easy.
Dozens of eminent scientists have made proposals. Today, we have the
aquatic ape hypothesis,3 the language from gesture theory,54 the the-
ory that language arose from the neural machinery that evolved to
control our muscles,> the theory that language came about as an acci-
dental consequence of having bigger brains,>¢ the theory that lan-
guage is an extension of our capacity for representing space,5” the
theory that language evolved for the purpose of gossip,>8 and the the-
ory that language evolved as a means of engaging in courtship and
sexual display.>® Probably more than a few of these theories have a
grain of truth or two in them. Language does, for example, make gos-
sip possible, and it couldnt have hurt our ancestors to know a little bit
more about their neighbors than the next guy did. But, as linguists are
fond of saying, languages do not leave fossils, and thus far, there has
been very little evidence to tease apart one theory of the origin of lan-
guage from the next.

Part of the problem is that we haven’t yet figured out exactly what
it is about the mind and brain that allows us to learn and use lan-
guage in the first place. Until recently, most textbooks ascribed the
ability to use language largely to two walnut-sized regions of the left
hemisphere of brain known as “Broca’s area” and “Wernicke’s area.”60
According to the textbooks, Broca’s area was important for grammar,
Wernicke’s for the meanings of words. Patients with lesions (induced
by, say, strokes or gunshot wounds) in Broca’s area would have trou-
ble with syntax (for example, understanding the difference between
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“The boy kissed the girl” and “The boy was kissed by the girl”), and
patients with lesions in Wernicke’s area would have trouble with
naming familiar objects. Often implicit was the idea that each of
these regions was dedicated solely to its own particular linguistic
function—Broca’s was the grammar area of the brain, Wernicke’s the
meaning area of the brain.

The only problem with this lovely story, now over a hundred years
old, is that it's wrong. As scientists have discovered new imaging tech-
nologies (such as Positron Emission Tomography, or PET, and func-
tional Magnetic Resonance Imaging, or MRI) to peer into the brains of
unimpaired adults, they have found that Broca’s area is indeed (in many
experiments) active in syntactic processing®! and that Wernickes is active
in understanding and producing words,®2 but they’ve also found that
other areas of the brain participate in both kinds of processing and that
neither Broca’s nor Wernicke’s area is restricted to purely linguistic func-
tioning. Broca’s area, for example, seems to be active not just in language
but also in the comprehension of music (even by nonmusicians),®3 in
imitation, and perhaps in motor control. In fact, the more people study
Broca’s area, the harder it is to discern exactly what it does. Meanwhile,
it appears that syntactic processing engages other parts of the brain
further to the front,64 and perhaps “subcortical” areas that are not even in
the evolutionarily recent neocortex; studies of word-learning have im-
plicated not just Wernicke’s area but also visual areas, motor areas, and so
forth. Rather than being confined to a single box in the head, our knowl-
edge about words may be scattered across different regions of the brain.66
Visual areas may play a role in our understanding of a word’s visual prop-
erties, auditory areas in our understanding of the sound of a word, motor
areas in our understanding of action verbs.” To top things off, even the
classic studies of lesions turn out to be oversimplified; there are people
with lesions in Broca’s area that have normal grammar, and people with
an intact Broca’s area but damage elsewhere that have trouble with gram-
mar. Ditto for the relationship between Wernicke’s area and words.8 Just
as there is no simple one-to-one mapping between genes and brain ar-
eas, there is no simple one-to-one mapping between brain areas and
complex cognitive functions.
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Another approach to figuring out the neural basis of language might be
to compare human brains with chimpanzee brains; if there were some
obvious difference between them, researchers interested in the neural
basis of language could start there. But the only immediately obvious
difference between our brains and those of chimpanzees is in their
size—the average chimpanzee weighs about 55 kilograms and has a
brain of about 330 cubic centimeters, but the average human, who
weighs only about 20 percent more, has a brain that is about four times
larger.®® Although that difference is important, it is unlikely to be
enough by itself. Whales and elephants have brains bigger than ours,”°
but they do not have language. Big dogs have bigger brains than small
dogs, but Great Danes are no smarter or more likely to talk than minia-
ture schnauzers.”! At 500 grams, the brain of a gorilla is over a hundred
times bigger than that of pygmy marmoset (4.5 grams),”2 but I doubt a
gorilla is even three times smarter. Intelligence (as measured by 1Q
tests) is only barely correlated with brain size.” Men have bigger brains
(on average) than women, but (on average) women have better lan-
guage skills.”# Humans with unusually small brains can sometimes have
language.” In short, size isn’t everything. Having a normal, human-
sized brain may be a prerequisite for language, but it is clearly neither
necessary nor sufficient. Instead, as Barbara Finlay has suggested, it
may be better to think of large brains as providing raw material that
allows for the possibility of further evolution.”¢ As my first animal be-
havior teacher, Ray Coppinger, put it, “When my very young son
.. . [passed the brain size of an adult chimpanzee], he could tell you the
batting averages of all the Red Sox players. Something else besides size
is going on.””7

But if it’s not just size, what is it? At a gross level, our brains and
those of the chimpanzee are structured in almost identical ways. We
both have occipital cortices in the back of our heads wherein we ana-
lyze visual information; we both have brains split into left and right
hemispheres, with interconnecting cables that run through the corpus
callosum. We even (contrary to earlier conventional wisdom) share
left-right asymmetries in Broca’s and Wernicke’s areas.”8 But a few dif-
ferences, still quantitative rather than qualitative, have already been
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noted. For example, in humans the corpus callosum is proportionally
smaller in comparison to the rest of the brain than it is in chim-
panzees.”? That means that humans have less communication be-
tween hemispheres, but at the same time (as measured by the amount
of the white matter that contains neuronal connections) more com-
munication within hemispheres8®—a combination that may lead to
(or be the consequence of) the degree of neural specialization that we
might expect for language.

But once again, we have at most identified only a necessary condi-
tion, not a sufficient one. Elephants and whales continue the trend;
their corpus callosa are even tinier in comparison to their colossal
brains, and though having an intact corpus callosum is a good thing
for learning language, it’s not clear that it is absolutely necessary.8!
Another finding is that there may be some microscopic differences in
part of Wernicke’s area known as the planum temporale.8? In both hu-
mans and chimps, the planum is larger on the left than on the right,
but in the humans some substructures known as minicolumns are
much bigger on the left than on the right.83 Still, I doubt that these
differences are enough; I wouldnt be surprised if there were many
other important differences that our present-day microscopes just
can't detect.

The upshot of all this is that at present we cannot simply point to a
particular spot in the brain and say #/is is the language area, #his is the
neural circuit that makes this brain a uniquely human brain. To some
scholars, these complex (and frankly unsatisfying) results challenge
the innateness hypothesis because they spell the end of the “modular-
ity” hypothesis, the idea that separate neural systems might be special-
ized for distinct neural functions.84 To me, they suggest not that we
should abandon modules (the Swiss Army Knife view of the brain)
but that we should rethink them—in light of evolution. Nothing
about the brain was built overnight; evolution proceeds, in general,
not by starting over but by tinkering with what is already in place. As
Francgois Jacob famously put it, evolution is like a tinkerer who “often
without knowing what he is going to produce, . . . uses what ever he
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finds around him, old cardboards, pieces of strings, fragments of
wood or metal, to make some kind of workable object. ... [The re-
sult is] a patchwork of odd sets pieced together when and where op-
portunity arose.”

As we have seen, this is no less true for the brain than it is for the
body. The ingredients—and genes—that make up our brains are, like
the ingredients that make up the rest of our bodies, the product of
evolution. New cognitive systems are patchworks and modifications
of old. Specialized biological structures need not be, and perhaps
never are, made up entirely, or even in large part, of wholly novel
materials. Consider, for example, the differences between an arm and
a leg. Thousands of genes contribute to each, but probably only a
handful are special to the arm; if recent studies from mice and chicks
are any guide, genes for everything from muscle proteins to bone mar-
row are likely to be pretty much the same in both.85

A language module may depend on a few dozen or a few hundred
evolutionarily novel genes, but it is also likely to depend heavily on
genes—or duplicates of preexisting genes—that are involved in the
construction of other cognitive systems, such as the motor control
system, which coordinates muscular action, or the cognitive systems
that plan complex events. At the genetic level, figuring out what gives
humans the unique gift of language will be a matter not just of find-
ing out about those (perhaps relatively few) genes that are unique to
people, but also a matter of finding out how those unique genes
interact with all the others that are part of our common primate her-
itage. Essentially the same can be said at the brain level: Understand-
ing language will be a matter not just of understanding unique bits of
neural structure but also a matter of understanding how those unique
structures interact with other structures that are shared across the pri-
mate order.

The ability to learn the rules of grammar, for example, may depend
on circuitry for short-term memory that spans the vertebrate world,
circuitry for recognizing sequences and “automatizing” (speeding up)
repeated actions that is common to all primates,8¢ and special cir-
cuitry for constructing “hierarchical tree structures” (see below) that is
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unique to humans. Our ability to acquire words may depend on a mix
of long-term memory abilities that are found in animals and some
special human facility, the details of which are not yet clearly under-
stood.8” (Consistent with this conjecture, amnesiac patient HM’s in-
ability to remember new facts extends to new words such as “granola”
and “Xerox” that became common after his brain surgery.)

In short, from the perspective of evolution we should expect a lan-
guage system to consist not of a single, brand new chunk of brain but
of a new way of putting together and modifying a broad array of pre-
viously existing subsystems. Different parts of the brain probably are
specialized for different functions, but most of those functions are
likely to be shared subcomponents for computation, not complete sys-
tems for single-handedly solving complex cognitive tasks.

Data are scarce when it comes to humans, but animal models sug-
gest that this way of thinking about things—that is, that neural ma-
chinery for new tasks evolved as novel combinations of mostly
preexisting components—is on the right track. Take, once again, the
example of fruit-fly courtship. The neural subsystems that support
fly courtship have many of the properties one might expect from a
mental module: They are fast (a fly doesn’t need to reason on a black-
board to figure out its next move), automatic (a fly can do them
without prior training or practice), and largely independent of other
aspects of the fly’s other cognitive processes (a male fly that catches
sight of a receptive female is likely to drop everything and head
straight for courting).

But the subsystems that support fly courtship are not, for the most
part, unique to courtship. Many of the neurons, for example, that are
involved as the courting fly rubs its wings together are neurons that
are likely to also be involved in everyday wing movements that have
nothing to do with courtship. The odor receptors that sniff for fe-
males also sniff for other smells. Only a relatively tiny of number of
neurons—which may act as supervisors coordinating the actions of
others—are likely to be uniquely involved in courtship; fru (the
courtship-related gene I mentioned in Chapter 5) may work its magic
mainly by guiding the connections between those supervisors and the
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rest of the many neurons that are required by—but not unique to—
courtship. We may ultimately understand language in a similar way, as
a powerful new combination of mainly old elements.

If the specialization-through-reconfiguration view that I am sketch-
ing is correct, we shouldn’t expect there to be many mental disorders
that uniquely affect a particular cognitive domain. If 95 percent of the
genes involved in the circuitry for building language also participate
in the construction of other mental capacities, the vast majority of ge-
netically based disorders should be expected to have broad effects. Im-
pairments to memory, for example, ought to impair language as well
as other domains such as planning and decision making. Disruptions
to the genes that code for metabolic enzymes might be expected to af-
fect (in some cases) the entire brain, and disruptions to genes that
code for receptor proteins might have effects wherever those receptors
are found. It would be a rare disorder indeed that would affect only a
single aspect of cognition.

To “anti-modularists,” mental disorders that affect multiple do-
mains are prima facie evidence that the mind is without modules. If
some disorder affects both language and general intelligence, many as-
sume that language is simply the product of general intelligence, not
an independent entity. But a finding that a given disorder affects two
behaviors or neural structures doesn’t mean that the two are identi-
cal—it just means that they are built in a similar way.

Even professionals sometimes seem to be misled by an apparent
analogy with brain damage and the “logic” of “double dissociations.”
If a single brain region is heavily involved in two processes, it is rea-
sonable to assume that the two domains involve some of the same
computations. In contrast, a single gene that is involved in two differ-
ent processes does not necessarily show that the same cognitive func-
tions are produced by the same bit of neural structure. Because of the
richness of gene regulation, a single gene may be used multiple times
in the service of radically different functions. The protein product of
the gene microphthalmia-associated transcription factor (MITF), for
example, participates in eye formation, blood cell formation, and pig-
mentation.88 If the neural substrates of language are built using some
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of the same genetic cascades as the neural substrates of general intelli-
gence, we shouldn’t be surprised that some disorders affect both.

Conversely, if complex skills draw on many different underlying
components, we shouldn’t be surprised to see them vulnerable in sev-
eral different ways. The ability to read, for example, depends on lin-
guistic knowledge (that is, what words do and do not sound like: Is
“mave” more likely to rhyme with “have” or “gave”™?), visual prowess
(the ability to detect the critical left-to-right difference between a “d”
and a “b,” strange in the context of a world where left-to-right differ-
ences are otherwise often unimportant), and the ability to connect
those funny visual squiggles to linguistic sounds (in ways that are, once
again, purely arbitrary; “P” is pronounced like a “p” in English but an
“r” in Greek, and never mind all the different sounds that the string of
letters “ough” can signify in English). The visual system needs to take
special steps to make two eyes focus on a single page just a few inches
from the face (weird, again, in the context of the natural world, where
much of what we need to see is more distant), and since there is no way
to master the sounds of a language if they can’t be heard properly, the
linguistic system depends on the auditory system working properly.

So it is no wonder that a disorder such as dyslexia (a severe, highly
heritable reading disorder not associated with other cognitive, mem-
ory, or motivational impairments) may arise in many different ways in
different people, sometimes as a result of poor audition, sometimes as
a result of poor vision, sometimes as a result of impairment in the lin-
guistic system.8° According to one study, about two-thirds of dyslexics
see words as blurry, or jumping around on the page, and many are ac-
tually helped by closing one eye (probably because their problem has
something to do with the problem of coordinating the two eyes as the
eyes rapidly scan across a printed page).?® Other dyslexics seem to
have perfectly normal vision but may have problems with hearing the
quick, subtle, spectrographic changes that characterize speech,®! and
still others may have entirely normal sensory ability but significant
problems with phonology, the part of language that concerns the
sounds of words. Nature has no commitment whatsoever to a princi-
ple of one disorder, one cause. Just as disorders of the body can be
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caused in dozens of different ways (for example, malnutrition from
missing enzymes, disordered organs, even bad teeth), disorders of the
mind may result from many different underlying aberrations.

The real question—as yet unanswered—might be whether there are
any pure, genetically derived disorders that affect only a single cogni-
tive domain such as language. The only speech and language disorder
that has been decisively tied to a particular gene—the FOXP2 gene,
which I'll describe more extensively later in this chapter—is clearly not
special to language. For now, there is only tantalizing evidence—not
yet tied to specific genes—that a few rare disorders might indeed
uniquely affect certain aspects of language. Some versions of dyslexia
that stem from focused trouble with phonology are a good example.
Another is “G-SLI” (Specific Language Impairment that is grammar-
specific), a language disorder studied by the psychologist Heather van
der Lely that seems to specifically affect aspects of grammar, such as
understanding passive sentences (“The boy was kissed by the girl”)
and producing past-tense versions of novel forms (“This is a man who
knows how to wug. Look there, he just did. He just ___”).92 If such
disorders can be tied to particular genes,?3 they could give us valuable
clues—not because the genes that would be impaired in such disorders
would be the only genes involved in language, but because they would
suggest insights into those parts of the neural substrates of language
that are unique.®* Even if most disorders affect many domains, and
many domains are affected by many disorders, it’s far too early to
count the modular theory out.

If language is an amalgam of off-the-shelf components shared with
other primates and a small number of human-specific components,
which human-specific components might have made the difference?
One possibility is that something special about human socia/ cognition
might have been significant. For example, both Michael Tomasello, an
expert on primate social cognition, and Paul Bloom, a psychologist
whose principal interest is how human children learn words, have con-
trasted chimpanzees’ apparent ineptness in understanding the goals
and intentions of others with human children’s relative facility for such
things. For example, if an experimenter hides a piece of food in one of
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two opaque containers and points to the one on the right (or looks at
it, or taps it), you might expect the chimp to go for the one that the ex-
perimenter is indicating, but even after dozens of trials, some chimps
just don’t seem to get the game, a sign that they may not understand
enough about the intentions of others to get into the communication
game. Bloom wrote, “The failure to appreciate the representational in-
tentions of other people . . . is so extreme [in chimpanzees] that it en-
tirely precludes word learning.”96

Learning language does not, of course, literally require you to be
able to look within the soul of the boy sitting next to you (to para-
phrase Woody Allen’s old joke about what he did at a metaphysics final
that got him thrown out of NYU). But it surely does help if you can
make good guesses about what other people are likely to talk about,
and that comes from a good sense of human psychology and the faith
that the psychology of other people is probably not altogether different
from your own. (You can never know for sure. You could be the only
truly conscious person; the rest of us all could, for all you know, be
zombies or robots. As the logician Raymond Smullyan once put it,
“Sure I'm a solipsist. But then again, that’s just one man’s opinion.”)

From the time children start learning the meanings of words, they
recognize that it is important to take the beliefs of others into account.
One of the first experiments to make this clear was conducted by Dare
Baldwin as part of her Ph.D. dissertation in 1990.97 Baldwin sat
sixteen-month-olds in front of an interesting toy and said, “Look at the
toma.” The test was whether a child would think that the word “toma”
referred to the toy that she herself was looking at (for example, an ex-
tendable green periscope)—or a different toy that the experimenter
was looking at (a disc surrounded by yellow suction cups). Shattering
Piaget’s claim that toddlers are egocentric to the point of being un-
aware of the perspective of others, the sixteen-month-olds consistently
took “toma” to refer to the toy that the experimenter was looking at.

By the time children are four years old?8 (maybe even earlier, ac-
cording to some new studies by Renée Baillargeon®?) they know that
other people can have false beliefs. Try this game with your four-year-
old neighbor. With her father looking on, show her some cookies, put
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the cookies in a cookie jar, and then ask her father to leave. While he
is out of the room, move the cookies into the refrigerator; now ask
your young neighbor, “Where will Dad look for the cookies?” If your
neighbor has mastered the notion of “false beliefs,” shell guess (per-
haps with a giggle) that Dad will still look in the cookie jar. If she has
not yet mastered the concept, she may think that since she now knows
that the cookies are in the refrigerator, Dad will know, too. Chim-
panzees seem to be lousy at nonverbal equivalents to these tasks,100
and as I mentioned above, even pointing seems to throw them for a
loop. As far as we can tell, chimpanzees are (except perhaps when it
comes to competing for food!0!) lousy intuitive psychologists, a fact
that could indeed play into their troubles in learning language.

But that’s a far cry from saying that mind reading or social savvy is
necessary for the acquisition of language—it’s much easier for me to
guess what you're talking about if I can guess what you might be
thinking about, but I'm skeptical of any theory that holds that social
intelligence is essential to acquiring language. Some high-functioning
autistic people, with clearly impaired social cognition, are able to ac-
quire fluent or near-fluent language, while chimpanzees like Kanzi
clearly enjoy social interaction yet lack the ability to acquire full-
blown language. Dogs arguably have even better social skills and are
apparently able to understand eye gaze better than chimpanzees, yet
they, too, rarely master the ability to understand more than a few
words or simple commands.

Another critical factor may be the almost magical ability of humans
to combine simple elements into more complex ones that can in turn
serve as elements in further combinations, an idea sometimes referred to
as “recursion.” If you can think about a ball, you can think about a big
ball, and if you can think about big ball, you can think about a big
ball with stripes, a big ball with stripes that lies on the beach, and so
forth. In a computer program, this would (in part) be a matter of
“representational format,” of how memory is organized. Everything
that is stored in a computer must be assigned to a particular cate-
gory—a name, a phone number, a picture, or what a computer scien-
tist might think of as a tree structure.
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Figure 7.3 Three syntactic trees, illustrating recursive composition

If T had to bet on one thing that might have given rise to language,
that talent for recursion would be it.102 (Marc Hauser, Noam Chomsky,
and the cognitive scientist Tecumseh Fitch recently argued for a similar
position.103) Recursion is a key to what allows languages to describe so
many things in so many different ways. Picture how disorganized your
computer files would be if you couldn’t make use of folders (or what
die-hard Unix users refer to as “directories”). From the perspective of
the programmer, folders (or “directory structures”) are just a special way
of organizing information, but one that radically improves the user’s ac-
cess to that information. The evolutionary addition of a new data struc-
ture for recursion—which is mathematically close to what programmers
use to store folder structures—could be tiny from the genetic perspec-
tive, but profound in its consequences for communication and thought.

The ability to freely learn new words might be similarly powerful.
Others have pointed to a set of special mental abilities for combining,
analogizing, and integrating conceptually disparate elements (which
themselves could give rise to—or originate from—recursion in lan-
guage),'%4 an ability to apply machinery from the motor control sys-
tem to the problem of language,'%5 or special changes in the human
vocal tract (an idea now thought to be less plausible).106

Of course, there’s no reason to think that language arose from a
single innovation. A number of linguists and psychologists have pro-
posed accounts of the evolution of language in which it may have
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arisen gradually over a series of steps, with abilities to learn words, to
learn grammar, and so forth coming on one by one. If this is the case,
our ancestors may have spoken “protolanguages” that might have
sounded like newspaper headlines or telegrams. (“Human learn lan-
guage. Neanderthal worry.”)197 For example, a thoughtful account by
Ray Jackendoff sketched a series of twelve steps that could have led to
the development of modern language, ranging from the development
of an unlimited class of symbols to the development of a system of
inflections (such as -7ing and -ed) to convey semantic relations (like
pastness).108

Language is, without a doubt, as complex as Jackendoff suggested;
each of the steps that he described corresponds to something real
about language. But I am not fully convinced that each corresponds
to a separate, language-dedicated step in evolution, for two reasons.
The first is that although there is a long tradition in studies of evolu-
tion of trying to account for change through gradual steps, I believe
that the evolution-through-gradual-change assumption must be re-
evaluated in light of the kinds of genetic mechanisms described in this
book. Genetic changes presumably are gradual—mutation by muta-
tion, duplication by duplication. But since, as we have seen, a single
change can induce a new cascade or block an old one, phenotypic
changes need not be gradual. A single mutation (or duplication) can
have a large effect on the phenotype, the shape and behavior of an or-
ganism, as when a photoreceptor duplication leads to a new ability to
see color. If language arose de novo, it would, I suspect, have to go
through a long series of gradual steps, but if language arose by a novel
combination of existing elements—such as neural structures for
memory, the automatization of repeated actions, and social cogni-
tion—it is possible that it could have developed relatively quickly.
The second is that, although I surely agree with Jackendoff that there
is a considerable genetic contribution to our ability to acquire lan-
guage, I am not as convinced as he is that so much of the machinery
for language is special to language. He could be right, but he could be
wrong; perhaps only a relatively small part of the language faculty de-
pends on human-specific machinery. It is to my great chagrin as a life-
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long student of language acquisition that the challenges in under-
standing the ability to learn language are so difficult that we still just
don’t know.

Although I do not expect that scientists will in the next few years
come to completely understand the neural or cognitive basis of lan-
guage, let alone its evolution, I do think that genes themselves may
soon give us some important insights.

At first blush, the genome may seem like an unlikely source of evi-
dence. We diverged from chimpanzees only recently, in the evolution-
ary scheme of things—perhaps only about 4 to 7 million years ago,10?
just an instant compared to the 85 or so million!? years in which
there have been primates and the 3.5 to 4 billion years in which there
has been life on the planet.!'! And, as Jared Diamond, among others,
has emphasized, our genomes are not that different from those of
chimpanzees.

This surprising fact was first discovered in 1975 by Mary-Claire
King, then a graduate student at Berkeley, and Allan Wilson, already
well known for his suggestion that changes in DNA over time could be
used as a “molecular clock.”112 The molecular clock, which is based on
the assumption that DNA mutates at a relatively constant rate, uses
changes in DNA sequence to estimate when various species diverged.
For example, if two species are closely related, their hemoglobin se-
quences will be quite similar; if they are distantly related, their hemo-
globin sequences will be less similar. At the time of King and Wilson’s
work, it was not practical to spell out the sequence of nucleotides in
large quantities of DNA, but it was possible to get an estimate of how
similar two strands of DNA were by seeing how strongly the two
strands stuck together. If two strands of DNA are identical, they form
a strong bond and it is hard to get them to break apart; if they are dif-
ferent, they form a weaker bond and it is easier to get them to break
apart. As a rough rule, every percentage point of difference leads to a
degree (Celsius) change in their “melting point.”113 (The so-called
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melting point is really the point at which DNA strands separate, well
below the point at which DNA would change from a solid to a liquid.)

King, who later became famous for her role in the discovery of the
breast cancer gene BRCA1,114 generalized Wilson’s techniques and ap-
plied them to the problem of understanding what makes humans so
special. Nobody expected that hemoglobin would be that different
from humans to chimpanzees, but King and Wilson found that a
wide range of other genes and proteins were also quite similar be-
tween the two species. Regardless of how they tried to measure the
difference, whether they compared nucleotides or amino acids, the
differences between humans and chimpanzees were tiny, no more
than 1 or 2 percent, and their startling results were quickly picked up
in the media. (Carl Sagan had a hand in popularizing them, writing
with Ann Druyan in Shadows of Forgotten Ancestors that “By these
standards, humans and chimps are about as closely related as horses
and donkeys, and are closer relatives than mice and rats, or turkeys
and chickens, or camels and llamas. . . . If we want to understand our-
selves by closely examining other beings, chimps are a good place to
start.”115)

And soon the King and Wilson results were replicated by other sci-
entists. Today, the methods are more sophisticated—contemporary
studies rely not on the melting trick of hybridizing DNA strands from
different species but on computerized nucleotide comparisons of se-
quenced DNA—but the results remain the same.!16 Take almost any
stretch of a hundred chimpanzee nucleotides and chances are that
there will be a comparable stretch in your genome—and only one or
two nucleotides will be different.

As King and Wilson suspected (but couldn’t then know), the differ-
ences are mostly elsewhere—in the regulatory IF regions. As we have
seen, even tiny differences in regulatory regions can lead to large dif-
ferences in behavior, impairing memory or making one species more
sociable than the next. A disproportionately large number of the dif-
ferences between our genomes and those of chimpanzees are found in
what are called CpG islands, 117 stretches of DNA that are strongly as-
sociated with the regulatory IF sequences that govern when genes are
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expressed.!!8 In fact, although less than 1 percent of other sequences
differ, roughly 15 percent of all CpG islands differ from chimp to
man. What this tells us is that we are built out of the same proteins as
our chimpanzee cousins, but there are important differences in how
those proteins are organized. The protein template THENS of most
genes are nearly identical—but those proteins are regulated in signifi-
cantly different ways, and it may well be that it is this new regulation
of old proteins that led to our ability to speak and to acquire culture.

The ability to speak, and the corresponding ability to understand lan-
guage, because it likely builds on many other systems already in place
in the primate line (such as memory and skill-learning), probably
didn’t arise overnight from a single mutation. But it may not have
taken an enormous number of steps, either, especially if they involved
changes in regulatory regions (particularly those arising from duplica-
tion at the top of complex cascades). As we start identifying genes that
are implicated in language disorders, we can begin to ask how the
genes that are involved in language relate to our other genes. Are they
duplications (with minor divergences) of genes involved in motor
control systems? Are they adaptations of genes involved in systems for
mentally representing space?

Although the media often talk about “genes for language,” most of
the genes that are involved in language won't be unique to language.
Language (and whatever else is special about the human mind) comes
not just from the 1.5 percent of genetic material that separates us
from the chimpanzees, but also from the 98.5 percent that is shared
(and the ways that that 98.5 percent are influenced by the 1.5 percent
that differ).

I suspect that researchers will find that most of what makes up the
gift for gab is a product of roughly the same kinds of neural tissue that
support other mental functions. The nerve cells that support lan-
guage, like the nerve cells that support vision and motor control, are
probably mostly made up of the usual stew of axons, dendrites, and
myelin, albeit arranged in importantly different ways. Language, like
any other cognitive process, makes use of memory, and scientists are
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likely to discover that it does so using roughly the same kinds of mol-
ecules as memory for, say, faces or events. If language came onto the
scene relatively quickly by evolutionary standards—a few million
years at most, perhaps a lot less, in a space of less than 100,000
years,!19 either way a brief instant in comparison to the hundreds of
millions of years it took to evolve eyes)—it is because much of the ge-
netic toolkit for building complex cognition was already in place.

In effect, the problem of finding genes for language becomes a
problem of finding needles in a haystack. As we have seen throughout
this chapter, recent evolutionary innovations tend to build on older
evolutionary innovations by reorganizing and modifying existing
structures, not by starting from scratch. I suspect that thousands of
genes will be involved in the development (and maintenance) of the
parts of the brain that support language, but that no more than a cou-
ple hundred of them will turn out to be unique to language. To un-
derstand the origin of language will be to understand how a relatively
small set of new genes coordinates the actions of a much larger set of
preexisting genes.

The first steps toward that project may already be under way. In
2001, a team of British geneticists, led by Simon Fisher, Anthony
Monaco, and their student Cecilia Lai, uncovered the first gene to be
tied decisively to an impairment of speech and language.’20 That
gene, FOXP2, was discovered during the course of an investigation
into a rare, single-gene speech and language disorder that is prevalent
in a particular British family known as the KE family. The concor-
dance between the gene and the disorder is perfect: Every member of
the KE family that has a disrupted version of FOXP2 has the disorder,
whereas none of the members of the family that have normal versions
of the gene are so impaired. Those with the disorder have trouble
with, among other things, past tense verbs, repeating what psycholo-
gists call nonwords (for example, pataca, a word that sounds like Eng-
lish but isn’t), and understanding spoken language.!2!

As the developmental neuroscientist Faraneh Vargha-Khadem has
shown, the deficit is not restricted purely to language; afflicted mem-
bers of the family also have trouble controlling sequences of move-



The Evolution of Mental Genes 145

ments with muscles of the mouth and face, and they have been known
to have difficulties with instructions such as “Stick out your tongue,
lick your upper lip, and smack your lips.”122 The value in FOXP2 is
not so much that it is “the language gene”—as I have been at pains to
argue, | expect there is no such thing—but that it might serve as an en-
trée to unraveling the many other genes that are also involved in the
cascades of genes that build language. FOXP2 is not unique to people,
and it is not unique to the brain, or even to language. Mice!23 and
chimpanzees have it, and it is expressed in the lungs!24 as well as in the
brain. But the human version of it is different in ways that may turn
out to be important for understanding the genetic basis of language.

Although the human and chimpanzee versions of the 715-amino-
acid-long protein are nearly identical, the human version contains
two amino-acid changes that may play an important role in how the
gene regulates its targets (a threonine that has been changed in the
human lineage to an asparagine, and an asparagine that has been
changed to a serine).’25 Two changes may not seem like much, but
the same changes have been found in all humans studied, including
Africans, Europeans, South Americans, Asians, and Australians, and
the asparagine-changed-to-serine is found in no other primate, while
the threonine-changed-to-asparagine has not been found in any of
the twenty-nine nonhuman species that have been studied, from
seals and chickens to monkeys and chimpanzees. Mathematical mod-
eling suggests that the gene changed sometime in the past 100,000 to
200,000 years,'26 consistent with many estimates of when language
itself may have evolved.127

For now, all we know for certain is that FOXP2's protein product is
a regulatory protein, one of those genes that can trigger the action of
others; it may or may not play a key role in language. But by tracing
the cascades of other genes that it interacts with, how those genes vary
across the animal world, and what role they may play in other cogni-
tive systems, there’s hope that someday soon we may be able to begin
to piece together the molecular history of our gift for language.






PARADOX LOST

More with Less

—Proverb

For arL THAT I have said about babies, genes, and brains, I still
have not resolved the Two Paradoxes introduced at the end of the very
first chapter: How is it that innateness and flexibility coexist? And
how is it that a genome with far fewer than 100,000 genes can guide
the growth of billions of neurons (not to mention the trillions of con-
nections between those neurons)? With the tools of embryology
firmly in our grasp, we can at last begin to answer these questions.

BRAIN PUTTY, REDUX

At the core of our story has been a tension between the evidence that
the brain can—like the body—assemble itself without much help from
the outside world, and the evidence that little about the brain’s initial
structure is rigidly cast in stone. The ocular dominance columns can
form in the dark, yet they can be radically altered if one eye is blind
from birth. The “visual parts of the brain” respond to visual input—ex-
cept when they don’t. Language is on the left—except when it isn't.

To an earlier generation of scholars, the evidence for innateness and
the evidence for flexibility seemed almost irreconcilable. Most scholars
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simply focused their attention on the stream of evidence that they were
more impressed with. Nativists gathered examples of what a child
could do without the benefit of experience; empiricists gathered exam-
ples of how much the basic structure of the brain could change in re-
sponse to challenges from the environment.

Both sides have their points. The brain is capable of awesome feats
of self-organization—and equally impressive feats of experience-
driven reorganization. But the seeming tension between the two is
more apparent than real: Self-organization and reorganization are two
sides of the same coin, each the product of the staggering power of co-
ordinated suites of autonomous yet highly communicative genes. Just
as a group of well-trained musicians can play a traditional piece or im-
provise a new one, suites of genes can play their standard tune or de-
velop a new variation on a theme, as circumstances require.

Now that we have learned how genes truly work, and how it is that
they contribute to the process of brain development, we can see that
both development and reorganization—redevelopment—flow natu-
rally from the bipartite nature of genes. By providing both a template
for a protein and a guide to when and where that protein should be
built, a gene contributes both a tune and a sense of the circumstances
in which that tune ought to be played.

We have seen that the impressive plasticity of the brain is in many
ways just a special case of the impressive plasticity of the body. The abil-
ity of young, uncommitted cells to adapt to new surroundings is just as
true of wannabe eye cells transplanted into the stomach as of wannabe
somatosensory neurons transplanted into the visual cortex. What makes
both possible is the process of gene regulation, a process which, by its
very nature, makes structure-building context-dependent.

The biological mechanisms that give rise to developmental flexibil-
ity are many and varied. Construction (and reconstruction) controlled
by systems of gene regulation provide one kind of flexibility. Another
key mechanism is redundancy: Just as a new Boeing 777 has three
complete sets of computers to make sure that all goes well even if one
set of computers fail, nature has backups—and backups for its back-
ups. More than that, the body is filled with mechanisms for self-repair.
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Some seem to arise directly from the mechanisms by which the
fates of genes are specified. What controls the fate of a cell is, as we
saw in Chapter 4, largely the patterns of gene expression within the
cell, a matter of which genes are on and which are off. A presumptive
eye cell can become a stomach cell because it contains the genes for
building proteins appropriate to a career as a stomach cell (virtually
every cell contains a complete copy of the genome). Moreover, the
regulatory IF regions of those genes are responsive to cues to location!
or molecules (such as pepsin) that are commonly found in the stom-
ach, and the same, presumably, holds for a somatosensory cell trans-
planted to the visual cortex. By making the function of a given cell the
product not just of that cell’s individual history but also of the signals
it receives, the genome guarantees that each cell will have a measure of
flexibility—a kind of flexibility that comes almost for free.2

Other kinds of developmental flexibility require a little bit more
from the genome, a cue that something needs to be repaired. When a
salamander regrows a lost limb, much of the regrowth depends on the
genes for building limbs in the first place, but there is also a system
for inducing that regrowth, one that depends on a signal—probably
retinoic acid—that spurs the limb growth cascades on to an encore
performance.3 And, as one would expect, the same signals may be at
work in the brain: At least in the confines of a Petri dish, retinoic acid
can induce neurogenesis.4

Although we are a long way from understanding all the details of how
the nervous system can regenerate itself (retinoic acid is just one of many
contributing factors), it is already clear that genes participate in every
step of the process. Consider, for example, the lowly flatworm, unlucky
in the IQ sweepstakes but one of the world champs when it comes to re-
generation. Sever a flatworm at its head, and its head region will grow a
new trunk and tail (and the tail and trunk will grow a new head, com-
plete with a new brain). Francesc Cebria, Kiyokazu Agata, and their col-
laborators at the RIKEN Centre for Developmental Biology in Kobe,
Japan, have found that about a dozen different genes are upregulated
(expressed more) during regeneration, each at a particular time, some in
the early stages of regeneration, others in middle and later periods. As in
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so many other aspects of development, gene expression is under tight
temporal control.

The worm is so hell-bent on regenerating lost brain tissue that it will
do so anywhere that a gene known as ndk is not expressed. When the
RIKEN lab interfered with ndk (named from the Japanese nou-darake,
meaning “brain everywhere”), regenerating flatworms grew brain tissue
all over their bodies.> Manipulate the genes, and you manipulate the
ability to reorganize in response to injury. (This result is no sterile aca-
demic exercise. /Ndk is closely related to a human gene FGFRLI, and
there is a good chance that what happens in the worm will have implica-
tions for the regeneration of human neural tissue.)

Comparisons between closely related species underscore the point
that developmental flexibility depends on having the right genes. For
example, goldfish and frogs are blessed with a remarkable ability to re-
cover visual function even after severe damage to their optic nerves
(bundles of axons that run from the eye to the part of the midbrain
known as the zeczum). When, as part of research to help humans recover
from injuries to their brains and spinal cords, experimenters crushed the
optic nerves of fish and frogs, complex connections from the retina to
the tectum regenerated in just a few months. In contrast, the correspon-
ding connections do not regenerate properly in ornate dragon lizards
(Cteniphorus orgnatus).© The system for developing connections from
the eye to the midbrain is largely the same in the dragon lizard as in the
frog, but the lizard’s regenerating axons make many mistakes on their
way to the visual part of the brain, entering nonvisual areas and even
finding their way to the wrong eye. But the biggest mistake is with the
axons that do make it to the normal visual target: They fail to sort
themselves properly once they arrive, creating a scrambled map rather
than a normal, well-ordered map of the visual world. The kaleidoscopic
view the lizards wind up with renders them effectively blind in the
experimented-upon eye. As neuroscientist Jenny Rodger has shown, the
problem is a matter of gene expression: Axon guidance molecules and
other growth-related proteins were expressed improperly.”

According to some developmental biologists, the ability to regener-
ate from damage is almost a default, the natural state of developing
biological systems—something that is occasionally lost rather than
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something to be specially added in. (The myelin that I was praising in
Chapter 7 may actually be the culprit. At least three different myelin
proteins inhibit neural regeneration8—a heavy price for the ability to
think and reason.?) Organization is not in conflict with reorganiza-
tion; instead, both are natural consequences of a system of growth
guided by genes.

It’s no accident that developmental flexibility evolved. In mam-
mals, which invest a large amount of energy and resources into each
offspring, mechanisms that increase the chance that a given embryo
will be viable are highly advantageous. Morning sickness, for ex-
ample, may be nature’s way of screening a mother’s diet, eliminating
potential toxins.!0 Development through gene regulation is a way of
buffering a growing embryo against the accidents and vicissitudes of

embryonic life. As Oberlin College biologist Yolanda Cruz has put it:

In a rapidly growing embryo consisting of cells caught in a dynamic
flurry of proliferation, migration, and differentiation, it would be
desirable for any given cell to retain some measure of developmental flex-
ibility for as long as possible. Such would enable an embryo momentarily
disabled by cell cycle delay, for instance, or temporarily compromised by
loss of a few cells, to compensate for minor disruptions and resume rather
quickly the normal pace of development. It is easy to see how such built-
in [flexibility] could contribute to the wide variety of procedural detail
manifest in nearly every phase of mammalian embryogenesis.!!

Regulative development also increases the odds that the parts of a
given organism—combined as they are from maternal and paternal
contributions—will work together. To take a fanciful (and oversimpli-
fied) example, an organism that got its biceps length from its tall father
but the length of corresponding nerves from its short mother might
wind up with a biceps nerve too short to reach the brain (to say noth-
ing of arms too short to box with God). In the individual genetic shuf-
fling that gives rise to a given embryo, and in the repeated shuffles that
collectively produce evolution, organisms that can specify structure in
relative terms will be far more likely to thrive; organisms that specified
structures in absolute terms might be collections of mismatched parts
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that would never make it out of the womb alive. Regulative develop-
ment, and the flexibility to which it gives rise, is not the antithesis of
innateness but its guarantor. Flexibility is not the enemy of natural
complexity but its quality-assurance chaperone, a guardian that ensures
that the product gets built right—and the inevitable consequence of a
biology that uses positional cues to assemble itself dynamically.

COMPACT GENOME

The problem of using a small amount of information to describe a com-
plex organism is a bit like a problem that computer scientists face when
they want to store and transmit information as efficiently as they can.
Back in the days when computer memories were measured by the kilo-
byte instead of the gigabyte, programmers developed ways of compress-
ing the information in a picture or word-processing document so that
they would use less space on a hard disk. Even today, when computer
memory is relatively cheap, building a better compression technique is a
good way to get rich, because the bandwidth of the Internet—the
amount of data that can be moved at a given moment—is not infinite.
Nobody likes to wait for a web page to load, and the more a webmaster
can compress a picture or a movie, the faster it will transmit over the
web. Better compression means more customers for your dot.com.

All compression schemes rely in one way or another on ferreting out
redundancy. For instance, programs that use the GIF format (pro-
nounced “jiff,” to remind us of the peanut butter!2) look for patterns
of repeated pixels (the colored dots of which digital images are made).
If a whole series of pixels are of exactly the same color, the software that
creates GIF files will assign a code that represents the color of those
pixels, followed by a number to indicate how many pixels in a row are
of the same color. Instead of having to list every blue pixel individually,
the GIF format saves space by storing only the code for blue and the
number of repeated blue pixels, two numbers that can stand for fifty or
a hundred pixels. When you “open” a GIF file, the computer converts
those codes back into the appropriate strings of identical bits; in the
meantime, the computer has saved a considerable amount of memory.
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So-called “vector-based formats”—first brought to the attention of
my generation by the 1980s video game Asteroids, and now familiar
from programs such as MacDraw and Adobe Illustrator—describe
images in terms of their geometry, lines, curves, rectangles, and so
forth. In essence, rather than storing a “bitmap”—a long list of ones
and zeros that corresponds to colors of pixels—vector-based formats
store a recipe for reconstructing the original image by redrawing the
lines and curves that go into the image. Computer scientists have de-
vised literally dozens of different compression schemes, ranging from
JPEGs for photographs to MP3s for music, ZIP files for programs,
and highly specialized (and less familiar) systems for storing finger-
prints!3 and faces,'4 each designed to exploit a different kind of re-
dundancy. In all cases, the general procedure is the same: Some end
product is converted into a compact description, and a “decompres-
sor” (my favorite is Stuffit Expander) reconstructs it.

Biology doesn’t know in advance what the end product will be;
there’s no Stuffit Compressor to convert a human being into a genome.
But the genome itself is very much akin to a compression scheme, a
terrifically efficient description of how to build something of great
complexity—perhaps more efficient than anything yet developed in
the labs of computer scientists (never mind the complexities of the
brain, there are trillions of cells in the rest of the body, and they are all
supervised by the same 30,000-gene genome). And although there is
no counterpart in nature to a program that compresses a picture into a
compact description, there is a natural counterpart to the program that
decompresses the compressed encoding, and that’s the cell. Genome
in, organism out. Through the logic of gene expression, cells are self-
regulating factories that translate genomes into biological structure.

To the extent that genomes can be thought of as compressed encod-
ings of biological structures, they are spectacularly efficient. All the tril-
lions of cells in the human body—not just the tens of billions in the
brain—are guided in one way or another by the information contained
in 30,000 or so genes.!> The best high-quality set of pictures of the
body—the National Institutes of Health Visible Human Project, a series
of high-resolution digital photos of slices taken from volunteer Joseph
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Paul Jernigan (deceased)—takes up about 60 gigabytes, enough (if left
uncompressed) to fill about 100 CD-ROMs—and s#// not enough de-
tail to capture individual cells. The genome, in contrast, contains only
about 3 billion nucleotides, the equivalent (at two bits per nucleotide)
of less than two-thirds of a gigabyte, or a single CD-ROM.

How does the body push the comparatively tiny genome so far?
Many researchers want to put the weight on learning and experience,
apparently believing that the contribution of the genes is relatively
unimportant. But though the ability to learn is clearly one of the
genome’s most important products, such views overemphasize learning
and significantly underestimate the extent to which the genome can in
fact guide the construction of enormous complexity. If the tools of bio-
logical self-assembly are powerful enough to build the intricacies of the
circulatory system or the eye without requiring lessons from the out-
side world, they are also powerful enough to build the initial complex-
ity of the nervous system without relying on external lessons.

The discrepancy melts away as we appreciate the true power of the
genome. We could start by considering the fact that the currently ac-
cepted figure of 30,000 could well prove to be too low. Thirty thousand
(or thereabouts) is, at press time, !¢ the best estimate for how many pro-
tein-coding genes are in the human genome.!” But not all genes code for
proteins; some, not counted in the 30,000 estimate, code for small
pieces of RNA that are not converted into proteins (called microRNA),
or “pseudogenes,” stretches of DNA, apparently relics of evolution, that
do not properly encode proteins. Neither entity is fully understood, but
recent reports (from 2002 and 2003) suggest that both may play some
role in the all-important process of regulating the IFS that control
whether or not genes are expressed. Since the “gene-finding” programs
that search the human genome sequence for genes are not attuned to
such things—we don’t yet know how to identify them reliably—it is
quite possible that the genome contains more buried treasure.

Moreover, the sheer number of genes underestimates the amount of
information in the genome because a single gene can have multiple
functions associated with multiple regulatory regions. Signaling genes,
for example, use multiple regulatory regions to set up different gradi-
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ents in different parts of the body. Fru, the fruit fly courtship gene, ac-
tually comes in different forms, some sex-specific, some not, controlled
by different regulatory regions, with each version expressed in a differ-
ent area of the growing fly.

Similarly, although it is convenient to think of the coding (THEN)
region as encoding a single protein, nature is full of tricks for modu-
lating (modifying) the shape of a single protein in different ways.
For example, alternative splicing is a trick by which a single DNA
sequence can be converted into several different but related proteins
depending on the context; there have been suggestions that as many
as half of the genes in the human genome are so modified.!8 A single
fruit fly gene, “Dscam,” which is known to participate in the process
of guiding axons to their destinations, can in principle be spliced
into 38,016 different forms.'® Humans have an equivalent gene,
“DSCAM,” though we do not yet know whether it can be spliced in
similar ways or what its functional significance might be.

But even if there are twice as many genes as we think, and each is on
average spliced in a hundred different ways, we are left with something
like 6 million proteins, far fewer than the number of cells in the body
(trillions) or the number of cells in the brain (many billions). Some of
that discrepancy might be brushed aside because, to the extent that the
genome is a compression scheme, it is what computer scientists would
call “lossy”—the output of the compression scheme is not identical to
its input. JPEG compression, for example, does not perfectly preserve
the image; the compression technique gets some of its considerable re-
duction by relying on the limitations of the human eye, and if you look
carefully you can see that an uncompressed JPEG does not look exactly
like its original. (Similarly, if you listen carefully, you can tell that an un-
compressed MP3 doesnt sound exactly like the original.) Except in
some very simple organisms, such as worms, two organisms that are
“uncompressed” from the same genome will not be identical—evidence
that the genome does not encode every detail of the final product.
Cloned grasshoppers, for example, have slightly different neurons in
slightly different configurations, and, as I mentioned in the opening
chapter, the same holds for the brains (and bodies) of human twins.
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And yet, we also saw that identical twins are pretty similar to each other,
both in body and brain. If the genome is lossy, it’s not zhat lossy; identi-
cal genomes do not guarantee perfectly identical bodies, but twins
raised in the same womb tend to be born with quite similar brains.

I would point instead to four other factors at work in enabling a
small number of genes to create the complexity of the human brain.
First, as we have seen (and as the facts about lossiness suggest), the
genome encodes structure not as a bitmap, but as a process. The CD-
ROM’s worth of information in the genome really wouldn’t be enough
to paint a bitmapped picture of an embryo, but it is enough to describe
a process for building one. An artist who only wants to paint a picture
that looks like a kind of tree has much less to remember than an artist
who wants to paint a particular Ponderosa Pine from memory; in a
similar way, if some alien’s genome had to encode every cell in a body,
it would need much more information (many more nucleotides) than
our genomes do, because ours specify a general way to build a creature
rather than an exact picture of every detail of the finished product. Our
genomes are lossy because they specify methods rather than pictures,
but it is precisely that lossiness that allows them to so efficiently super-
vise the construction of complex biological structure.

The second is that genes work in combination, not isolation. If
there were a one-to-one correspondence between genes and cell types,
with each new gene acting independently of all the rest, adding 100
genes to a genome could at most add 100 new kinds of cells. But as
we saw at the end of Chapter 5, combinations of genes can work in
tandem; 100 genes working on their own, for example, might simply
specify 100 independent types of proteins, but, hearkening back to
the chessboard analogy I made earlier, those 100 genes might break
into two sets of 50 that when multiplied out could describe 2,500
new combinations. Because genes work in combination, the incre-
mental effect of adding a new gene to a genome may be not linear, but
exponential.

Third, genomes are what a computer scientist would call “extensi-
ble.” Simple vector compression schemes have a limited number of
“primitives” or “atoms” from which to compose their encodings;



Paradox Lost 157

they describe their pictures in terms of simple procedures for draw-
ing basic elements such as squares, circles, and curves. The “com-
pression scheme” of the body does the same thing, but with a twist.
The genome’s compression scheme can freely add new primitives;
every gene can effectively serve as a new building block. The “master
control gene” for eye formation, Pax6, for example, causes a fly to
grow an eye on its antenna. One gene specifying the fate of millions
of cells—a miraculous shorthand. Instead of requiring a separate set
of instructions for every eye or for every rib, the genome can reuse
the same master instructions, the same genes, over and over again, as
often as necessary, simply by expressing them (switching them on)
in multiple locations.

And this leads to the final reason why the “gene shortage” is really
a nonproblem: Every gene (or nearly so) gets used many, many times.
Rather than reserving a particular gene for each cell (which would re-
quire trillions of genes), the genome is set up to use nearly all of its
individual genes in the development of many cells. Rather than as-
signing a new gene for each molecule of hemoglobin, the genome
uses the same recipe over and over again. Centipedes and millipedes,
for example, build many legs not by having a separate gene for each
leg, but by expressing the same genes at the top of the leg-building
cascades in many locations.

In both brain and body, gradients allow a special variation on this
theme: A whole slew of cells can express the same gene, buz ro different
extents. That one gene—one of those signal beacons distributed as a
gradient—can serve as a guide to the entire group of cells, guiding each
to slightly different destinations. Consider, for example, the set of neu-
ronal connections known as “topographic maps” that run in parallel
from the retina to the thalamus, much like the ribbon cables that used
to connect a printer to a computer. To a first approximation, every cell
in the retina has the same markers, but, in a variant of the gradually
diffusing gradients mentioned in Chapter 5, the cells differ in how
many of those markers (known as “Eph receptors”) they have, with
cells closer to the ear having more than cells closer to the nose. Individ-
ual growth cones use information about how many Eph receptors they
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have—and how many their neighbors have—to guide themselves to
the appropriate target. Like schoolchildren lining up by height, the ax-
ons of individual ganglion cells sort themselves according to their Eph
levels, moving to the head of the class or to the back depending on
which axons have more. (The proof came when a team of biological
all-stars got together to genetically alter a subset of mouse retinal gan-
glion cells, goosing their Eph levels by implanting a gene borrowed
from chickens. Cells with elevated Eph receptors simply moved to the
head of the class, forward in the midbrain, while their unaltered neigh-
bors shifted back to make room.20) Such gradients allow thousands,
even tens of thousands, of axons to organize themselves in a precise
fashion using a tiny number or genes.

The beauty of such a system comes in its flexibility—the axons
stemming from the retina can expand if there is more space in the
midbrain, or fall in closer if there’s less space than expected;?! the
same recipe can (like the line-up-by-height rule) be used for a dozen
cells or a thousand. A brain built by pure blueprint would be at a loss
if the slightest thing went wrong; a brain that is built by individual
cells following self-regulating recipes has the freedom to adapt.
There’s no gene shortage, because nature has figured out how to use
the same genes over and over—not as blueprints but as powerful, flex-
ible recipes for constructing complex biological structure.22

SIM MIND

Showing that the genome has the wherewithal to guide the develop-
ment of complex neural structure is not the same as showing that it
can guide the development of complex mental structure. Complex
mental structure presumably depends on complex neural structure,
and other things being equal, organisms with more complex neural
systems seem to have more complex cognitive systems. But a full un-
derstanding of the birth of the mind will ultimately rest on articulat-
ing the relationship between mental structure and neural structure.

It is fair to say that the field of cognitive neuroscience is not yet
far enough along to have a “final theory” of the relationship, but a
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number of us are trying to move in this direction. In my own lab, we
are taking tentative first steps toward such a theory by using com-
puter simulations—to develop case studies of how new cognitive
structures could evolve from old cognitive structures. In essence,
what we're working toward is a kind of SimCity for the evolution of
the mind, a computerized crucible for exploring how evolutionarily
induced changes in developmental genes might lead to changes in
cognitive structures.

For example, we have been studying how new cognitive functions
could emerge from changes to the cascades for building the ribbon-
cable-like topographic maps I described earlier. A wealth of research
has shown that such maps, or things that look a lot like them, are
spread throughout the brain, not just in the pathways that route visual
sensation from the retina to the cortex (stopping in the thalamus), but
also in those routing auditory sensation from the cochlea (the auditory
version of the retina) to the cortex, those routing somatosensory input
(such as touch and pressure information from the skin) to the cortex,
and so forth. Topographic maps are also widely used within particular
brain regions; for example, the visual cortex seems to consist of a large
number of specialized areas, each of which seems to do a different kind
of image-processing, a bit like a series of Photoshop filters that trans-
form images by extracting edges or enhancing contrast.

Figure 8.1 Analyzing Mona Lisa
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One of the central aims of the visual system is to separate figure
from ground; before we can identify Mona as a person, or as a partic-
ular person, we have to separate her from the rest of the image. Pro-
grams such as Photoshop are filled with sophisticated tools for doing
just that—"“selection” tools like the MAGIC WAND, the MAGNETIC
LASSO, and the GROW command—and the brain is, too. Studies of
how people segment figure from ground show that they can use
dozens of “cues,” such as changes in color, brightness, contour, and so
on, to decide what counts as figure and what counts as ground.

Figure 8.2 Segmented Mona

As a first test case, we have looked at one way that the brain might
implement a version of Photoshop’s GROW command. You use the
GROW command by selecting part of the image and then asking Pho-
toshop to highlight nearby parts of the image that look similar. You
could, for example, select part of Mona’s hands and then use GROW to
select the rest.

The brain might well do something analogous, starting from a par-
ticular focus of attention and incrementally “looking around” to de-
cide what else might belong to the same element of the image. Our
interest is in how a neural circuit that implements the GROW com-
mand could itself grow, under genetic control.
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Figure 8.3 Segmenting Mona’s hands by accretion

To see how this process might work, consider the logic of the GROW
command. An image can be thought of as being made of thousands of
pixels; the process of segmentation involves identifying which of those
pixels belong to some coherent area within the image. For example,
segmenting out Mona’s hands requires the program to segment out
the pixels in her hands. At each individual point in the image, a com-
puter might ask, “Is this pixel of the right color (that is, the same
shade of gray as other parts of the hand), and if it is, is it near enough
to the other pixels that have already been highlighted?” A pixel in the
face would fail the second test (being too far away), and a pixel in her
robe would fail the first (being of the wrong color), but a nearby pixel
in the hand would pass both tests and be added to the set of pixels
defining Mona’s hands. The set of pixels would gradually spread out
in waves, with new pixels added each pass through, until no more pix-
els could be identified as belonging to Mona’s hands, at which point
the process of segmentation-through-accretion would be complete
(although other neural processes might be required in order to com-
plete the process of segmentation as a whole).

We have shown how this general idea of segmentation through accre-
tion could be implemented in a “neural network”—a computer simula-
tion of putative brain processes—consisting of three “layers” (or sets) of
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“neurons’:23 a set of “input” neurons standing for the retina, another set
of “input” neurons standing for the focus of the network’s attention,
and a set of “output” neurons standing for the network’s guess about
how to segment the image.24 Each of the output neurons handles a dif-
ferent part of the image and is wired such that it obeys exactly the logic
described in the previous paragraph: “Is this pixel that I handle of the
right color, and if it is, is it near enough to the other pixels that have al-
ready been highlighted?”

The net result—and you can either take my word for it, or turn to
my web page (http://garymarcus.net) to see the simulation in action—
is a relatively simple neural network that can solve a small part of a
larger cognitive problem of image segmentation. The output “segmen-
tation” layer does its work essentially by superimposing two topo-
graphic maps on top of one another—one from the retina to the
segmentation layer, the other from the other input (“attention”) layer to
the segmentation layer—and by adding a few new neural connections
so that each output neuron can obtain information as to whether its
neighbors have been marked as part of the image.
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Figure 8.4 Segmentation through accretion, as a combination of simple maps
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What's new and interesting here is not the mere fact that the net-
work works, correctly segmenting very simple images—there are scores
of other neural network simulations that explain how various simple
aspects of cognition might work—but the way in which this particular
network develops: not by a blueprint specified in advance (as is the
usual practice in the field of neural networks), but according to a set of
genes (which control processes such as the growth of axons and indi-
vidual neurons). And not by a set of genes that originated from
nowhere, but by slight modifications in the sets of genes already in
place for the development of topographic maps. Although the details
are complex, the take-home message is not. In essence, what we have
shown is how GROW could be implemented in the brain as 2 specialized
variation of the more general circuitry for building topographic maps,
much in the way that the hand is a specialized variation of a more gen-
eral system for building vertebrate limbs—a demonstration of how new
cognitive systems might in principle have developed as variants of old
ones—with the addition of only a few new genes.
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Three stages of truth for scientists:

(1) It’s not true.

(2) If it is true, it’s not very important.
(3) We knew it all along.

—Leo Szilard

AT THE CORE of this book is a very simple idea, that what is good
enough for the body is good enough for the brain, that the mecha-
nisms that build brains are just extensions of those that build the
body. Like Crick’s “astonishing hypothesis’—the idea that the mind is
a product of the brain—the idea that the brain is a product of the
genes should be (to modern ears) scarcely surprising, an idea so natu-
ral we might wonder how we ever doubted it.

What's new here is the beginnings of a richer understanding of
how genes work—alone, together, and in conjunction with the envi-
ronment. In the twenty-first century, rather than thinking in terms
of vague, almost undefinable abstractions such as nature and nurture,
we will be able to understand the development of the mind and the
brain in terms of specific biological mechanisms. Rather than trying
to adjudicate “which one is better,” we will try to understand how
the two work together, as they do in the formation of ocular domi-
nance columns, a perfect example of how the embryo seems to be
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endowed both with systems for creating structure independently of
experience and with mechanisms for recalibrating those structures on
the basis of experience. Ocular dominance columns in a mature or-
ganism are the product of both nature 2nd nurture.

Genes and the environment truly are distinct: Genes provide op-
tions, and the environment (as well as the genes themselves, through
their protein products) influences which options are taken. Blurring
the distinction between the two—denying the dichotomy—would do
little to aid in our understanding. But where does modern biology
leave us in our understanding of the nature-nurture argument?

THE NATURE OF NATURE

Anyone who continues to doubt that genes play a significant, intricate
role in shaping the mind is seriously mistaken. There is no gene short-
age. Even a single new gene can, especially if it is at the top of a cas-
cade, have an enormous effect. There is plenty of room in the genome
to specify the initial structure of the brain in great detail. Yet our con-
ceptions of “nature” and its contribution to the mind need significant
reworking in the light of the gene.

The first problem with our traditional notion of nature’s contribu-
tion to the mind is that it is far too static. Throughout popular culture,
and even in the scientific literature, genes (or genomes) are most often
treated as if they were straightforward portraits of our future from
which we might read off our talents, our penchants, and our destinies.
There is a powerful urge to think of genes as providing a single static
contribution to the development of an organism, a primitive archetype
or construction plan—what eighteenth-century German biologists
called a Bauplan. In this view, something is innate if it is “specified” in
the genome; if it is not specified in the genome, it is not innate. But, as
we have seen, the relationship between genes and living beings is far too
complex for that: Molecular biologists cannot simply discern from an
organism’s genome what its finished product will look like. The Bicyclus
anyana butterfly (which, recall, grows up to be colorful if it is born in
the rainy season but gray if it is born in the dry season) and fish that



Final Frontiers 167

change their gender! (according to the presence or absence of a large,
dominant male) show how obsolete the one genotype—one phenotype
idea is. A single genome can be expressed in many different ways; there
is no one-to-one mapping from genotype to phenotype. Indeed, even a
single gene can be expressed in different ways, depending on which
other genes are expressed around it and the signals it receives.

The second problem is that, although genes and the environment
are truly distinct, any attempt to fully disentangle nature from nur-
ture is doomed to failure. The actual realization of any genotype is al-
ways influenced by the embryonic environment. The clever conceit
behind Michael Crichton’s legendary Jurassic Park scenario—in which
scientists could reconstruct a dinosaur from a preserved bit of prehis-
toric dinosaur DNA—glosses over the fact that even the earliest stages
of gene expression are context-dependent: Every protein THEN has an
IF, and from the moment of conception, many of those IFS are af-
fected by the world that surrounds the growing embryo. Dino-DNA
injected into frog eggs would likely yield something different from
dino-DNA in dinosaur eggs—because the micro-environment of the
egg would inevitably influence which genetic cascades were expressed.
(Fans of the environment shouldn’t get too comfortable, either—im-
planting a frog’s DNA into a dinosaur egg would be even less likely to
yield a dinosaur.) Because the recipes that build the mind and brain
are always sensitive to the environment, there is no guarantee that
those recipes will converge on any particular outcome, and there will
never be an easy answer to our questions about nature and nurture.

The third problem is that we long for a simpler answer than we will
find. If genomes were blueprints, understanding the origins of the
mind would be simple. If we wanted to see whether some bit of neural
structure was “innate,” in the sense of being specified independently
of experience, we could just look at the blueprint. If that bit of neural
structure appeared in the blueprint, we could conclude that the struc-
ture was innate; otherwise, we would conclude that it was “learned.”
Deciding the nature-nurture controversy would be a simple matter of
inventorying what was and was not spelled out in the blueprint,
scarcely more complex than reading a map. But the straightforward,
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one-to-one mappings that we so strongly yearn for—from blueprint
to brain, from brain to behavior—are not to be found; they might
make for good engineering, but evolution hasn’t built us that way.

Instead, in our world, nature’s contribution to development comes
not by providing a finely detailed sketch of a finished product, but by
providing a complex system of self-regulating recipes. Those recipes
provide for many different things—from the construction of enzymes
and structural proteins to the construction of motors, transporters, re-
ceptors, and regulatory proteins—and thus there is no single, easily
characterizable genetic contribution to the mind. In the ongoing,
everyday functioning of the brain, genes supervise the construction of
neurotransmitters, the metabolism of glucose, and the maintenance of
synapses. In early development, they help to lay down a rough draft,
guiding the specialization and migration of cells as well as the initial
pattern of wiring. In synaptic strengthening, genes are a vital partici-
pant in a mechanism by which experience can alter the wiring of the
brain (thereby influencing the way that an organism interprets and re-
sponds to the environment). There are at least as many different ge-
netic contributions to the mind and brain as there are genes; each
contributes by regulating a different process.

The final problem with the traditional notion of “nature” is that we
tend to automatically equate it with “before birth,” as if genes gave up
their influence the moment the embryo left the factory. Even trained
psychologists sometimes make this mistake, assuming that if a baby
masters something early, the neural substrates for that something
must be innate, or that something that happens late must be learned,
ignoring the fact that something that is late could be as automatic as
the sprouting of facial hair in a boy’s adolescence. But genes are on
board for a child’s entire career, and on board through adulthood. We
cannot exclude nature simply because something happens late in life
(the symptoms of Huntington’s disease, for example, only manifest
themselves in adulthood, even though they can be reliably attributed
to a gene that is inherited at conception), nor (as the Dr. Seuss-in-the-
womb studies showed) can we exclude nurture simply because some-
thing happens in the womb. At a minimum, even in adults genes play
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a role in the consolidation of memory—the very route through which
learning must pass—and it is perfectly possible that genes play more
powerful roles in learning that we have not yet begun to understand.
Genes aren't just for kids. Genes are for life.

In place of a view of the genome as a static blueprint that operates
independently of experience and only up to the moment of birth, we
have come to understand the genome as a complex, dynamic set of
self-regulating recipes that actively modulate every step of life. Nature
is not a dictator hell-bent on erecting the same building regardless of
the environment, but a flexible Cub Scout prepared with contingency
plans for many occasions.

THE NATURE OF NURTURE

Our notion of nurture, too, needs an overhaul. Just as there is no sin-
gle contribution from the genes, there is no single contribution from
the environment. Rather than relying on a single, monolithic, one-
size-fits-all process of learning and information gathering, animals
possess and make use of a diverse collection of neural and genetic
adaprtations for learning. Specialized neural circuits and genetic cas-
cades allow organisms to extract specific bits of information from the
environment and put them to particular uses. There is a wide range of
tools in the genetic toolkit, from general ones enabling us to associate
arbitrary bits of information to highly specialized ones providing us
with a way of learning specific skills and information. For indigo
buntings, this means a built-in tool for learning about the center of
celestial rotation; for swamp sparrows, it means tools for being able to
analyze and duplicate the structure of a song. And for Homo sapiens, it
means tools for learning to communicate through language. Such
mechanisms can be selectively impaired—an animal can habituate
without being able to associate, or learn language while having trouble
learning about the natural world (Williams syndrome) or vice versa
(Specific Language Impairment).2 There may be as many systems for
learning as there are ways of detecting and analyzing information.
What a creature can learn is a matter of what genes it has.
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Without genes, learning would not exist. Genes support learning
by guiding the growth of the neural structures that make learning pos-
sible and by participating (at least in some cases) in the very act of
learning. In synaptic strengthening, for example, environmental sig-
nals (transduced by coincidence-detecting NMDA receptors) launch
complex cascades of synapse-modifying genes. Such examples tell us
that there can be no nurture without nature. They also suggest a more
radical speculation: In principle, over the course of evolution, any ge-
netic cascade may have come to be grist for the mill of environmental
control—a speculation that suggests that traditional views of learning
may have underestimated nurture as much as they have underesti-
mated nature.

Just as one gene can participate in the construction of far more
than a single neuron (provided other genes are already in place), nur-
ture may be able to do far more with a single stimulus than change a
single synapse. Although developmental psychologists often tend to
think of learning as a slow, gradual process of synapse-by-synapse
change, learning could—by tapping more broadly reaching cas-
cades—trigger far more dramatic types of neuronal reorganization.
For example, the learning that comes from experience in a rat’s
whisker could induce an entire new barrel field in the cortex, not by
specifying each detail of the barrel field by some lengthy process of
trial and error, but by recruiting cascades that have already evolved for
constructing barrel fields independently of experience. Switching the
social environment of a cichlid fish from one where it is submissive to
one where it can dominate can trigger the expression of several dozen
genes, leading to changes in color, increases in the sizes of some of the
fish’s neurons, and radical changes in its behavior. Such fish do not
need to learn by trial and error how to behave as a dominant or sub-
missive fish; instead, they use experience to switch between evolved
genetic programs. Examples like these may just scratch the surface,
giving only a tiny hint of how much an organism can make of experi-
ence when that experience is tied to complex cascades of gene expres-
sion.3 Theories of what the environment could do for an organism
have tended to float free of the genes, but real biological systems for
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exploiting the environment never do; where there is learning, there is
underlying genetic mechanism, and where there is rich genetic regula-
tion, there is the possibility of rich learning.

If there is no preformation, and no blueprint, there is also no get-
ting away from the environment. Genes do not guarantee particular
products; rather, they provide particular options: To every gene
there is an IF, and with that IF comes an option. In many cases, those
options are selected based on cues from the environment, and it is
for that reason, more than any other, that the answer to the nature-
nurture question is not one or the other, but both.

ALTERED STATES

Billions of years of blind tinkering has led to a system no engineer
would have built from scratch—but that no biologist can fail to ad-
mire. If the system of self-assembly that nature has adopted is less
straightforward than we might have hoped, it is also more elegant, an-
ticipating some of the key ideas in modern computation—Boolean
logic and parallel processing—by a billion years. Long before there
was an Internet, eBay, or SETI@Home, the self-assembling toolkit of
biology had found a way for thousands, billions, even trillions of cells
to pass messages without relying on any central authority. Evolution
has given us not a blueprint, but something like a self-organizing
computer program of truly awe-inspiring complexity.

In the years to come, some of our best minds will try to dig deeper
into that computer program, to figure out its individual lines of code
(the IE-THENS that we call genes), the products of those lines (what we
call proteins), how all those lines of biological code fit together, and
how they make room for nurture.

In the long run, the effects on society will be profound. Take, for
example, the advances that our increasing understanding of genes
will lead to in medicine. Because, as we have seen, the brain is built
like the rest of the body, it is also amenable to many of the same
types of treatment. For example, stem cell therapies originally devel-
oped for leukemia are being adapted to treat Parkinson’s disease and
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Huntington’s disease.4 Gene therapies developed for cystic fibrosis
may someday help treat brain tumors.> Both work by harnessing the
body’s own toolkit for development.

In stem cell therapy, physicians attempt to repair injured organs by
injecting damaged tissue with special cells—stem cells—that have not
yet completed the process of cellular specialization. Such cells can di-
vide to create new cells and specialize to take on new tasks, picking
up the slack from damaged cells. In essence, the goal of injecting the
stem cells is to bootstrap the body into rebuilding itself, using as its
guide the same genetic instructions it used during embryonic devel-
opment. Gene therapy works (when it does—the technique still has a
long way to go) by altering the body’s complement of genes, supple-
menting (or replacing) aberrant genes with properly functioning
counterparts. As scientists work out some of the rather substantial
technical difficulties (for example, it is harder to inject genes into the
brain than it is to inject them into other parts of the body, and harder
to get the brain to take up those new genes), we can nevertheless ex-
pect stem cell transplants and gene therapy to be used in the treat-
ment of both physical and mental disorders.

In the future, as gene therapy is combined with gene-splicing tech-
niques, physicians may not just replace missing genes but add entirely
new functions. For example, by splicing together customized I1FS and
THENS, physicians may be able to implant made-to-order genes that
would enable the body to produce particular proteins as they are
needed. Stanford biologist Robert Sapolsky has suggested that med-
ical researchers may eventually be able to develop oxygen-sensitive
genes that protect neurons from strokes and stress-sensitive genes that
produce specific neurotransmitter receptors only when needed.¢

In the meantime, genes have already quietly begun to play an im-
portant role in how doctors prescribe drugs.” Some oncologists decide
whether or not to give their bone-marrow-transplant patients a partic-
ular drug based on the sequence of a particular gene that encodes an
enzyme. Those with two copies of a gene that codes for a less efficient
version of the enzyme are significantly more prone to side effects, and
hence candidates for alternative treatments. Without genotype infor-
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mation, physicians might have had to abandon a drug that is effective
for many patients because it was dangerous for a few. With continued
progress in the rapidly growing field known as pharmacogenetics, it
will become possible to prescribe drugs based on each patient’s own
unique biology.?

Over the next few decades, we will start to see mental disorders
treated in the same way, with medications customized to particular
genotypes.? For example, although Ritalin can be an effective treat-
ment for people with some versions of Attention Deficit Disorder
(ADD), it may be less effective with others. One preliminary study has
suggested that such differences could be traced to differences in genes
for dopamine receptors,!0 perhaps ultimately leading the way to ge-
netic tests that could guide treatment. More generally, although com-
plex mental disorders can rarely be traced to a single genetic anomaly,
genetic techniques may help researchers track down which variants of a
particular disorder are due to changes in enzymes, which are due to al-
tered receptors, which are due to alterations in proteins that traffic in
neurotransmitters, and so forth—knowledge that may ultimately allow
doctors to customize treatment to individual genetic physiology. In the
medicine of the twentieth century, brain and body were treated as
largely separate; in the twenty-first century, the two will more and
more come to be treated as the product of the same genetic toolkit.

From the fact that brain and body are assembled in the same way, it
also follows that both can be altered using some of the same tech-
niques. Scientists are already at work trying to build a bacterium with
an artificially synthesized genome,!! and it would be a small step from
there to try to customize the primitive proto—mental life of that bac-
terium, to tweak that bacterium’s complement of signals and receptors
so that it could perceive and act in new ways. The gene-splicing tools
that genetic engineers have used to create genetically engineered
tomatoes can just as easily be used to modify the genes that underlie
the brain. “Smart mice” are already on the drawing board (as we saw
in Chapter 6), and although there are risks with any genetic modifica-
tion, it may ultimately become possible to engineer cows that feel less
pain or are less frightened of their handlers than normal cows, or dogs
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that are even more affectionate than a baby Golden. The final frontier,
tampering with the human mind, cannot be far behind. Because there
is no simple mapping between gene and function, “pure” genetic
modifications may be rare; as we saw, tweaking NMDA receptors to
make mice smarter also led them to experience more pain. It may be a
long time before we can engineer babies that are even better at learn-
ing languages (or babies that don’t lose their ability to learn language
as they grow older), but it won't be that long before simpler traits that
are shared by all mammals will, at least in principle, be easily modifi-
able. If it is possible to make a rat more affectionate by fiddling with
its genes for vasopressin, there’s a good chance that the same thing
could be done with a human being,.

In the coming decades, we will all—collectively, as a society—need
to decide what we think about biotechnology and what applications
we are and are not willing to allow. The debates we have now, about
cloning and stem cell research, pale in comparison to debates we are
likely to encounter as the technology for manipulating genes ad-
vances. We are already at the point where it is possible to screen em-
bryos for their predisposition to certain life-threatening illnesses; as
we unravel more and more of the genome, we will be able to detect
more and more disorders (or predispositions to disorders) well in ad-
vance of birth. Ultimately, if we so choose, we may be able to directly
manipulate embryonic genomes—add a gene here, delete a gene
there. The genes of a child might eventually be more a matter of
choice than chance.

With Gregory Stock, author of Redesigning Humans, and Francis
Fukuyama, author of Our Posthuman Future, 1 believe that we will
need to confront these choices sooner rather than later. In some cases,
as Stock noted, the choices may be based more on fear than on ra-
tional argument. In the case of cloning, for example, much of the
worry may be misplaced. What most people are afraid of is the creepy
possibility that we might replicate a person, when in fact the most we
could do is to replicate a genome.12 As we have seen throughout this
book, a genome is only part of the equation for building a person, an
essential element but by no means the sole element. Even when two
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people do have identical genomes, they are still distinct people; to my
mind, anyway, a clone is not so very different from an identical twin.

We should be far more worried about “genetic enhancement”—
efforts to artificially construct “improved humans.” Here I side with
Fukuyama: Although the technology for improvement is close at
hand, it comes with great risks, and some of the greatest risks stem
from the complexity of the underlying biology.!3 As we have seen, the
basic logic by which genes operate—the regulatory IF conjoined with
protein template THEN—is straightforward—which is why genetic
enhancement might be possible, in principle. But the combined ef-
fects of 30,000 genes far exceed our comprehension; if we know the
general principles, we don't know the details, and what we don’t know
really could hurt us.

An analogy is with computer programs. Each individual instruc-
tion is perfectly understandable—there’s nothing particularly mystify-
ing or intrinsically unreliable about a line of a computer program that
says, “If the contents of register A are greater than the contents of reg-
ister B, execute subroutine C.” But in a complex program, there’s no
reliable way to guarantee that registers A and B will always contain the
right values, and at the wrong moment, subroutine C might well
crash the program. Computer programs sometimes crash not because
the individual lines of code are flawed, but because there is as yet no
perfect way to foresee how they will all interact. Within the next few
years, we will be able to synthesize whatever genes we like, splicing to-
gether a few favorite IFS and THENS, but it will take decades, maybe
centuries, before we understand how those genes interact with one an-
other. The upshot is that for many years it will be difficult, if not im-
possible, to gauge the potential side effects of a given manipulation in
advance. I can live with a buggy beta-test version of a new software
package, but I don’t want to have to restart my child.

Not everybody is as risk-averse as I am; some day, maybe ten years
from now, maybe a hundred, scientists will have gathered enough in-
formation about the genes that contribute to intelligence, athletic abil-
ity, and beauty, and enough sophistication with gene manipulation,
that some adventuresome parents-to-be may think it is worth the risk.
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At some point, our knowledge of how genes work might be so far be-
yond what we know today that the risk would be small, and the sort of
person who willingly takes performance-enhancing drugs now (even
knowing there are side effects) might well want to give Junior the best
genome that money can buy. Whether that scenario becomes reality
sooner or later, it behooves us to think deeply about it now.

CHANGING OUR DESTINY

Allow me to close with a few words about genes and inevitability. It is
common to assume that if some trait—be it IQ or aggression, infi-
delity, or jealousy—is “genetic,” it cannot be changed. Even as I look
forward to knowing more about how genes work, I fear that as we
gain that knowledge more and more people will feel that they have no
control over their own lives, that we would be, in the words of British
philosopher John Gray, “only currents in the drift of genes.”!4 Accord-
ing to British science-writer Kenan Malik, “Many have read evolu-
tionary accounts of human nature as explanations of human limits, as
scientific validation of the impossibility of social solutions to our most
deep-seated problems.”1>

And indeed, if we were built by blueprint and had no inborn mech-
anisms for rewiring our minds, “genetic” might well equate with “in-
evitability.” But, precisely because genes are not blueprints but THENS
that are always accompanied by IES, there is no reason to read biology
as leaving us no room for change. The idea that our genes might fix
humans in a particular spot such that we cannot do differently is like
the thought in the early 1950s that nobody could run a four-minute
mile!6—put to rest in May 1954, when Roger Bannister broke the
barrier. Within forty-six days, someone else had, too, and by the end
of 1957, sixteen runners had done it; by now it’s a matter of routine.
Just as our athletes are getting faster, our children may be getting
smarter (though nobody knows why). A review of 1Q tests over the
century shows that scores have been steadily rising. On the British IQ
tests known as Raven’s Progressive matrices, almost everyone taking
the test in 1967 (all but the bottom 5 percent) had higher scores than
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virtually everyone who took the test in 1877. In Holland (where some
of the most reliable data have been collected), average I1Q scores went
up 20 points in the period from 1942 to 1982.17 Throughout the
world, infant mortality is down and literacy is up. Although progress
is by no means inevitable, both societies and individuals can change,
reaching targets that their predecessors thought were impossible.!8

The new field of developmental cognitive neuroscience will, I hope,
open new avenues by providing insight into the precise nature of the
complex interactions between nature and nurture. To take just one ex-
ample, consider a study published in the prestigious journal Science in
2002, one of the first to attempt to tie a specific mental trait to a spe-
cific gene-environment interaction. Psychologists Avshalom Caspi and
Terrie Moffitt and their colleagues found that children with a certain
version of a gene that produces an enzyme known as “MAO-A” (which
metabolizes neurotransmitters such as serotonin and dopamine) are
significantly more likely than other children to become violent—but
only if they were mistreated as children—a case in which human be-
havior might be a bit like the body of the B. anyana butterfly.!® Al-
though the Caspi-Moffitt results establish only a correlation with the
environment and not yet a causal relationship, there is good biological
reason to find such results plausible. Many organisms (including hu-
mans) have a vast array of genes for dealing with stress, and the regula-
tory IFS that control the production of enzymes such as MAO-A might
well be directly or indirectly sensitive to such stress.

Further studies of gene-environment interactions could eventually
lead to a new way of identifying which children are at higher risk (be
it for violence or for other social problems), and thus provide a new
way of identifying children who might best profit from special day-
care programs or home visits from social workers. Just as pharmacoge-
netics aims to match drugs to unique genetic physiology, a new field
of therapeuto-genetics (for lack of a better word) could use individual
genetics to prescribe customized social interventions. As we come to
see genes not as rigid dictators of destiny but as rich providers of op-
portunity, we can begin to use our growing knowledge of nature as a
means to make the most out of nurture.






APPENDIX:
METHODS FOR READING
THE GENOME

As ARcHITECT Mies van der Rohe famously said, “God is in the de-
tails.” Each gene may be an autonomous agent that guides the synthe-
sis of a particular protein, but what you get when you put them all
together depends very much on the particular ones you've got.

The Human Genome Project—essentially a list (or “sequence”) of the
3 billion DNA nucleotides that make up a human genome—is a first
step toward understanding the details. But many of the headlines that
followed the first successes in genome sequencing were seriously mislead-
ing, confusing the mere sequencing of the genome (that is, listing all the
As, Cs, Gs, and Ts) with figuring out what all those nucleotides are for. A
headline like “Researchers Decode Animal’s Entire Genetic Blueprint™!
makes it sound like we already know what all those ACGTs are for. But
in truth, the problem is not just that the genome is not a blueprint, but
that the 3-billion—long sequence of DNA nucleotides that make up our
genome? is on its own nothing but a long list. According to a satire pub-
lished in the literary magazine McSweeneys,3 the “ten most surprising
findings of the human genome project” were “GAGA,” “CAAT,”
“GAGG,” “AGGA,” “TATT,” “TACA,” “GATT,” “TAAC,” “CATA,”
and “AAAA.” The trick is to figure out what all those letters mean.
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We do, of course, know enough to realize that the “words” in the
language of DNA coding regions (THENS) have three letters (not four,
but I forgive the McSweeneys editors their literary license). And we
know how the coding region “words” get translated into protein sen-
tences. But there is still a lot to learn about what those proteins are for
and how they work together with their IF regions—especially when it
comes to the mind.

Take schizophrenia as an example. Even though few people doubt
that genes play a role—if one identical twin has schizophrenia, the
chance that the other will have it is 45 percent, nearly three times the
comparable number for nonidenticals? (and forty-five times the rate
in the general population)—nobody really knows what role genes play
in its development. John Nash, the Nobel Prize-winning economist
depicted in Sylvia Nasar’s 1998 book A Beautiful Mind,> and in the
2002 film of the same title, has schizophrenia, and so does his son,
but scientists cannot yet point with confidence to any genetic “smok-
ing gun.” Scientists first claimed to have found a gene “for” schizo-
phrenia in 1988,6 but fifteen years and many quasi-discoveries later,
the genetic basis of schizophrenia is still far from understood. A lot of
the alleged genetic breakthroughs were probably simply false alarms;
even a gene that does influence schizophrenia may be just one among
many, and it may have different effects in different people depending
on what other genes those people have and the environmental triggers
they are exposed to.

Although scientists have had spectacular success in finding genes for
single traits, there have been similar difficulties with autism, depression,
alcoholism, and dozens of other disorders of the mind: Scientists are a
lot better at “finding” genes for complex mental traits than they are at
replicating their findings. It’s like the old Mark Twain joke, “Quitting
smoking is easy. 've done it a thousand times.” As I'll explain below, it
is somewhat easier to find a general region (locus) in which a gene is
contained than it is to find that gene’s precise location. When it comes
to complex traits, gene-hunting will always be a challenge.

To understand relationships between specific genes and specific traits
(or disorders), scientists use two main approaches: They work from
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known genes to figure out their functions, and they work backwards
from known traits (or disorders) to find out which genes are involved.
The latter approach was actually introduced first, almost ninety years
ago, before Watson and Crick, and even before Avery, by a then
nineteen-year-old college student, Alfred Sturtevant. Sturtevant, who
worked in Thomas Hunt Morgan’s famed Fly Room at Columbia
University, began with an observation of Mendel’s. Most of the time,
if two different traits are tied to two different genes, they are “statisti-
cally independent” of one another, which is to say that having one
tells you nothing about whether you will have the other. For example,
knowing whether a pea is green or yellow tells you nothing about
whether it will be smooth or wrinkled. Yellow peas were just as likely
(no more, no less) as green peas to be wrinkled, short peas just as
likely as tall peas to be smooth, and so forth, an observation that led
Mendel to propose a law of “independent assortment.”

But Sturtevant noticed that in some cases the law of independent
assortment wasn't quite right. Sometimes two seemingly unrelated
traits seemed to travel together. For example, Sturtevant’s adviser,
Morgan, had been trying to cross two kinds of fruit flies, a “wild type”
(ordinary) brown fruit fly with normal wings, and an unusual fly with
a black body and tiny “vestigial” wings. According to Mendel’s law,
you would expect body color and wing size to be independent, the
chances of one separate from the chances of the other.” But, contrary
to Mendel’s prediction, the two traits, body color and wing size, were
tied together—not because they were controlled by a single gene, but
because they were controlled by two genes that were often inherited
together. Because the traits for body color and wing size were
“linked,” black-bodied flies were much more likely than brown-
bodied ones to have vestigial wings, and normal-winged flies were
more likely than vestigial-winged flies to have brown bodies.

As Sturtevant studied other cases, he found that sometimes traits
were completely independent (like two totally separate coin flips),
sometimes they were tightly linked (like body color and wing size),
and sometimes they were somewhere in between. Sturtevant’s bril-
liant insight was this: Two traits that were influenced by two different
genes would “travel together” only if those genes were on the same
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chromosome, and then, the degree to which one trait could predict the
other would depend on the physical proximity of those genes along that
chromosome. The closer together two genes were, the better one trait
predicted the other. Using this observation, Sturtevant pieced to-
gether the first-ever gene map, a fairly accurate estimate of how six
separate fly genes were ordered along a chromosome.8 (Pretty amaz-
ing stuff considering that it was thirty years before Avery discovered
that genes were made of DNA.)

What made all this work? It has to do with the process by which
chromosomes are combined. As you'll recall, in almost every cell of
your body, you have two copies of each chromosome, one from your
mother, the other from your father. But rather than passing along
both to your children, you pass along just a single, randomly selected
copy of each chromosome. In the reduction of two chromosomes to
one, known as meiosis, the maternal and paternal chromosomes get at-
tached at various points and sections of the chromosomes are ex-
changed, crossing over to form a hybrid strand. If two genes are close
together on a chromosome, they are likely to travel together, but if
they are far apart, they are more likely to become separated by the
process of crossing over. In this way, the probability of two genes trav-
eling together provides a reliable estimate of genetic location.

For disorders that are controlled by a single gene, Sturtevant’s cal-
culus, known as “linkage,” works amazingly well. Whereas he had
only a handful of known anchor points to work with, modern scien-
tists have huge libraries of reference points, known as gene markers.
(Whether you realize it or not, you've probably already heard about
them—markers form the basis not just of gene hunting but also of the
now widespread technique of DNA fingerprinting.?) If a trait appears
to be tied to a gene, but scientists don’t know where that gene is, they
can look at how often that trait appears in people who have various
markers. If there is no link between having a given version of the
marker and having that trait, they can safely guess that the gene
they’re looking for is on a different chromosome. But if there is a link
between having the marker and having the trait, they can safely guess
that the marker and the unknown gene are on the same chromosome,
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and with Sturtevant’s math, they quickly zoom in on a rough estimate
of the unknown gene’s location.

Linkage can only take the gene hunter so far.10 Crossover doesn’t
happen often enough to say exactly where to find the gene one is look-
ing for; it only yields a rough neighborhood, getting within roughly
one one-thousandth of the overall genome—fairly impressive but
far from exact, enough to leave open a range of somewhere between a
few hundred thousand and a few million nucleotides. For this reason,
it is not uncommon to see reports saying that a particular trait has
been tied, say, to a location on the short arm of chromosome 7, which
contains hundreds of genes, rather than narrowing it down precisely
to a single gene. This result would be disappointing if you wanted to
know exactly which gene mattered, but it is impressive when you
compare it with the 30,000 genes one starts out with. Even if linkage
can't go that “final mile” by itself, it is a terrific technique for investi-
gating the genetic basis of disorders that are caused by a single gene.
The database known as Online Mendelian Inheritance in Man!! cata-
logs thousands of genetic disorders, including many in which a single
mutation, such as a deletion or an insertion, causes havoc. Cystic fi-
brosis and Duchenne Muscular Dystrophy are diseases of this sort,
and linkage played a role in tracing the genes that were involved.

The bad news is that there are some circumstances where linkage
doesn’t work very well. Other gene-hunting techniques must be used
(sometimes in association with linkage) for disorders that are influ-
enced by many genes or disorders that can be caused by different
genetic abnormalities in different individuals. Oversimplifying a bit,
Sturtevant’s math yields one number for one particular chromosomal
location, and it does not gracefully handle situations in which there is
more than one gene involved. The linkage method also runs into
trouble when having a given gene doesn’t guarantee that one will get
the disorder, as when, for example, a disorder exhibits symptoms only
in response to some relatively rare environmental trigger.

To deal with these more complex situations, geneticists have devel-
oped another class of strategies known as association, which typically
involve directly correlating the nucleotides of the DNA with disorders
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that are under investigation. (Sturtevants original linkage technique
depended only on whether two traits co-occurred and did not make
any reference to actual DNA nucleotides, which is why he could do it
using fly family trees well before the era of Watson and Crick. Modern
linkage analyses can use DNA nucleotides themselves as markers.) For
example, researchers can test whether people with the sequence ACG-
TAAT in the long arm of chromosome 17 are any more likely than
people with the sequence TCGTAAT to have some mystery disease
named mysteremia. Here, the genotype-phenotype connection needn’t
be perfect; if the chances were 30 percent versus 20 percent, the ge-
neticists would still be in business. The trouble with association is that
it’s very prone to overinterpreting coincidence. On any given night,
one might find that people who watched ABC were more likely than
people who watched NBC to have heart attacks, but that wouldn’t
mean that watching ABC gives people heart attacks (memo to ABC
lawyers—this example is purely hypothetical). It might be that on
that night ABC drew more older viewers, or it might be sheer coinci-
dence; it’s highly unlikely that the higher number of heart attacks
would be the consequence of the network’s programming. An example
from Eric Lander, the MIT scientist who led the public consortium’s
effort to map the human genome, helps make the point: “Suppose
that a would-be geneticist set out to study the ‘trait’ of ability to eat
with chopsticks in the San Francisco population by performing an as-
sociation study with the HLA complex (a set of proteins important in
the immune system). The allele HLA-A1 (a particular version of the
HLA genes) would turn out to be positively associated with the ability
to use chopsticks—not because immunological determinants play any
role in manual dexterity but simply because the allele HLA-A1 is
more common among Asians than Caucasians.”12

Despite these problems, association tests are well worth doing. The
problems can be avoided to some extent—by, for example, restricting
studies to populations that are genetically homogeneous (for example,
the population of countries such as Finland and Iceland that histori-
cally have been isolated)—and by combining them with Sturtevant’s
time-honored linkage techniques. The potential payoffs are huge—
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when we do finally converge on a clear understanding of how genes
are involved in complex disorders such as schizophrenia and depres-
sion, it’s likely that association studies will have played an important
role—and it’s worth the wait. But we should be patient and not flinch
when the technique occasionally leads to embarrassing failures.

UP FROM THE GENOME

Another strategy is to work in the opposite direction. Instead of
starting with traits or disorders and hunting for responsible genes,
biologists can start with candidate genes and try to work out their
functions. Sequenced genomes, as we will see in a moment, provide
some help in this process, but even with those sequences, the task of
working from DNA to protein function turns out to be surprisingly
difficult. For one thing, some DNA has no apparent function and
may be little more than an accident of evolution, consisting of se-
quences that do not appear to correspond to proteins in modern
humans.!3 (But much of what has been called “junk DNA” may turn
out not to be; some so-called junk may contribute to gene regula-
tion'4 or act as a “genetic scrapyard” from which evolution can
scrounge bits and pieces.!5) Even once nonfunctional DNA is ex-
cluded, it is not always obvious where the coding (protein template)
region of a given gene begins, and even harder to figure out the
boundaries of the regulatory IF part of a gene.

Next comes the even harder task of figuring out what a given pro-
tein is for. Putting aside the complications of processes such as alter-
native splicing (that trick for translating a single DNA sequence into
several different but related proteins), it is a simple matter to use a se-
quence of DNA nucleotides to derive the correct sequence of amino
acids in a given protein. But whereas the process of sequencing nu-
cleotides is now essentially automated, there is no magic formula for
figuring out a protein’s function.

Traditionally, biologists have done so mainly by searching for mu-
tants—flies with extra wings, mice with extra vertebrae, and so forth—
a job that requires endless patience, in part because some mutations are
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so devastating that the poor animals who have them never make it
through birth, so there is nothing to study. And among those organ-
isms with altered genomes that do survive to birth, there is often no
discernible effect at all, perhaps because some other protein has picked
up the slack.1¢ The monsters that get all the attention (and lead to the
biggest scientific advances) are exceptions rather than the rule. Even
where knocking out a gene (and its corresponding protein product)
does have an effect, it is often subtle: Looking for variations can be as
much an art as a science, tricky enough that NIH scientist Jacqueline
Crawley wrote a book of advice for young biologists called What’
Wrong with My Mouse?\7

Despite these challenges, scientists have made enormous progress
in understanding the function of individual proteins. One strategy,
which has its origins in Edward Beadle and George Tatum’s one-gene-
one-enzyme irradiation experiments, is what one might think of as a
“shotgun” approach: Scientists apply chemical and biological agents
in an effort to mass-produce mutants. MIT biologist Nancy Hopkins,
for example, has used retroviruses to create, essentially at random,
hundreds of thousands of different zebrafish mutants, looking after-
ward for abnormal body structures, aberrant nervous systems, and un-
usual behaviors.18

Other researchers have followed a finely focused strategy, creating
smaller numbers of more specifically targeted mutants, choosing a
particular protein in advance, and exploring what happens in that
protein’s absence. All the knockout mice that we have seen are prod-
ucts of this strategy. Both strategies are necessary: Focused knockouts
make it easy to assess the function of a particular gene, while ran-
domly generated retroviral “screens” make it easier to get the big pic-
ture of what genes are involved in a given process.

Another approach to understanding a protein’s function is to try to
understand its shape. As we saw earlier, a protein is a complex three-
dimensional structure, and its functions are governed in part by its
twists and folds. So, it would be nice if scientists could directly take
their pictures, but because the proteins are tiny, a thousand times
smaller than the thickness of human hair, they must rely on much
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more indirect evidence. Techniques such as X-ray crystallography—
which involves shooting X rays at laboriously prepared crystallized
proteins—yield only achingly roundabout information, not straight-
forward images.

Luckily, most proteins are not sui generis; instead, they come in
families, as a result of the way in which they evolved. Like human
families, even though individual members differ, some traits are
shared. In a human family, it might be the eyebrows, or a nose. In pro-
tein families, what is shared is short strings of amino acids known as
motifs. For example, all the proteins in the “zinc finger” family contain
a common stretch of amino acids that allows their host protein to bind
to stretches of DNA or other proteins. These motifs simplify the
process of working out a protein’s structure, as well as its function.
With state-of-the-art computer databases that are freely shared over
the Internet, it has become easier and easier to work back and forth
between the crystal structures and information about what is shared
across proteins. The ultimate goal is to be able to create programs that
take in DNA sequences as their input and produce models of folded
proteins as their outputs. (Nature is way ahead of scientists on this
one. Although biologists do their best to use the laws of chemistry and
physics to build computerized simulations of the processes of protein
folding, current simulations are only first approximations to the bend-
ing, twisting, and folding that actual proteins do spontaneously. Com-
puters merely simulate the laws of physics; real amino acids have no
choice but to follow them.)

Scientists today are equal-opportunity. To figure out the complex
connections between genes, proteins, and function, they are prepared
to use any technique, from linkage and association to X-ray crystallog-
raphy, knockouts, and brain imaging. Because genes and proteins are
so important to understanding both disorders and normal develop-
ment, there is no doubt that it is worth the effort. But it will be a long
haul. The next act after the Human Genome Project is the Human
Proteome Project, an NIH-sponsored effort to catalog all the proteins
in a human body.!® The title of the first conference on the project says
it all: “The Human Proteome Project: Genes Were Easy.”20
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FROM GENES TO BEHAVIOR?

Although the development of the brain in many ways parallels the de-
velopment of the body, understanding the genetics of behavior poses
special problems. For one thing, behavioral disorders, especially in
contrast to physical attributes such as wing size or pea shape, are often
difficult to diagnose—Mendel was lucky to be working with peas.
Symptoms may vary from one day to the next because of mood or
medication, and even when symptoms are stable it takes a lot more
time to identify a mental disorder (or a behavioral abnormality in a
mouse) than it does to measure a fly’s wingspan. Furthermore, the
knockout techniques that are widely used for studying the body do
not necessarily depend on a mutant animal surviving past birth, but
there’s no way to study behavior in a mouse that doesn’t make it.

There’s an even worse problem that arises in studying any behavior
that isn’t pure reflex, and that’s the way in which any one action is the
process of many cognitive systems coming together. Think of the
proverbial chicken, let’s call her Henrietta, and why she might not have
crossed the road. Henrietta might not have crossed the road because
she couldn’t see, because she couldn’t make sense of what she saw (like
a prosopagnosic, who can see but cannot recognize faces), because she
was demoralized and didn’t think that she could make it, because she
didn’t realize what was on the other side, or because (perhaps owing to
a disease like Parkinson’s) she couldn’t translate her desire to cross into
the right pattern of muscle activity. This ambiguity matters for studies
of genes and behavior because almost everything we know about genes
and behavior comes from studies of mutants that do not do some nor-
mal behavior; because most behaviors are the product of multiple sub-
systems, the mere absence of a behavior may mean many things.

The problem of studying the genetic bases of cognition and behav-
ior is even more difficult when there are no direct “animal models” of
a given trait. It’s easy to tell when you have an albino mouse, but more
difficult to tell whether an “anxious” mouse is truly anxious, and even
harder to figure out what a reasonable mouse model of specific lan-
guage impairment might be.
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Until just a few years ago, many biologists didn’t seem to fully appre-
ciate these points. If a mouse didn’t find its way through a maze that it
had seen before (a common measure of memory), biologists would as-
sume that their mouse failed because it had trouble remembering where
the food was. Now, most biologists have come to realize what psycholo-
gists could have told them all along: A so-called “failure” might have
nothing to do with memory. A mouse might fail because it was stressed
out (the leading memory test, for example, known as the “water maze,”
forces terrestrial rats to swim, not something that rodents are particu-
larly fond of), because it couldn’t see, or because, like some mice, when
given a choice, it prefers to sink rather than to swim. No failure (and
this should remind you of Chomsky’s point about competence and per-
formance) is ever easy to interpret. Even when a transgenic mouse does
succeed, experimenters have to be careful that the test animal really is
relying on memory and not, say, some smell that is too subtle for the
experimenter to notice. Most interesting behavior is the product of a
complex interplay between a wide variety of neural systems for percep-
tion, attention, decision making, motivation, and more, and so the
mapping between genes and behavior is never simple.

Further progress will depend, more than anything else, on coopera-
tion between scientists from a wide range of disciplines. Every aspect
of the technology is getting better, from the techniques for knocking
out individual genes to freely distributed computer programs such as
BLAST?2! (Basic Local Alignment Search Tool), which allows biolo-
gists to get quick answers to questions like “Does FOXP2 resemble
any gene in the fruit fly genome?” There are also now databases of the
three-dimensional structures that allow researchers to more quickly
understand the physical differences between related proteins.22 But
even more important will be collaboration. In the quest to unravel the
complex interaction between behavior, brain, and genome, there can
be no substitute: Geneticists, molecular biologists, neuroscientists,
psychologists, linguists, and even chemists and physicists, will all need
to work together.






GLOSSARY

activity, brain. Neuronally induced electrical events in the brain; measured
indirectly in brain-scanning techniques such as Functional Magnetic
Resonance Imaging (fMRI) and Positron Emission Tomography (PET).

adaptation. A feature or a trait that has evolved because of its selective advan-
tage, such as the dark gray color of moths during the Industrial Revolution.

adrenaline. A hormone that stimulates blood pressure and heartbeat.

alkaptonuria. One of Simon Garrod’s inborn errors of metabolism, a disor-
der that darkens the urine of its victims.

alternative splicing. A process by which a single strand of coding DNA may
be translated into one of several different strands of RNA, each in turn
leading to the assembly of a different protein. See also DNA, RNA.

amino acid. Any of the twenty or so different organic acids, such as valine
and serine, from which proteins are composed. See also prozein.

amphioxus. Small, flat, jawless fishlike organisms thought to be closely re-
lated to the first vertebrates.

amygdala. An almond-shaped brain structure in the temporal lobe; involved
in emotional responses.

amyotropic lateral sclerosis (Lou Gehrig’s disease). A progressive, neurogen-
erative disorder that affects motor neurons and hence motor control.

animal model. A laboratory animal used to study another, typically more
complex or harder to study organism, as when, for example, scientists
study the effects of smoking on laboratory mice in order to estimate com-
parable effects on humans. See also model organism.

association (in genetics). A technique for studying whether particular genes
(or genetic markers) are correlated with particular traits. See also genes,

genetic markers.
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association (in psychology). A link between a stimulus (e.g., a bell) and a re-
sponse (e.g., food). See also associative learning.

associative learning. A process of learning relations between a stimulus and
its response based on their co-occurrence in time.

attention. The neurocognitive systems that select what aspects of the envi-
ronment (or which internal cognitive states) merit further analysis.

auditory area. Part of the temporal lobe devoted to processing sound.

autism. A disorder that affects social cognition.

autonomous agent. A metaphor for genes that emphasizes the fact that each
individual gene is expressed according to its own unique set of regulatory
IF conditions. See also /F-THEN.

axon. The long, spindly output part of a neuron that carries electrical im-
pulses from the body of the neuron to its target. See also axon guidance
molecules, dendrite, myelin, neuron.

axon guidance molecules. Chemical cues that guide developing (or regener-
ating) axons to their proper destinations. See also axon, cell adhesion mole-
cules, growth cones, neurotrophins, Robo.

azimuth system. A system (in, e.g., honeybees) for determining an animal’s
orientation based on the angle of the sun on the horizon.

barrel fields. In rodents, areas of sensory cortex that respond to whisker
stimulation.

basal ganglia. A subcortical group of neurons found at the base of the brain;
traditionally implicated in motor control, and more recently thought to
also be important for language.

base, DNA. See nucleotide.

behavioral genetics. A scientific approach that seeks to understand the ge-
netic and environmental contributions to behavior using techniques such
as the comparison of identical and fraternal twins.

blueprint. As used here, an obsolete metaphor that would identify genomes
with detailed pictures or schematics of finished products.

C. elegans (Caenorhabditis elegans). A translucent roundworm about 1 mil-
limeter in length that serves as one of the main model organisms in mod-
ern biology. See also model organisms.

cadherins. Cell adhesion molecules that guide processes such as cell migration

and axon guidance. See also axon guidance molecules, cell adhesion molecules.
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CaM Kinase II. An enzyme involved in energy transfer that appears to play an
important role in synaptic strengthening. See also synaptic strengthening.
cascade. A collection of linked genes, such as the group of eye-formation
genes driven by Pax6. See also master control gene, Pax6.

cell. A basic unit of biological structure, typically consisting of a nucleus, a
membrane, and a variety of specialized organelles. See also cel/ membrane;
cytoskeleton; death, (planned) cell; differentiation, cell; division, cell; neuron;
organelle.

cell adhesion molecules. Sticky molecules that help guide neurons and
their processes (axons and dendrites) to their destinations; also used in
the migration of other types of cells. See also axon, axon guidance mole-
cules, dendrite.

cell membrane. A thin layer of fat and protein that separates the internal en-
vironment of a cell from its external environment.

cerebrum. The largest part of the forebrain, and indeed of the brain itself;
divided into two hemispheres. See also cortex, cerebral; cortex, prefrontal;
forebrain, hemisphere, left; hemisphere, right; neocortex; somatosensory cortex.

channels. See ion channels.

chromosome. Coiled groups of DNA strands found in a cell’s nucleus.

clone. An organism (or cell) that is formed from a copy of another organ-
ism’s (or cell’s) DNA.

coding (THEN) region. The part of a gene that specifies a protein template.
See also IF-THEN, regulatory (IF) region.

combinatorial cues (in gene expression). A system by which the regulation of
a given gene depends on the presence (or absence) of multiple molecules.

competence. Noam Chomsky’s term for a person’s underlying or ultimate
knowledge of grammar; used here to refer to the abstract ability to do
something, as contrasted with a person’s actual performance. See also per-
formance.

compression. In computer science, techniques for reducing the amount of
information required to store a particular file; as used here, a perspective
on how a small genome might relate to a complex phenotype.

congenital. Present from birth (but not necessarily genetic).

convolution. As used here, one of the folds of the cortex. See also cerebrums;

cortex, cerebral.
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corpus callosum. A thick tract of neural fibers that serves as the major con-
nection between the left and right hemispheres of the cerebrum; when
severed, split-brain syndrome results. See also cerebrum; hemisphere, lefi;
hemisphere, right.

cortex, cerebral. The outer surface of the cerebrum (itself the major part of
the forebrain); essential for language and higher-level cognitive function.
In mammals, consists both of paleocortex (including, for example, the
limbic system) and the neocortex. See also cerebrum; cortex, prefrontal;
Jorebrain; neocortex; somatosensory cortex.

cortex, prefrontal. The frontmost portion of the cortex, implicated in rea-
soning, decision making, and emotion. See also cerebrums; cortex, cerebral;
forebrain; neocortex; somatosensory cortex.

CpG island. A short region of DNA with a high proportion of repeated CG
nucleotides, often associated with the regulatory region of a gene.

cystic fibrosis. A disease affecting the lungs and pancreas often caused by a
single genetic error in a protein involved in the traffic of sodium and
chloride ions.

cytoskeleton. A network of filaments that provides structural support to a cell.

death, (planned) cell. Also known as apaprosis, the process by which cells are
induced to die as a programmed part of the normal developmental process,
such as in the loss of webbing between embryonic fingers. See also ce/l.

dendrite. The input part of a neuron; carries input from the synapse into the
cell body.

differentiation, cell. The process by which cells take on specialized identi-
ties. See also cell.

dishabituation. The process by which an organism that has grown progres-
sively less sensitive to a particular repeated stimulus grows to again be
sensitive to that stimulus. See also habituation.

division, cell. The process by which a cell gives rise to progeny; may be ei-
ther symmetric (yielding two similar or identical progeny), or asymmetric
(giving rise to two nonidentical progeny, such as when a stem cell gives
rise to an uncommitted stem cell much like itself, and a more differenti-
ated daughter cell). See also cell.

DNA (deoxyribonucleic acid). The double-helix-shaped molecule that

serves as the principal repository of genetic information; made up of two
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sugar-phosphate backbones held together by pairs of DNA nucleotides.
See also nucleotide, RNA.

DNA hybridization. A process for combining or comparing two pieces of
single-stranded DNA. See also DNA.

duplication, gene. A mutational process by which the DNA sequences corre-
sponding to genes (or even whole chromosomes) are inadvertently repeated
in a copied gene or chromosome; a major factor in evolutionary change.

dyslexia. A severe disorder of reading not attributable to other cognitive,
memory, or motivational impairments.

E. coli (Escherichia coli). An intestinal bacterium that has been intensively
studied as a model genetic organism. See also model organism.

early-response genes. A specific set of genes that are expressed quickly in re-
sponse to specific kinds of stimulation, ultimately leading to the trigger-
ing of other genes.

electrical impulse. The all-or-nothing electrical signal transmitted by a neu-
ron; also known as an action potential.

elegans. See C. elegans.

ELH (Egg-laying hormone). A gene found in the sea slug Aplysia that yields
a protein that plays several roles in triggering the complex steps of its egg-
laying behavior.

embryo. As used here, an organism from conception to birth (or hatching);
also sometimes used to refer specifically to the earlier stages in develop-
ment, as in a human offspring from conception through the eighth week
(at which time the offspring may be referred to as a ferus).

empiricism. As used here, the belief that little beyond the apparatus of sen-
sation (sight, smell, and so forth) is prewired into the brain and mind.
See also nativism.

Emx. A family of genes important in establishing the identity of particular
brain regions.

enzyme. A protein (or strand of RNA, or protein complex that consists of a
protein and other factors such as sugars) that serves as a catalyst to pro-
mote a specific biochemical reaction. See also prozein.

epigenesis. As used here, a process of successive approximation; also used
(elsewhere) to refer to a process that supplements or modifies gene expres-

sion. See also successive approximation.
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epithelial cell. A type of cell that typically serves as part of a thin layer of
protective lining in various organs such as the lung and guts; also the
outer surface of the body.

equipotentiality. The apparently incorrect idealization that any brain cell or
region could take on any function.

expression, gene. See gene expression.

FGF8 (fibroblast growth factor 8). A gene whose versatile protein product
plays a critical role in establishing the basic geography of the cortex.

filopodia. Fingerlike tips of growth cones that explore the extracellular envi-
ronment. See also growth cones.

forebrain. Frontward part of the brain that includes the cerebral hemi-
spheres and structures such as the thalamus and hypothalamus. See also
cerebrum, midbrain, hindbrain.

FOXP2. The first gene to be directly implicated in a speech and language
disorder; found in many species, but notably different in humans.

Fragile X syndrome. A common form of genetically inherited mental retar-
dation that has been linked to abnormal patterns of nucleotide repetition
in a specific gene (FMRI) on the X chromosome. See also X chromosome.

Fru. A gene that appears to contribute in several ways to fruit-fly courtship.

Functional Magnetic Resonance Imaging (fMRI). A brain imaging tech-
nique that traces local changes in blood flow as an index to brain activity.
See also activity, brain; Magnetic Resonance Imaging (MRI).

GABA. An inhibitory neurotransmitter that carries messages between neu-
rons. See also neurotransmission, neurotransmitter.

gene. A combination of IF and THEN that specifies a protein template and
conditions for that protein’s production, such as the genetic recipe for in-
sulin and coupled instructions that govern where (i.e., in the pancreas)
that recipe should be followed. See also gene expression, genetic markers,
genome, IF-THEN.

gene expression. The process by which a gene is converted into protein
(after being transcribed into RNA). See also protein; RNA; transcription,
gene.

gene shortage. Paul Ehrlich’s term for the discrepancy between the relatively
small number of genes and the relatively large number of neurons.

gene transcription. See transcription, gene.
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genetic markers. Particular identifiable sequences of DNA with known loca-
tions on a chromosome that can be used in helping to identify the loca-
tion of unknown genes.

genome. The total collection of a given organism’s genes.

genotype. A given organism’s genome, contrasted with the organism’s ap-
pearance and behaviors, or phenotype. See also phenorype.

glia (or glial cell). Neural support cell that produces oligodendrocytes (re-
sponsible for the myelin sheath that insulates neurons) and astrocytes
(which produce mechanical and metabolic support); such cells are also
implicated in guiding neural migration.

glutamate. An excitatory neurotransmitter that carries messages between
neurons. See also neurotransmission, neurotransmitter.

gradient. A molecular marker that changes in concentration over space, pro-
viding spatial cues to growing cells; examples in the text include Emx,
which contributes to the development and specialization of cortical areas,
and Eph, which contributes to the development of topographic maps. See
also Emx, topographic map.

growth cones. The migrating tip of a growing axon, which helps to guide
that axon to its destination. See also axon, axon guidance molecules.

habituation. The process by which an organism learns to ignore (gets used
to) a particular ongoing stimulus; also, an experimental method with
which to test the perceptual or cognitive abilities of an organism such as a
human infant. See also association; dishabituation; learning mechanism,
general.

hardwired. Fixed in advance and not modifiable. See also prewired.

Head Start. An ecarly intervention program designed in 1965 to provide at-
risk preschool (0-5) children with educational, social, nutritional, and
medical assistance.

hemisphere, left. The left half of the cerebrum. Through connections that
pass through the corpus callosum, controls the right half of the body;
often associated with language and analytic thinking. See also cerebrum;
corpus callosum; hemisphere, right.

hemisphere, right. The right half of the cerebrum. Through connections
that pass through the corpus callosum, controls the left half of the body.

See also cerebrum; corpus callosum; hemisphere, left.
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hemoglobin. The iron-bearing protein in red blood cells that carries oxygen
from the lungs to the body’s tissues.

heritability. A measure of the correlation between individual variation in a
trait and genetic relatedness.

hierarchical tree structure. See tree structure.

hindbrain. Rearmost part of the brain; includes pons, medulla, and cerebel-
lum. See also forebrain, midbrain.

hippocampus. Cortical structure in the temporal lobe thought to play an
important role in short-term memory and spatial representation.

homeobox genes. A broad family (or “superfamily”) of evolutionary related
regulatory genes, including the Ozx family, the Pax family, and the Hox
genes that control the expression of many other genes. See also Orx,
homeodomain, Hox, Pax6.

homeodomain. A particular stretch of DNA, corresponding to approxi-
mately sixty amino acids, found in homeobox genes; binds to the DNA
of other genes, influencing their regulation. See also homeobox genes.

Hox. A particular family of homeobox genes that are important in establish-
ing basic body plans through the control of cell differentiation; found in
animals from fruit flies to humans. See also homeobox genes; differentia-
tion, cell.

Human Genome Project. The late-twentieth-century project to determine
or “sequence” all the nucleotides in a human genome, now largely com-
plete. See also genome, nucleotide.

Huntington’s disease. An adult-onset disorder associated with jerky, invol-
untary movements, emotional disturbance, and loss of intellectual func-
tion as the result of progressive degeneration of neurons; tied to excessive
repeats of the nucleotide sequence CAG in the Huntingtin gene.

hybridization, DNA. See DNA hybridization.

IE-THEN. The combination of regulatory region (1¥) and coding region (THEN)
that determines the protein product of a gene and the circumstances
under which that protein should be synthesized. See also coding (THEN)
region; regulatory (IF) region.

imaging, brain. Techniques such as Functional Magnetic Resonance Imaging
(fMRI) and Positron Emission Tomography (PET) used to visualize the

structure and function of the brains of organisms. See also activity, brain.
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individual differences. Differences between members of a species, such as
from one person to the next in height, weight, or I1Q.

innateness. See nativism.

input. Information that feeds into a brain area or computation. See also
output.

instinct. A prewired or hardwired neurocognitive system. See also hard-
wired, prewired.

insulin. A pancreatic hormone that regulates the level of glucose in the
blood.

invertebrate. Animals such as insects and worms that lack a backbone. See
also verrebrate.

ion. A positively or negatively charged atom.

ion channels. Protein pores through which ions can flow. See also 7o7.

junk DNA. DNA with no known function. Some so-called junk DNA may
be a relic of DNA sequences that had a purpose earlier in evolution; other
junk DNA may simply be DNA for which the contemporary function
has not yet been unraveled.

Kallman syndrome. A congenital disorder of the hypothalamus that affects
smell and sexual development.

knockout mouse. A mouse that has been genetically engineered such that a
particular gene is rendered permanently inactive. See also transgenic animal.

language acquisition. The process of learning a language.

language acquisition device (or language instinct). Hypothesized inborn
machinery for learning language.

learning mechanism, general. A neurocognitive device for learning that is
general-purpose, not specialized for the acquisition of any particular kind
of information. See also learning mechanism, specialized.

learning mechanism, specialized. A neurocognitive device for learning that
is tuned for the acquisition of particular types of information, such as
language or social relations. See also learning mechanism, general.

lesion, brain. A localized injury to the brain.

linkage. A technique for finding the location of an unknown gene based on
its pattern of co-occurrence with known genes.

lissencephaly. “Smooth brain,” a disorder resulting in mental retardation in

which the brain lacks its usual convolutions. See also convolution.
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locus. A region of a chromosome with which a particular trait or disorder
has been identified.

long-term memory. The cognitive system that stores memories indefinitely,
for months or even years. See also short-term memory.

long-term potentiation (LTP). See synaptic strengthening.

Lou Gehrig’s disease. See amyotropic lateral sclerosis.

LTP. See synaptic strengthening.

Magnetic Resonance Imaging (MRI). A technique for generating pictures
of the brain or body of an organism. See also Functional Magnetic Reso-
nance Imaging (fMRI).

master control gene. A gene such as Pax6 that is atop a genetic cascade. See
also cascade.

matter, gray. The part of the brain and spinal cord made up mainly of neu-
ronal cell bodies. See also matter, white.

matter, white. The part of the brain that is largely made up of myelinated
nerve fibers. See also matter, gray.

Mauthner neurons. Neurons involved in escape and startle reflexes that are
unusually large (and hence unusually accessible for experimentation);
found in fish and closely related species.

medial geniculate nucleus. A way station in the thalamus that transfers au-
ditory information from the cochlea to the cortex. See also thalamus.

membrane. See cell membrane.

mental life. The cognitive activities of an organism, including its thoughts,
beliefs, desires, intentions, and goals.

metabolism. Chemical interactions in a living organism that are essential for
life, either breaking down substances to release energy and nutrients or
synthesizing substances.

midbrain. Central part of the brain; coordinates visual and auditory re-
flexes and controls functions such as eye movements. See also forebrain,
hindbrain.

midline. Imaginary plane that divides the left and right hemispheres of the
cerebrum or the left and right halves of the body. See also cerebrum; hemi-
sphere, left; hemisphere, right.

migration, cell. A process in which cells move from their origination points

to their final destinations.
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mitochondria (plural of mitochondrion). Energy-generating powerplants of
the cell.

model organism. Intensively studied organisms such as yeast, C. elegans
roundworms, D. melanogaster fruit flies, zebra fish, and mice; chosen to
provide insight into how particular biological systems work in other,
more difficult to work with organisms (such as humans). See also animal
model.

modularity hypothesis. The hypothesis that significant portions of the neu-
ral or cognitive system consist of circuits (or brain areas) dedicated to spe-
cific functions.

module (or mental module). A region or circuit of the brain that is special-
ized for a particular function.

motor control. The cognitive system responsible for the coordination and
control of muscles (or other effectors).

motor neurons. Neurons that drive effector cells such as muscles.

muscular dystrophy. A disorder in which there is a gradual deterioration of
skeletal muscles; at least one version has been tied to deletions in a partic-
ular gene.

mutation. A random change in the genetic code, as the result of processes
such as miscopying; may be harmful, beneficial, or neutral.

myelin. A whitish insulating material made of proteins and fat that sur-
rounds many of the axons in most vertebrates. See also axon.

nativism. The belief that some complex cognitive and perceptual structures
are prewired. See also empiricism.

nematode. See C. elegans.

neocortex. The six-layered outer sheet of the mammalian cerebral cortex.
See also cerebrums; cortex, cerebral.

nerve cell. See neuron.

nerve net. A diffuse set of interconnected neurons, such as those found in a
jellyfish, that lacks the structure and centralization of vertebrate central
nervous systems.

nervous system, central. The brain and spinal cord.

neurofibromatosis. A genetically linked learning disorder.

neuron. A cell specialized for computation and communication; the basic
building block of the brain and spinal cord.
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neurotransmission. The process by which neurons communicate, involving
the release of neurotransmitters across a synapse. See also neurotransmitter.

neurotransmitter. A chemical messenger, such as serotonin or dopamine,
that carries a signal between different nerve cells. See also neurotransmis-
sion, receptor.

neurotrophins. Long-range signaling molecules that guide axons and influ-
ence neuronal cell survival. See also axon, axon guidance molecules.

NMDA receptor. A particular kind of glutamate receptor that appears to
play a critical role in learning and memory; may serve as a “coincidence
detector” that allows calcium ions to flow only (or maximally) when the
receipt of a glutamate signal coincides with a particular electrical change
(depolarization). See also glutamate, ion, receptor.

nucleotide. An individual “letter” of DNA consisting of a base (adenine,
guanine, thymine, or cytosine), a molecule of sugar, and a molecule of
phosphoric acid. See also DNA.

object permanence. The belief that objects continue to exist even when they
are removed from view.

object recognition. The neurocognitive ability to recognize objects based on
patterns of light cast on the retina.

ocular dominance columns (or ocular dominance stripes). Pattern of alter-
nating stripes of neurons in the cortex; neurons in a particular stripe are
driven largely or exclusively by a single eye.

olfactory system. A system for detecting smells.

one-to-one correspondence. A mapping between two systems in which
every input has a unique corresponding output, such as the mathematical
function fX) = X, or a topographic map in which a location in the retina
connects to a unique corresponding location in the tectum. See also zec-
tum, topographic map.

optic nerve. A bundle of nerve fibers that transmit information from the eye
to the brain.

organelle. Specialized cellular substructures such as mitochondria, nucleus,
and the endoplasmic reticulum.

orientation map. Neural circuits that are sensitive to the orientation of lines.

Otx. A family of homeodomain-containing genes important in brain devel-
opment. See also homeodomain.
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output. The product of a (neural) computation. See also input.

Parkinson’s disease. A progressive disorder affecting motor control caused
largely by the progressive degeneration of dopamine-producing neurons
in a specific site in the midbrain.

pathway. A set of neural connections from one brain area to another.

Pax6. A homeodomain-containing gene that plays an important role in eye
development and brain formation. See also homeodomain.

performance. Noam Chomsky’s term for in-practice factors such as memory
or attention that may limit the ability of some system to fully express its
underlying knowledge, or competence. See also competence.

phenotype. The appearance and behaviors of an organism, in contrast to its
genotype. See also genotype.

phenylketonuria (PKU). A version of mental retardation that stems from
the inability to metabolize the amino acid phenylalanine.

pituitary gland. A pea-sized, hormone-producing gland at the base of the
brain.

PKU. See phenylketonuria.

planum temporale. The upper surface of the temporal lobe thought to be
involved in language processing; typically larger in the left side of the
brain than in the right.

plasticity. The capability of the brain to change in response to experience or
damage.

preformationism. The theory, popular in the seventeenth century, that a
sperm cell or egg cell contained a miniature embryo.

presumptive. A precursor cell or tissue that under ordinary circumstances is
fated to develop a particular way; for example, a presumptive eye cell.

prewired. As used here, a brain structure that develops in advance of experi-
ence that may or may not be modifiable in later development. See also
hardwired.

protein. One of the basic building blocks of a cell, consisting of a string of
amino acids bent or folded into three-dimensional structures that support
complex functions; examples include insulin, collagen, and transcription
factors such as Pax6. See also amino acid, enzyme, protein synthesis, protein
template, regulatory protein.

protein synthesis. The process of converting from DNA to RNA to protein.
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protein template. The coding region of a gene that dictates what protein
will be synthesized if that gene is expressed. See also coding (THEN) region,
IF-THEN.

protocadherin. A special type of cell adhesion molecule that may play an im-
portant role in the development of the brain. See also cell adbesion molecules.

receptor. Protein sentinels that span the cell’s membrane, receiving extracel-
lular signals on the outside and conveying news of their receipt to the in-
side of the cell. Each receptor is specialized to receive a particular signal
such as a hormone or neurotransmitter.

recursion. In computer science, the ability of a program or procedure to call
itself. As used here, a process by which progressively more complex ele-
ments (such as linguistic sentences) can be assembled out of combina-
tions of simpler elements; these complex elements can then serve as the
input to still more complex elements.

reelin. A protein product apparently found only in vertebrates that appears
to contribute to both axon branching and the process of synapse genera-
tion; named after reeler, a mutant mouse that wobbles around as though
drunk.

reflex. An automatic reaction in which a perceptual input leads immediately
to an action, such as the patellar (knee-jerk) reflex, or the rooting reflex of
an infant.

regulation, gene. The process that controls the expression of a given gene.
See also gene expression.

regulatory (IF) region. The part of a gene that specifies the conditions for that
gene’s expression. See also gene expression, IF-THEN, coding (THEN) region.

regulatory protein. A protein that controls the regulation of other genes. See
also regulation, gene.

representational format. The way in which information is arranged and en-
coded in memory.

retina. The part of the eye that transduces light into electrical activity.

retinoic acid. A growth factor important in limb development and (in or-
ganisms such as salamanders) limb regeneration; may also play a role in
neural regeneration.

RNA (ribonucleic acid). The complement of DNA that serves as the interme-
diary molecular template in the process of protein synthesis. See also DNA.
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Robo. A family of genes implicated in the guidance of axons across the mid-
line. See also axon, midline.

schizophrenia. A disorder of impaired thinking, often including symptoms
such as hallucinations, paranoia, and social withdrawal.

serotonin. A neurotransmitter implicated in the regulation of mood, ap-
petite, and arousal.

short-term memory. A neurocognitive system that stores memories for sec-
onds or minutes. See also long-term memory.

sickle-cell anemia. A disorder in which blood cells, having formed a sick-
led shape, stack together, impairing circulation; tied to a specific single-
nucleotide change in a gene for hemoglobin. See also hemoglobin,
nucleotide.

social cognition. The neurocognitive systems that are responsible for under-
standing, predicting, and guiding interactions between individuals.

somatosensory cortex. The part of the cortex dedicated to the processing of
the sensations of touch, pressure, temperature, and pain.

Specific Language Impairment. A disorder of language not attributable to
other cognitive, memory, or auditory impairments.

split-brain syndrome. Syndrome in which the major conduit of commu-
nication between left and right hemispheres is severed. See also corpus
callosum.

statistical information. Quantitative information that describes the proper-
ties of entities, such as how tightly two things are correlated or how fre-
quently a particular feature occurs in a population.

stem cell. A precursor cell that can reproduce itself and give rise to a variety
of different types of progeny cells.

stereotyped behavior. A complex behavior that proceeds in a stylized, un-
varying way.

stimulus. An input or cue from the environment that animals may analyze
and use as a cue to further action.

striatum. Part of the basal ganglia. See also basal ganglia.

successive approximation. A process of gradual refinement, converging on a
final product through a series of increasingly precise steps. See also epigenesis.

superior colliculus. Layered structure at the roof of the midbrain; receives

visual input from the retina. See also midbrain, retina.
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synapse. A connection between neurons in which one cell almost touches
another, allowing neurotransmitters to pass between them. See also 7eu-
YOLTANSINISSION, NeUrotransmitter.

synaptic strengthening. The process by which connections between neurons
are strengthened. See also synapse.

tectum. A sensory way station in the midbrain. See also midbrain.

template, protein. See protein template.

thalamus. A neural way station between sensory systems and cortical brain ar-
eas that further analyzes sensory input; contains the lateral geniculate nu-
cleus and the medial geniculate nucleus. See also medial geniculate nucleus.

topographic map. A systematically ordered set of connections from one
brain area to another, such as from the retina to the tectum or visual thal-
amus. See also retina, tectum, thalamus.

transcribed. See rranscription, gene.

transcription, gene. The first stage in gene expression, a process by which
DNA is copied onto an RNA complement. See also DNA, gene expression,
RNA.

transcription factor. See regulatory protein.

transgenic animal. An animal whose genome has been genetically engi-
neered, such as a knockout mouse. See also knockout mouse.

translation. The process that constructs sequences of amino acids based on the
information contained in sequences of RNA codons. See also amino acid.

tree structure. A hierarchical representation of a sentence (linguistics).

twin, identical. Twins grown from a single fertilized egg, often, though not
always, in a single placenta. See also zwins, fraternal.

twins, fraternal. Twins grown from two separate fertilized eggs in separate
placentas. See also rwins, identical.

Universal Grammar (UG). Aspects of language that are shared across all lan-
guages and all speakers; Noam Chomsky’s term for the innate contribu-
tion to language. See also language acquisition device.

vasopressin. A hormone released by the pituitary gland that acts on the kid-
ney and plays a role in social behavior.

vertebrate. Any animal with a backbone, including fish, amphibians, birds,
reptiles, and mammals. See also invertebrate.

visual cortex. Part of the occipital lobe devoted to visual processing.
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vocal tract. Organs of speech, such as the lips, tongue, vocal folds, and trachea.

Williams syndrome. A form of mental retardation with a complex pattern
of intact and impaired abilities; linked to a deletion of a small region of
Chromosome 7.

X chromosome. One of the two sex chromosomes; females have two X
chromosomes; males have an X and a Y. See Y chromosome.

Y chromosome. The “male” sex chromosome. See X chromosome.

zygote. A fertilized egg.
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