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Preface to the New Edition

I first published this book in 2010, and in its pages I made predictions about the way technology might save our civilization from collapse. One of the ideas was that when the next pandemic hit, we would be better positioned than ever before due to rapid communication, resource finding, telehealth, and telepresence. It’s now 2020, and I’m locked at home, virtually linked arm-in-arm with all my fellow earthlings while the coronavirus wreaks havoc across every public square in the world. It’s a devastating time.

But it is also an opportunity to witness how much our technology has made this battle better than all of the ones that have come before. As we are all on lockdown, many people are tweeting that what we’re experiencing is unprecedented. They’re wrong and they’re right.

They’re wrong in the sense that epidemics (bacterial and viral) have plagued humans – and often toppled civilizations – as far back as our historical telescope can reach. Relatedly, I’ve even heard some people describing the onslaught of COVID-19 as a ‘black swan’ event – by which they mean an occurrence that was massively improbable. But pandemics are not black swan events: they are rare, but they sweep in with a probability of one. We can be certain that the next pandemic will arrive – we just don’t know exactly where to put it on the calendar. For any student of history, what is happening with COVID-19 is neither unprecedented nor a surprise.

However, there is a sense in which something is new about this event. But it has nothing to do with the virus. It’s on the host end. Since the last time we were visited by a pandemic, we humans have covered the Earth with a planetary communication system. I’m mostly considering the internet here, but this includes all of its closely related tech as well: computer technology, international cell phone systems, global positioning satellites, and so on.

This is not to minimize COVID-19’s destructive swath. But thirty years ago it would have been far worse. At that time, we already had international travel that could spread the virus – but we didn’t have worldwide instantaneous messaging for sharing data, spreading research, finding where resources were needed, and maximally keeping supply chains running with a chunk of the population working from home. Such advances may seem small, but the thesis of this book is that these elements of our technology will save our civilization from going the way of almost every major civilization that preceded us.

In fact, this technology is so remarkable – and so new for our species – that its invisibility is surprising. We simply tap letters into our laptops or touch our phones, and suddenly we’re conversing with another member of our species on the other side of the planet. If I told you that a squirrel in North America were instantaneously communicating with a squirrel of its choosing in Europe, you would have me committed. But our brains’ ability to adapt to change has made this tech seem like background furniture rather than the stuff of revolution.

This book is about re-examining our technology – not in the short window of business or political cycles, but in the context of 10,000 years of civilizations. We will widen our lens to encompass the globe and lengthen our timescales to think about millennia. From that vantage point, we’ll see ourselves in a new light in which we are just starting to open our eyes and blink in the dawn of a new millennium that has changed all of the old equations.


Why do Civilizations Collapse?

Congratulations on living at a fortuitous moment in history. We enjoy a stable society that brags technology, progress, and opportunity.

In the face of all our successes, it proves difficult to imagine that our governments, our culture, our storytelling, and our creations could all fold up and collapse. How could our lofty glass-and-steel edifices fall into ruin? How could our proud national story shrink to a few lines in history texts of the future? How could our venerated deities go the way of Neptune, Kukulkan, and Osiris? How could our culture degrade to the unremembered?

Note that you would have had exactly the same trouble envisioning collapse if you lived in the brawny empire of the Romans, or during the Golden Age of the Athenians, or during the pinnacle centuries of the Egyptians, the African Mali, the Babylonians, the Mesopotamians, the Toltec, the Anasazi, or any of the other societies that have risen and fallen before us.

In the surprisingly short span of written history, an astounding number of great civilizations have collapsed. Centuries of progress and development have caved in on themselves, leaving nothing but archeological ruins and scattered genetics. Sensitive literature, inspired mathematics, and bold architecture have degraded in the compost piles of history.

But why? The mystery of disappearing nations has always attracted researchers to sift through the evidence to discern what went wrong. Happily, their detective work has paid off. Patterns have emerged. Although there are many vanished civilizations, they share in common a handful of maladies. Foremost are epidemics, natural disasters, poor information flow, political corruption, economic meltdown, and resource depletion.

These are problems that almost all civilizations come face to face with – in some degree, in some fashion – at some point. And so will we. Repeatedly.

But I make the case in this book that we may be luckier than most of our predecessors. Almost accidentally, we have developed a technology no one else possessed: a rapid communication network that finds its highest expression in the internet. This technology obviates many of the threats faced by our ancestors. In other words, our biggest risks may already be counterbalanced by our most popular technology.

From tsunami warning systems to Twitter revolutions, from the conversion of commerce into zeros and ones to automated epidemic detection, from information immortality to the democratization of education, our communication technology is changing the rules of the civilization survival game. This is not to say there won’t be new threats, or that we can relax our vigilance, or that cyberoptimism should not be tempered by the double-edged complexities of technology – but it is to say that our risk analysis is undergoing a full overhaul. We are poised in a watershed moment in history.

We all enjoy the internet for its fast look-ups, social mash-ups, online bargain discovery, and instant knowledge gratification. But the roots of its importance run deeper. And they require careful attention. After all, the nervous system of the internet has wrapped our planet like kudzu, working its way into lives, buildings, economics, and societies. What better opportunity is there for students of natural history than to study, probe, and seek to understand this new creature?


Sidestepping Epidemics

One of our most dire threats for the collapse of civilization comes in the tiny package of infectious disease. Microbial epidemics precipitated the fall of the Golden Age of Athens, the Roman Empire, and most of the empires of the Native Americans.

It’s a bitter irony that the largest threat to civilizations is something invisibly small. So small, in fact, that the existence of these invisible killers was completely unsuspected while history’s civilizations were tumbling. Only in the past century have laboratories unmasked an understanding of microparasites, and only in recent decades have historians begun to adopt a radically different view of the narrative of times gone by, paying attention for the first time to shifting disease patterns and their human consequences.

It is now clear that microbes have brought more death and destruction than all the wars and famines combined.

But there’s good news: we have just entered a new era of technology – one that may allow us to defang the threat of infectious disease. Let’s first turn to the effects of microbes on the survival of civilizations, and then examine the likelihood that future historians will have something new to fold into their models: the sudden effect that the internet had in preventing society-collapsing pandemics.

*      *      *

Historians have long asked a simple question: how could Hernando Cortez, the Spanish conquistador, bring fewer than six hundred men to the New World and conquer millions of Aztecs? Such military match-ups are rarely won by the underdog. Some of the credit for the Spanish victory goes to their introduction of rifles and horses – but even those technologies are insufficient to explain their rapid crush of a sturdy society.

The Spaniard’s secret weapon was so secret that they themselves would not understand it for centuries. They carried with them a much larger army: smallpox viral particles. The immune systems of the Aztecs had no experience with this microbe, and although they could mount military defenses against horseback attacks, they had no capacity to fight the invisible war waged inside their bodies. Smallpox bore an 80 to 90 percent fatality rate among the indigenous North Americans, and even those who survived were psychologically tortured by witnessing their strongest felled by a disease that left the invaders untouched.

What Cortez pulled off with the Aztec civilization, Francisco Pizarro soon repeated with his resounding defeat of the Inca Empire. As it turns out, the Native Americans were up against a formidable foe: smallpox is the most destructive disease in history, having claimed hundreds of millions of victims between ancient and modern times. The Romans lost up to a third of the population in parts of their empire. A millennium later, crusaders returning from the pillaging of distant lands brought the epidemic to Europe; it was from here that conquistadors transported the microscopic passengers to the New World. Off the coast of the Americas, smallpox cut down a third of the population of Iceland in 1707.

Smallpox is only one of dozens of invisible killers lurking in history’s corners.

A single strain of bacteria, Yersinia pestis, has wreaked havoc for as long as there have existed written records. In humans, the bacteria causes bubonic plague. The plague rebutted the Persian invasion of Greece, opening the way for Greece’s Golden Age. It then returned as the Plague of Justinian to devastate Constantinople and defeat the Byzantine emperor’s plan to rebuild the Roman Empire. Ongoing outbreaks of the plague diminished the populations along the Mediterranean coasts, which greatly aided the Muslim invasion of the region in the late seventh century. The plague bubbled around the planet for the next several centuries, flaring up vigorously and unexpectedly. By the 1300s, things began to worsen: the plague had spread to India, China, and the Middle East, and followed caravan routes to ports along the Black Sea.

In 1346, Tatars laying siege to the port city of Kaffa were infected by the plague – and in history’s first episode of biowarfare they launched their diseased corpses over the walls of the city. When the Tatars left, the Italian traders inside the city scrambled out to return to Europe, unwittingly carrying with them the seeds of destruction: plague-infected rats. All the European ports they touched became infected, and within the next three years the Black Death erased one-third of the population of Europe. Towns were emptied, family members abandoned one another, minority groups were scapegoated, and political upheaval erupted.

The plague eventually died down and allowed Europe to enter the Renaissance, but it continues in a cycle of unwelcome return. Recent appearances in India, Madagascar, the Congo, and the United States remind us that these small bacteria still have their fingers on the trigger.

*      *      *

Smallpox and the black plague are only two deadly microbes to cut empire-defeating, border-bending paths through history. These invisible nihilists are accompanied by a menagerie of friends.

The influenza virus bestowed the 1918 epidemic – the worst in the twentieth century – which wiped out 20 to 40 million people in less than a year. But influenza had a long history before that, playing a series of society-crushing roles – from the deadly Plague of Athens in 430 BCE to the decimation of Charlemagne’s army in 876 CE.

And consider the way that yellow fever, a small RNA virus, shaped the New World. The virus killed so many French soldiers that it led to the independence of the Haitian Republic: Napoleon decided not to sacrifice any more of his soldiers quelling the slave rebellion there. The defeat in Haiti fueled Napoleon’s decision to sell the Louisiana Territory to the young United States. He’d lost his appetite for dealing with man-eating diseases he did not understand.

The list of civilization-changing microbes goes on. Consider malaria, a microorganism that kills over a million people each year by invading and destroying red blood cells. Or take the violent epidemics of typhus that killed 10 percent of the English population in the 1500s, millions of Germans in the Thirty Years War in the 1600s, and was a major player in the Pacific Theater battles of the Second World War. In 2020, the world economy was brought to its knees by a small mutation in a coronavirus.

These and other transmissible diseases have been twisting the plots of human civilizations all over the surface of the planet. Microbes are born anarchists: never ones to respect authority or national borders, they grant the same attention to emperors and queens as they do to peasants and beggars.

This retrospective understanding of microbes’ role in the narrative of civilizations has driven historians to an unlikely tool: the laboratory microscope. The human story is still evolving, and we are about to see that the next important plot twist involves another unlikely player: your laptop.

THE SAFETY NET

Future epidemic threats are as certain as death and taxes; they are heading our way with 100 percent certainty. We remain the same fragile biological creatures we have always been, and with increasing globalization new mutations are granted the opportunity to spread at the speed of jet travel. Modern urban centers crank up human density to levels previously unseen, and careless farming practices have caused viruses to jump species into humans.

So will epidemics take us down as they have so many of our predecessors? I suggest that for the first time in history, they will not be able to. This is for three reasons.

Our first line of protection is telepresence: the ability to work remotely online. In this way, a video-conferencing Homo sapiens is physically located in one spot but gets points for attendance in another spot. Companies have been exploring telepresence since the early 1990s because of the obvious advantages in time, travel costs, and carbon footprints. Mere video telepresence can be easily enhanced with telerobotics – techniques by which you can control machines at a distance. With the right tools in place, one can perform a surgery on the other side of the planet or stroke the cheek of a long-distance loved one. Not surprisingly, telepresence is valued by businesses when a pandemic hits.

But how does it matter for civilizations? Just like lonely people at a bar, infectious diseases seek contact. Often they require proximity between humans: say, someone sneezing on someone else. Sometimes they use intermediaries such as doorknobs or lice. But in all cases, they need humans to be within striking distance of other humans.

Telepresence inhibits disease transmission by reducing human-to-human contact. In a well-prepared society, businesses can activate epidemic stay-at-home plans. They can leverage telepresence to keep supply chains running with the maximum number of employees working from home. This doesn’t keep everyone off the streets but, as we saw in 2020, it greatly reduces the density.

And a slight reduction is all it takes. To put down an epidemic, one does not need to prevent infections entirely. One only needs to reduce infections below a tipping point. Infectious microbes have a limited lifetime and a narrow probability of infecting others. So if the population density of hosts is low, the virus will not come into contact with enough new hosts to propagate within its window of infectivity, and it will eventually peter out. On the other hand, if the population density is high, a single infected host infects many others, and this process repeats exponentially until the situation blossoms into an epidemic.

In other words, because the density of infectable humans matters critically, there is a sharp turn – a tipping point – at which infection moves from a stable equilibrium to existential trouble.

One can annually observe this tipping point in action with the spread of colds during the winter holiday shopping season: when the density of mallgoers increases by a small percentage, the balance of infection and recovery moves into an epidemic – and purchases shift from gifts to widespread sales of tissues and cold remedies.

*      *      *

Our second line of protection is diagnosis at a distance.

In the past, societies have typically reacted to epidemics by bunching together, increasing density and transmission rates. In medieval Europe, for example, warring religious factions demonstrated solidarity in the face of a plague by marching together in the streets – an unfortunate misstep in terms of density. And in the New World, Native Americans expressed goodwill by gathering in the teepees of those infected with smallpox, again an ill-fated gesture.

I refer to this bunching up as ‘plesiopresence’, from the Greek word for near (as opposed to tele: far). Plesiopresence is exactly what we would like to avoid in the face of the next scourge. It’s why the population spread six feet apart in 2020.

Plesiopresence is precisely the fear that haunts all major medical centers. The next time a substantial infective strain appears (say, an influenza virus like avian or swine), what will happen if every person with a cough flocks to the local hospital instead of staying at home? The density in the waiting room will allow the infection to do what it would not be able to otherwise.

The internet’s elegant solution to the plesiopresence problem is telemedicine. With increasingly sophisticated technologies, patients do not have to physically bunch up in waiting rooms and inhale each other’s germs, but can instead be diagnosed from home.

As it turns out, medical-care-at-a-distance enjoys a long history. Throughout Europe, a practice of in absentia care was conducted via the postal service: patients penned their symptoms and doctors wrote back from the comfort of their offices. In 1906, one of the inventors of the electrocardiogram, Willem Einthoven, tried to pioneer a method for sending ECG data over telephone wires for patients who were far from the hospital. In the 1920s in Australia, people used pedal-powered, two-way radios to communicate with the Royal Flying Doctor Service, as the vast outback offered little other choice.

These early ideas have evolved into the growing field of modern telemedicine, in which health-care providers can perform meaningful diagnoses and treatments without ever being in the same room as the patient. We saw the first signs of progress on this front during the 2020 pandemic, with many medical appointments moving online. In the near future, essentially everyone will have a telemedicine kit at home, in the same way we currently have Band-Aids and thermometers. A medical professional will ask you to hook up the stethoscopes, blood pressure cuffs, blood sugar monitors or electrocardiographs. The rich picture of your physiology will be immediately available at the other end.

Companies and hospitals are currently developing telemedicine because it is cost-effective for remote or isolated regions. But the effort should be equally concentrated within urban centers – the places that mistakenly imagine they need telemedicine least. If enough telemedical peripherals get put into place, the real payoff will come with the arrival of the next wildly infectious agent, and its cost-effectiveness will be measured at the scale of civilizations.

*      *      *

Telepresence and telemedicine allow us to reduce host density. But if that doesn’t work and a pandemic hits anyway, the internet gives us much better ways of tracking it to optimally direct our resources. And that is our third line of protection.

The idea of tracking flu outbreaks has been in play for a long while, but it’s a difficult mission. How can we detect exactly where people are getting sick? After all, there’s no central reporting system. Currently, the Center for Disease Control assiduously tackles the problem by communicating with hospitals to count up the number of flu diagnoses at each location around the country. In this manner, they can direct flu vaccines and other resources. This technique is successful – but it requires tremendous bureaucratic effort and lags the actual outbreak by two weeks.

So Google came up with a better idea. They noticed that when people get sick, they’re likely to perform flu-related searches online – searches like Why am I vomiting? What causes diarrhea? How do I know if I have the flu? and so on. By dynamically mapping the locations and frequency of these queries, Google develops a high-resolution view of how microbes are painting the world. Google’s reports require no human effort, and their reports don’t lag outbreaks by two weeks. That’s how to facilitate an ultra-rapid response when resources need to be directed with precision.

HOW TO AVERT A PANDEMIC

There is a tight connection between the small scales of biology and the large sweep of history. Global warming aids the dissemination of pathogen-carrying mosquitoes, meaning that many diseases have spread into areas where they previously did not exist. Our shifting societal structure – with increased international travel, regional conflicts, and refugees – has led to the re-emergence of viruses we recently believed were contained or eliminated. That’s the bad news. The good news is that our scientific understanding of disease is increasing rapidly. In the beginning of the twenty-first century, we have sequenced the genomes of viruses, the mosquitoes that carry them, and ourselves.

As a result of these counterbalanced developments, the battle between man and disease has reached a new level of intensity. We have new vaccines, but too large a population to disseminate them effectively. We knock some diseases out of the game, but new ones pop onto the international stage with higher frequency. As a result, we face difficult questions. Could a new influenza epidemic decimate our civilizations? Could the re-introduction of old diseases through bioterrorism steer our future onto a different track?

The advent of the internet may be the unlikely technology that tips the scales in our favor. Unlike previous generations that were brought down by disease, we now have at least three prongs of attack that may enable us to evade pandemics.

To appreciate your technological good fortune, imagine that the Native Americans had the internet when the Spaniards arrived. Imagine they were equipped with the capacity to communicate across vast landscapes, to be diagnosed and treated from within their own teepees, and to distribute region-wide resources precisely where they were needed. The Americas would look quite different today.

*      *      *

Leveraging the internet to avert existential risk doesn’t come for free: there is still work to be done. First, we need to be well-prepared when an epidemic arrives. I envision a day when, at a signal from the Center for Disease Control, we can fluidly shift into a quarantined, telepresent society – one in which microbes fail by dint of host sparseness. Whatever the social ills of isolation, they bode worse for the microbes than for us.

To make this scenario plausible, businesses need to further develop their epidemic plans. Companies can test out the work-from-home element of their disaster plans quite easily by simply having a subset of their employees work telepresently for a week. What fails? What works well? With this strategy, they can discover the kinks in the plan and refine as needed. Businesses are the ones most incentivized to build telepresence plans, but at a broader level, citizens need to get their governments involved in regional plans.

Next, communities need to develop their telemedicine strategies. We need to make sure that all our neighbors don’t choke up the medical centers at the first signs of infection: that would only repeat the high-density mistakes of the medieval Europeans or Native Americans. To this end, I suggest that telemedicine development should be focused on dense urban centers at least as much as rural areas. While secluded areas sporadically need remote diagnosis now, city-dwellers may require the capacity much more dearly in the near future.


Remembrance of Things Past

In a battle between Julius Caesar and Ptolemy XIII, Caesar made the clever move of lighting fire to his own ships. This allowed him to set ablaze the oncoming Egyptian fleet as it maneuvered to corner him. The fire spread to the docks and had the secondary helpful effect of clearing away any cover from which the Egyptians might fire unwelcome arrows.

But there was collateral damage. The fire continued to spread from the docks and burned down the Library of Alexandria. The library was home to the world’s largest collection of manuscripts at the time. Under Ptolemaic decree, all visitors to the city were forced to temporarily surrender their books for careful copying by scribes. Groups of scholars were hired for careful translation from Hebrew and Arabic to Greek. In parallel, requests were sent to neighboring countries to borrow and copy their most important texts. By these methods, 400,000 papyrus scrolls were collected and stacked – scrolls that held the learning and literature of Babylonia, Egypt, Greece, Macedonia, and much of the rest of the known world.

All the knowledge that had been collected over these decades was lost entirely in the fire. The astronomical charts, the mathematical treatises, the translated holy texts and stories and essays – all of these curled and browned from high information density to ashes. The library was one of the Wonders of the Ancient World. Like all the rest of the wonders except one, it is now just a memory – its fate more the rule than the exception of history.

The learning and discoveries of the Maya met the same end in the bonfires of the Spaniards. The Mayans had developed a sophisticated alphabet that resembled the hieroglyphics of the Egyptians, but phonetically represented spoken language. Although the Mayans occasionally etched these symbols into stone, their main medium was the codex: books made from bark paper and coated with lime to produce a white writing surface. By 1517, Spaniards under the leadership of Hernández de Córdoba pulled their boats onto the shores of the Yucatan, carrying with them guns, microbes, and a keen desire to claim lands, gold, and victory for their queen. Some of these Spaniards, full of testosterone and youthful superstition, settled on the idea that the symbolic alphabet of the Mayans was the work of the devil. Whether for this reason or for more prosaic ends of domination, the Spanish conquistadors and priests ordered Mayan codices to be set ablaze wherever they were found. They hosted several public burnings of literature, including a public torching of parchment books at Mani in 1562 and another at the defeat of the Itzá capital Tayasal, Guatemala, in 1697. One Spanish bishop wrote that his fellow clergy had destroyed the books ‘because they thought [the codices] might harm the Indians in matters concerning religion, since at that time they were at the beginning of their conversion’.

The Mayan writings contained information about their culture from astronomical calculations to genealogies, although no one can meaningfully estimate the extent of the missing literature. In 1540, a Spaniard named Alonso de Zorita reported that he had pored over many Mayan books in Guatemala that ‘. . . recorded their history for more than eight hundred years back, and that were interpreted for me by very ancient Indians’.

In this feverish manner, the history, mathematics, engineering, and storytelling of the Maya were lost in their entirety.

Well, almost in their entirety. Of the thousands of books that recorded the extent of Mayan learning and discovery, only three – and a fragment of a fourth – have survived to modern times. These books, long peripatetic and underappreciated for their significance, floated around the world for decades before being recognized for their importance. The surviving codices are generally named after the cities in which they came to rest: the Madrid Codex, the Dresden Codex, the Paris Codex, and the Maya Codex of Mexico. The last one is just an eleven-page fragment which surfaced in 1971, and whose origins and genuineness were debated for years. Imagine someone trying to reconstruct our civilization from only Jane Eyre, Frankenstein, Harry Potter and a fragment of Twilight, and you’ll have a sense of what was lost.

Like the Mayans, the Minoans were another civilization whose hard drive was wiped clean. The Minoans, a highly organized Bronze Age society on the island of Crete, flourished from at least 2700 BCE, pioneering techniques from agriculture to art. They were a major naval power, and by the waterways of the Aegean Sea they enjoyed contact with all the major powers of their time. They inherited ideas from the Egyptians and Mesopotamians and passed new ideas onto the Greeks. The Minoans were the first prototype of European civilization.

But in 1450 BCE, the Minoans met a curt demise. The evidence suggests that a massive volcanic explosion on the neighboring island of Santorini triggered a colossal tsunami. The wave howled across one hundred kilometers of blue waters between the islands and instantly obliterated the naval forces and coastal communities of the Minoans. Some historians suggest they were then finished off by an invading force. The end result was that an ancient and powerful civilization disappeared in a blink of historical time.

[image: image]

The Minoan Phaistos Disc

One of the artifacts discovered from the Minoan civilization was the Phaistos Disc, a plate-shaped document covered in fascinating symbols. The problem: even today, no one can translate these symbols. In fact, we don’t even know what the Minoans called themselves – the term ‘Minoan’ was coined by a British archeologist. Everything they had and knew was lost to us. Even their very existence was forgotten for millennia by close neighbors.

The lesson of history is that knowledge is hard won but easily lost. Museums, archives, houses of learning, and entire communities continually fall under the wrecking ball of natural disasters and the swords of invaders.

If you were to look at a map of the Earth sped up through historical time, you would see small fires where discovery took hold, lasted some number of generations, and then petered out. Observing carefully, you would see the same idea light up again in a different spot on the globe. Sometimes ideas become a conflagration and spread widely, but more often they blow out and wait for someone else to go through the difficult labor of rediscovery.

Each time this happens, the bootstrapping of mankind’s knowledge slips back. Without storage, ideas require perpetual rediscovery.

Retaining information is not simply a matter of historical interest: it matters for survival. Take as an example the practice of inoculation: the introduction of a live virus into people to build up their antibodies. When an inoculated person comes upon the virus later, the immune system has already mustered a full combat strategy and can defeat the microbial invasion.

In 1716, the witty, incandescent English aristocrat Lady Mary Wortley Montagu first witnessed the practice of inoculation while abroad with her husband in Turkey. When she returned to England two years later, she introduced the concept to the British Empire through tireless efforts. Some among the royalty and intellectuals were averse to accepting advice from a woman; circumventing them, she campaigned for the concept until it became widely practiced. As she correctly recognized, inoculation isn’t just a good idea, it’s a great idea: it is simple to implement and reduces mortality substantially.

Although many have heard of Lady Montagu’s heroic introduction of inoculation, less well known is the fact that inoculation arose independently in many places in the world. It had been underway in Asia and Africa for centuries before it found a foothold in Europe. In China, inoculation was discovered as early as the tenth century, and it was widely practiced during the Ming Dynasty in the 1500s.

For hundreds of years other countries were using these techniques, but the fire never spread to Europe. While infections reached out liberally across the globe, the good idea did not. Besides the local efforts of a few good humans, there was no effective mechanism to spread the word.

An English country doctor named Edward Jenner improved on the idea of inoculation in 1796, when he noticed that the local milkmaids were not contracting smallpox. Everyone else was, but the maids seemed to enjoy some mysterious protection. He knew that the milkmaids had previously contracted cowpox, and he reasoned that the cowpox was conferring a cross-immunity to the much more dangerous smallpox.

On May 14, 1796, an eight-year-old boy named James Phipps – the son of one of the milkmaids – enjoyed the dubious honor of being history’s first test of Jenner’s reasoning. Happily, Jenner was correct. When he inoculated Phipps’ arm with cowpox, the boy contracted cowpox for a few days – but upon being exposed to smallpox eight weeks later, the boy was immune. It was a heroic victory for the concept of vaccination.

But it turns out it was not the first. At least six other people in Germany and England had successfully tested the possibility several years before. One of them, British farmer Benjamin Jesty, had vaccinated his family with cowpox as early as 1774. Another, Peter Plett, successfully vaccinated several schoolchildren in 1790, but could not get the medical faculty at the local university to pay attention.

Because there was no expedient way to spread their knowledge, Jesty, Plett, and the others were stuck. The fire had to be rediscovered.

The chronic need to rediscover good ideas impacts the chances of survival of civilizations. Millions of people died of smallpox over the course of these centuries because the knowledge was rooted in place. The civilizations of the Native Americans were melting down during exactly the same period in which Europeans were lining up for Jenner’s vaccination; conquistadors had introduced smallpox but no one had introduced the new medical technologies.

History is characterized by amnesia: the clever observations and experiments of civilizations have required continual rediscovery. Take as a further example the fact that basic plumbing ceased to exist in Europe for almost a millennium after Rome’s collapse. Or consider that in 1900 three different botanists – Carl Correns, Erich von Tschermak and Hugo de Vries – all independently rediscovered the rules of genetic inheritance that Gregor Mendel had quietly demonstrated forty years earlier.

KEEPING THE FIRE BURNING

For existential security, ideas should be discovered once and catch fire. And this is where the internet shines. The trick to retaining knowledge is to distribute storage – a motivation that lies at the heart of the internet’s origin. The project started life as ARPANET (Advanced Research Projects Agency Network) and several other small, independent networks. In the early 1970s these disparate nets were merged by funding from the Defense Advanced Research Projects Agency (DARPA), which recognized the value of having a single, enormous network that could stay alive even if parts of it were bombed out. If files are in one place, their contents are fragile; if the files replicate themselves in multiple places in the nervous system of the net, they transcend the risk of erasure.

DARPAnet quickly evolved into the internet, where transformations of knowledge now latch on immediately. News spreads globally at the speed of electrons, and the redundancy makes it difficult to erase. In a distributed world, fires, floods and bombs have a difficult time erasing a knowledge set. With the net, we cannot lose libraries, codices and memories of neighboring civilizations. Good discoveries finally gain the capacity to outspread the problems they address, and to lay down permanent, planet-wide roots.

The Alexandrians, the Mayans, and the Minoans lost their writing to the ravages of time. But our generation has sidestepped this possibility: as long as we have the internet, our words will have a measure of immortality.

Consider Google Books, which makes the world’s writing clickable and searchable by high-throughput scanning and optical character recognition. Books that are out of copyright are made available in their full text, while books still protected are doled out only in snippets or limited chapters. Unlike the Library of Alexandria, Google Books is distributed and non-flammable.

Not only do books benefit from digital immortality – but so do short-form, fast-moving scientific discoveries. On PubMed or Google Scholar, any piece of published biomedical research from anywhere on the earth becomes discoverable in a couple of clicks. In the physics community, the repository is arXiv.org, which houses millions of eprints in physics, mathematics, computer science, quantitative biology, quantitative finance, and statistics. The site JSTOR (short for Journal Storage) digitizes archived journals – beginning with the first issue of Philosophical Transactions of the Royal Society in 1665 – and lays them at our fingertips, fully text searchable.

If the Mesoamericans had had access to these resources, they could have searched on ‘inoculation’, and they would be reading these words beside you on an iPad now.

As an example of the modern-day commitment to retain knowledge, consider the Internet Archive, a non-profit digital library which archives snapshots of pages across the World Wide Web. In describing their mission, they point out:

Most societies place importance on preserving artifacts of their culture and heritage. Without such artifacts, civilization has no memory and no mechanism to learn from its successes and failures. Our culture now produces more and more artifacts in digital form. The Archive’s mission is to help preserve those artifacts and create an Internet library for researchers, historians, and scholars.

The Internet Archive is headquartered in Silicon Valley, but to guarantee its permanence it mirrors all of its zeros and ones at an independent location across the globe. That location? The modern Library of Alexandria: Bibliotheca Alexandrina in Egypt.

As another example of the modern appreciation of storing knowledge in a redundant manner, consider Michelangelo’s statue of David. The seventeen-foot-tall statue in the Accademia Gallery in Florence was captured by a 3D laser scanner developed by Stanford University and the University of Washington. With this technology, they reconstructed a model of David with one billion polygons at a quarter of a millimeter resolution.
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A billion-polygon digital model of Michelangelo’s David

This idea behind the Digital Michelangelo project is straightforward: if the museum is destroyed in an earthquake, the statues can live forever online. They are mirrored around the globe. Any web surfer is encouraged to download and store Michelangelo on her drive.

A David built of zeroes and ones illustrates a conceptual point: in the silicon age, objects and ideas acquire immunity against destruction. This is critical for the intellectual discoveries that might be happening anywhere on the earth and that might become important for our future. The Digital Michelangelo engineers write that their long-term goal is to ‘place this technology in the service of the humanities and to create a long-term digital archive of . . . important cultural artifacts’.

Rapid networking and redundancy on the internet preserves ideas so they can be drawn upon when needed. In this way, civilizations do not lose valuable time with parallel rediscovery of lifesaving knowledge. And this allows civilizations to optimally solve problems, even problems we cannot yet recognize.

The most haunting part of the story of Pompeii is not the fact that the residents were burned and buried alive, but that their very existence was forgotten by their neighbors. Pompeii lives in our public consciousness only because it was accidentally rediscovered. This happened first in 1599 by the architect Domenico Fontana – but for reasons no one will ever know, Fontana chose to cover up the finding and walk away. The city then lay undiscovered again until 1738, when workmen digging to place foundations for a palace stumbled onto the ruins.

Although it may seem surprising that societal data could slip away so easily, consider the trajectory of linguistics: as cultures have been merging, native languages have been irreversibly blinking off the radar screen. But we can now stop the loss. Take the Long Now Foundation’s Rosetta Project, a publicly accessible digital library of human languages. The project is built by international global collaboration of language specialists and native speakers working in concert to find, translate, and retain the world’s fast-disappearing languages. It currently curates over a hundred thousand pages of documents, as well as audio recordings of over 2,500 languages. The collection is housed as a special collection of the Internet Archive.

*      *      *

The immortality of ideas is not all positive – it also injects noise into the knowledge base, which introduces the new challenge of separating the intellectual wheat from the chaff. Despite this, the durability of old ideas for new discoveries is vital. By sowing knowledge into the computational cloud, societies can reap the best possible harvest when faced with existential threats. This allows civilizations to progress with the least slip-back.

Our foray into information-preservation has only begun. Beyond the statue of David, we can move in the direction of preserving whole cities, which may be accomplished by combining, say, the millions of individual viewpoints of photographs on Flickr, stitching them together with Microsoft Photosynth, and combining these with Google Maps to preserve detailed three-dimensional information about cities. This is cartography on steroids, effortlessly storing entire metropolises in a way that tsunamis or nuclear wars can never erase.

An even greater hope lies not simply in documenting good ideas, but in producing them. As we improve information science, we’ll be able to construct algorithms that read the hundreds of thousands of papers stored in PubMed and generate new hypotheses and experiments, allowing an even faster ratcheting of knowledge.

For the more distant future, there is no theoretical reason why we should not be able to download and store a high-resolution map of the brain and body into zeros and ones. After all, it’s not just the Mayan books that were lost – it was also the Mayan nervous systems, with all their hopes, dreams, personalities, quirks, wits, and experiences. Wouldn’t it be mind-boggling to run a perfect simulacrum of a person from centuries ago? Wouldn’t it be terrific to have a nice conversation with him, translated with the aid of the Rosetta Project?

For now, we have seen the ease with which the knowledge of – and knowledge about – entire civilizations can disappear suddenly. Each time this happens, it causes slippage in the endeavor to improve science, art, medicine, literature, and the human condition. Whatever the wastefulness of words on the web, their redundancy constantly stokes the intellectual fires. Unless the internet goes down, ideas are now steel structures rather than sandcastles on the beaches of time.


Outpacing Disaster

One of the prime existential threats is natural disaster. In various forms – wind, water, fire, quakes – these surprise rages of nature can topple a carefully built civilization in a day.

People tuck themselves into mountain valleys, gather alongside rivers, and settle on the beautiful open coasts. These landscapes change so slowly as to make their dynamics irrelevant to the short human life cycle. But occasionally, nature gets an itch and makes a punctuated gesture, at which point forlorn humans discover their idyllic spot is a waking nightmare. Natural disasters live in our consciousness as the archetypical threat to survival. This may account for the lasting nature of fictional stories such as the Sodomites and Gomorrans, or the flooding and sinking of Atlantis.

But do natural disasters represent the same level of danger that they have traditionally? Or does the internet shift the winds in our favor?

Take volcanic eruptions. The difficulty with volcanoes is that they operate on timescales totally foreign to us. A volcano can stay dormant for millennia, and then will erupt in the middle of lunch. As a result of this long-term dormancy, societies have often been lured to set down their stakes in close proximity to these silent hulks, especially when no inherited history gives reason to suspect danger. Such civilizations suddenly find themselves in the middle of a flowing, molten, unforeseen existential challenge.

In the previous chapter I mentioned the volcanic burial of the city of Pompeii in the year 79. But the volcano that launched it all, Vesuvius, was not alone in its society-destroying ventures. Two centuries after Vesuvius, the Xitle volcano erupted in modern-day Mexico, covering and extinguishing the city of Cuicuilco. In 595, the Loma Caldera volcano awoke and buried the Mayan village known as Joya de Cerén. Cerén was discovered in El Salvador in 1976, and is known now as the Pompeii of the Americas.

Will there be a Pompeii of the twenty-first century? We have no shortage of volcanoes peppering the crust of the planet, and more than enough cities hugged right up against them.

*      *      *

And let’s consider the threat posed by tsunamis. I mentioned earlier that the Minoan civilization appears to have been toppled by a tsunami. But they are only one civilization of many to die under the weight of water.

On the morning of January 26, 1700, an enormous quake in the mostly uncharted American northwest triggered a tsunami that sped across the Pacific and smashed into the shores of Japan, washing away fishing villages and homes. (The Japanese called this an ‘orphan tsunami’, because they had no idea where it had come from). Other tsunamis have festooned the books of geologists. In 1792, part of Mount Unzen in Japan collapsed into the sea, causing a tsunami 330 feet high and killing 15,000 people in the surrounding villages. A landslide in Italy in 1963 created an 820-foot tsunami that surmounted a dam and destroyed five villages, killing 2,000 people.

A tsunami is the most dramatic way for water to arrive, but there are many ways that floods can creep up over hours or days. The Burchardi Flood resulted from a storm tide that continuously pounded the coast of Nordfriesland in the North Sea throughout the nights of October 11 and 12, 1634, washing away the village and permanently redefining the coastline. Similarly, it is thought that the disappearance of an ancient civilization in the Supe Valley along the Peruvian coast was due to flooding and its aftermath.

The deadliest floods recorded have taken place in China. In 1887 the Yellow River flooded, broke the retaining dykes along the riverbanks, wiped out agricultural and commercial centers, and drowned 900,000 people. An estimated two million more were left homeless. The trouble was only beginning for the Chinese. In 1931, the river flooded again, and this time it was much worse. The 1931 Central China floods killed an estimated four million people and are considered the worst natural disaster in history.

*      *      *

Another major existential threat is the earthquake. On June 7, 1692, just before lunch, an earthquake struck Port Royal, Jamaica, one of the most active ports in the region. Most of the city’s landmass sank below sea level, buildings toppled into the water, and 2,000 people died.

In the ancient Israeli city of Megiddo (also known as Armageddon), the sandwiched layers of buildings are best explained by an ancient earthquake that spelled the final doom of the city. Similarly, the Harapan civilization, which vanished in 1900 BCE, may have fallen victim to an earthquake after two millennia of thriving culture.
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Tablets from the lost Harapan civilization

Archeologist Amos Nur of Stanford University proposes that salvos of quakes over the period of a century might have brought about the end of the Bronze Age. Nur points out that in ancient civilizations, power tended to be concentrated in specific locations, in the hands of small groups of people in a few fortified structures. It is easy to see how a single earthquake could reshape the destiny of such a culture in an afternoon.

Like volcanic eruptions, earthquakes are waiting in the wings of our future. Pressure builds for decades in tectonic plates. Which fault lines are about to rupture, and how will that affect us? And what does any of this have to do with the internet?

THE ADVANTAGE OF A WARNING

The California wildfires of 2007 brought into relief the relationship between natural disasters and the internet. At the beginning of the outbreak, Californians were glued to their television screens, hoping to determine if their own homes were in danger. But at some point they stopped watching the televisions and turned to other sources. A common suspicion arose that the news stations were most concerned with the fate of celebrity homes in Malibu and Hollywood; mansions seemed to take up airtime in proportion to their square footage. This made for gripping video but poor information about which areas were in danger next.

So people began to post on Twitter, upload geotagged cell phone pics to Flickr, and update Facebook. And the balance tipped: the internet spread critical news more quickly and accurately than any centralized system could compete with. The shockwave of the internet news sped faster than the firefront. Citizen-reporters were embedded in every block of every neighborhood. The decentralization and networking expedited the news. Bits zipped around at speeds that outpaced the danger, allowing people to retreat at the moment they needed to. And that put us as close to moment-by-moment omniscience as the world had ever experienced in the presence of a natural disaster.

To more deeply understand what the internet brings to the table, let’s compare what happens when societies do and do not have online networking capabilities. Consider the 2004 Indian Ocean tsunami. On December 26, a massive earthquake occurred on the ocean floor off the coast of Sumatra, Indonesia. The movement of plates – lasting an unusually long ten minutes – triggered a series of colossal tsunamis which sped toward the coastal communities of fourteen countries. Around 230,000 people died in the resulting disaster, mostly in Indonesia, Sri Lanka, India, and Thailand.

Because tsunamis are rare, few people on the rim of the Indian Ocean understood that the sudden receding of the beach waters indicated a massive tsunami on the way. Only Mai Khao Beach in Thailand appears to have escaped massive casualties, and that was because a ten-year-old British girl, Tilly Smith, had just learned about tsunamis in a geology lesson two weeks before. She saw the receding waters and the bubbling froth, and told her parents that meant a tsunami was imminent. They in turn warned the others on the beach, and everyone left for high ground.

Sadly, with the exception of a ten-year-old girl and a few other minor pieces of luck, citizens along the rim of the Indian Ocean had no advance warning.

Contrast that situation in the Indian Ocean with the Pacific Ocean.

On April 1, 1964, a 7.8 magnitude earthquake near the Aleutian Islands triggered a tsunami with waves 130 feet high. The waves roared off toward Hawaii, and four and half hours after the quake they reached the islands of Kauai and then Hilo, killing 159 Hawaiians. Think about the timescale that passed between the quake and the resulting devastation: if there had been a good way to measure and communicate information quickly, those four and a half hours could have been spent by the Hawaiians moving to high ground and preparing for the wave’s arrival.

This consideration was not lost on seismologists and engineers, who spurred the development of a Pacific Tsunami Warning Center. The system uses buoys sprinkled across the ocean to detect tsunamis in real time and get the information spread to coastal communities quickly.

On February 27, 2010, the Pacific Tsunami Warning Center issued a Pacific-wide warning. The beaches of Hawaii were completely evacuated, and the US Navy Pacific Fleet sent four warships and three other support and research vessels steaming out to sea as a precaution against shore damage at Pearl Harbor. As it turns out, a tsunami did not arrive, but it was a successful test of warning people before disaster strikes.

The Indian Ocean lacked such a system. Had one been in place, it would have changed the 2004 narrative entirely.

In this way, the opening of the twenty-first century offered a dramatic contrast between disaster arriving first versus information arriving first. If the Minoan civilization had had a tsunami warning system, they might have evacuated to higher ground, and Minoans would be riding along next to you on the subway.

To appreciate another example of how speeding information impacts existential threats, imagine the Pompeiians had electronic communication networks when Mt. Vesuvius blew on August 24 in the year 79. It turns out that Vesuvius, like most volcanic explosions, occurred in two phases. First, there was an eruption that lasted a day and produced a rain of pumice that built up to depths of over nine feet at Pompeii over the course of a day. This was followed the next day by pyroclastic flow, which was the real killer. Pyroclastic flow is composed of hot rock and gas that flows down the side of the volcano at speeds up to 700 kilometers per hour. A wall of material as hot as 1,000 degrees Celsius plunges down the side of the volcano and can travel hundreds of kilometers, obliterating unlucky communities in its path. Pyroclastic flow is what burnt and asphyxiated all the people remaining in Pompeii, sealing the grave of the city.

By my calculation, the Pompeiians could have easily marched ten kilometers southeast to safety in about two hours and all been saved. Instead, stymied by a lack of information, they were killed and lost to collective memory for fifteen centuries.

THE IMPORTANCE OF THE AFTERMATH

In a 1692 earthquake in Jamaica, an estimated 3,000 people died after the quake – due to pestilence, injury, and disease – as compared to the 2,000 that died during it. This is the tragic but typical story of natural disasters: the aftermath requires as much or more care than the event itself. As another example, I mentioned earlier that the 1887 flooding of the Yellow River immediately killed 900,000 people. But about one million more lost their lives in the aftermath, victims of a subsequent pandemic and a dearth of requisite food, shelter and supplies.

These deadly consequences also characterized the earthquake that devastated Port-au-Prince, Haiti, in January 2010: pestilence, violence, and injury were extensive. But it could have been far worse. Right after that earthquake, the internet gave a proof of principle in aiding disaster recovery. How? By aggregating information from the public for use in crisis response. The aftermath was softened through sites like Ushahidi.com, which allows aid messages
to be instantly mapped by time and location. Using text messaging, email or web portals, citizens and aid workers can aggregate real-time information for use in the crisis response.
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Ushahidi.com was used to manage the aftermath of the Haitian earthquake

This figure shows a snapshot of the site shortly after the quake. The red dots show the locations where help was needed – including what kind and how urgently. In the immediate aftermath of the quake, this became the critical go-to site, unlike anything that had ever been available before in the face of natural disasters.

Ushahidi was originally developed to track reports of ethnic violence in Kenya in 2008 (more on this in the next chapter, Mitigating Tyranny). But the site’s founders quickly saw the use for it in any information-aggregation domain. Just like the fast sharing of information during the wildfires, a system which recruits thousands of citizen-reporters changes our capacity to confront aftermath.

There is an interesting twist on rapid information spreading. Because we know that people will inevitably turn to the internet with posts and queries immediately after a disaster (say, an earthquake), we could in theory assess spots of massive damage by the absence of queries from those locations. That is, if a terrible hailstorm hits a region, there will be lots of tweeting; if a devastating meteor hits, there will be none. The silence would carry the extent of the bad news at the speed of electricity.

KEEPING A STEP AHEAD

With advanced communication networks, humans grow closer to omniscience and omnipresence, spreading news of disaster faster than the disaster’s wavefront. In the right circumstances, this head start can provide the extra hours that save us.

We’ve discussed volcanoes, tsunamis and earthquakes, but the advantages of rapid networking apply equally to hurricanes, typhoons, cyclones, tornadoes, and every other form of natural disaster that has been so traditionally devastating to societies. We won’t be able to stop the threats from heading our way, but we may be able to outpace or sidestep them. And even when we can’t, we can improve our crisis response by giving everyone a voice in aggregating the spots where help is needed.


Mitigating Tyranny

In the same way that bodies require an unobstructed flow of blood in arteries, societies need the free flow of information. In both cases, barriers to the flow can be fatal.

Political censorship has been a familiar specter in the last century, with state-approved news outlets ruling the press and airwaves in Romania, Cuba, China, and Iraq, among many others. The official newspapers of the former Soviet Union held a complete lock on the news, and foreign newspapers were allowed only if they were published by Communist parties and approved by the Soviets.

And censorship didn’t end with news stories. Copying machines were tightly controlled by the Soviets to prevent dissemination of self-published books or magazines. Even weather reports were censored. In Nicolae Ceauşescu’s Romania, certain temperature extremes translated into time off work – so the weather reports were doctored so that those levels were not reached. Stalin also manipulated weather forecasts if they suggested that the sun would not shine on the day of celebration for the labor movement.

In Saddam Hussein’s Iraq, maps of Baghdad were not allowed to be printed, lest an enemy of the state get hold of it and decipher the street names for easy navigation. The Iraqis did not bother to doctor weather reports; instead they simply locked them away as classified information.

Beyond changing new news, the Soviets loved to change the old news. They held a not-so-secret fondness for rewriting their national story on the fly, routinely editing photographs to remove comrades who had fallen out of favor with the Party.

Take a close inspection of the photograph on the left: it proudly captures Lenin and other Soviet leaders in Red Square, Moscow, in 1919. After Leon Trotsky fell from party favor, he was airbrushed out of history from Lenin’s side – you can note his absence in the revised photograph on the right. Note also that another man, Kamenev, disappears from Lenin’s other side. The bearded man two rows in front of Trotsky, a Bolshevik leader from Georgia, has also vanished.
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Or consider the photograph on the left, below, in which the man next to Joseph Stalin is the ruthless Nikolai Yezhov, then head of the secret police (NKVD). After years of brutally purging enemies of the state (typically without evidence and often for personal reasons), Yezhov finally earned the same treatment himself: in 1940 he was stripped, beaten, and shot in the basement of an NKVD station. Stalin wrapped up loose ends by deleting Yezhov from history.
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Not surprisingly, governments famous for blocking information flow are the same ones we think of when we hear of purges, shortages, isolation, and repression of civil and political rights. Censorship rarely works well for regimes, perhaps because a population that has been fed doctored messages never truly falls for the trick. Instead, the draconian control of information tends to hobble cultural progress and foment revolution.

In fact, the tyrannical grip of censorship can bring down a nation. As one example, Trofim Lysenko was a Soviet agronomist who proposed stunning new scientific theories about how to grow wheat better and faster. Favored by Stalin, he rose through the ranks of power. But it turns out Lysenko’s theories were scientifically fraudulent. As it also turns out, that inconvenient feature of his claims did not stop him from gaining impressive influence in the party, and by the 1940s he steered the agricultural program for the entire USSR. There was a grave problem with this centralized command. The USSR spanned thirteen time zones and an astounding variety of soils, climates, and local knowledge. Applied to a landscape this size, the central rule-setting was disastrous for wheat production. Local farmers knew better how to care for their crops, but were prohibited the freedom to do so. Scientists who disagreed with Lysenko found themselves disbarred from their positions. Several agronomists were executed. Part of the downfall of the USSR can be traced to this centralization of agricultural decisions. It hobbled the economy and crippled proletariat confidence in the new system.

The lesson for history: a centralized tyranny rarely works as well as local information and nested feedback loops. Historically, a more successful strategy has been to confront free speech with free speech. The internet engenders this in a natural way. It democratizes the flow of information by giving open access to the newspapers of the world, the photographers of every nation, the bloggers of every political stripe. Some postings are full of doctoring and dishonesty while others strive for independence and impartiality – but all are available for the end-user to sift through for reasoned consideration.

Beyond news sites, the simple redundancy of information on search engines and mirror sites changes the censorship equation irreversibly. Imagine Hussein trying to eradicate maps when anyone can surf satellite photos to two-meter resolution. Imagine Ceauşescu trying to doctor weather reports when anyone can pull up the weather of the world. Imagine Stalin trying to delete Trotsky from the replicated photos on Google images or the Internet Archive.

The inability to erase online information took on a name some years ago: the Streisand Effect. In 2003, an environmental activist named Kenneth Adelman snapped an aerial photo of entertainer Barbra Streisand’s home in Malibu, California – and he posted the photo on his website. For privacy reasons, Streisand wanted it off the net; when Adelman wouldn’t comply, she sued him for $50 million. Her actions had drastic unintended consequences: until that moment, almost no one knew where her home was. By trying to suppress the information, she promptly drove over one million visitors to his site.

Observing the Streisand incident, net-watchers realized they were seeing the new rules of the game in action: trying to suppress information on the web only magnifies it.

The inability to hide information has found expression in WikiLeaks, a site whose mission statement is to ‘open governments’. WikiLeaks publishes documents disclosed by anonymous sources. It now possesses many millions of such documents.

The site was launched in 2006 by Australian journalist and digital activist Julian Assange, and the documents it leaks are as varied as their countries of origin. Early examples of leaks included Sarah Palin’s email account, membership lists of illegal parties in the UK, internal United Nations reports, senatorial campaign documents, oil scandals and airstrike videos. In 2010, WikiLeaks released 76,900 classified documents about the war in Afghanistan and close to 400,000 documents from the war in Iraq.

Such leaks foment social change. Consider a media cover-up in which Icelandic bank Kaupthing gagged the national broadcaster of Iceland from reporting on its debt default risk. After a whistleblower got the news onto WikiLeaks, Icelanders went into an uproar – and that rapidly led to new legislation in their parliament ensuring media freedom.

WikiLeaks has published lists of blacklisted websites from Denmark, Norway, and Thailand – and, as we’ll see shortly, even from Australia. In most of these cases, the blacklisted sites are pornographic or violent, but it never takes long before other sites are slipped onto the list. For example, the Thailand censorship list, advertised as a filter against child pornography, contains over one thousand sites that are critical of the Thai royal family. Assange maintains that any attempts at censorship (such as internet filtering) become ‘invariably corrupted’.

About a decade ago, WikiLeaks got to enjoy its own Streisand effect. After becoming the target of hacking attacks which severed its hosting service, WikiLeaks became mirrored all over the net. In the face of forces trying to defeat it, the site’s information became so distributed across the net that it is now invulnerable to takedown by any central authority. In the same way that survival pressures can increase fitness in animal species, so has survival pressure on WikiLeaks led it to have a more robust and widespread nervous system.

And not only has WikiLeaks evolved better innards, but also sharper claws. When credit card companies Mastercard and Visa decided to cut off business relationships with WikiLeaks, no longer allowing credit card donations to the site, hordes of hackers riding under the banner ‘Operation Payback’ launched a denial of service attack on the credit card companies. They paralyzed the services for a time. It was emblematic of the modern robustness of information, and the desire to keep its flow unhampered.

TWITTER REVOLUTIONS

Beyond the free flow of information, the net also allows rapid, massive democratic response. Consider what happened on December 30, 2009, when Canadian Prime Minister Stephen Harper announced he was going to shut down parliament until March 30, 2010 (an action known as ‘prorogation’). Although he claimed he needed the time to work on a stimulus package, many suspected he was making the move to prevent a vote of no-confidence from the opposition parties. Such a vote would force an election, something Harper desperately wanted to avoid.

A Canadian student, unhappy about the shutdown and the perceived reasons for it, started a Facebook group. It quickly swelled to 214,000 members and precipitated real-world rallies all across Canada with crowds of thousands. A fiery debate ensued about the constitutional legality of the prorogation, and that propelled opposition members to retool the powers of the prime minister.

This breakneck speed of messaging provides a qualitative departure from the days of spreading the word by pamphleting or shouting from horseback. It allows the citizenry to become a rapid-response democratic organism. If individual voices have an opinion, they can combine rapidly to be heard.

Peaceful demonstrations like the ones in Canada only scratch the surface of the power of the internet in politics. The past few years have yielded more powerful demonstrations.

Around the same time that was happening on the streets of Quebec, something fiercer was happening in Iran. President Mahmoud Ahmadinejad declared victory over his opponent Mir-Hossein Mousavi. But the outcome was suspected of being rigged, and almost immediately the pronouncement was followed by protests in Tehran, across the country, and in cities around the world.

The protests in Tehran quickly went bad. Paramilitary snipers on rooftops opened fire on the crowds and bodies began to collapse in the streets.

But as quickly as things went bad, they went viral. Web-surfers in every country watched instantly delivered photos and videos of attacks and murders. And protesting web-surfers within Iran used Twitter and other sites to aggregate crisis information, update situations, and post links to freshly uploaded videos. Cyberdissidents took down Ahmadinejad’s website with a denial-of-service attack. A few days after this had begun, an editorial in the Washington Times admiringly dubbed the events the ‘Twitter revolution’.

The government leveraged their tools, as well. Ahmadinejad replied not only by banning rallies – but more importantly by blocking cell phone transmissions and text messaging and shutting down the internet for forty-five minutes to set up filtering software. Iran presumably could have opted to take the whole country offline permanently during this time, but in the cat-and-mouse game that option would cripple the government’s crisis response communications as much as it would hurt the protestors.

In the end, the protestors won the digital race in this round in Iran, broadcasting the post-election oppression to a worldwide audience. But the countermeasures remind us of the critical nature of keeping the web open and online, an issue to which we will return.

Iran’s use of digital technology was soon paralleled by similar movements across the Arab world. In January 2011, bloggers in Tunisia gained wide audiences as they wrote about their government’s corruption. President Zine El Abidine Ben Ali had been in power for an astounding twenty-three years, and it was time to get him out. By documenting the events of their revolution online – using Facebook, Twitter, YouTube and blogs – young Tunisians were able to organize locations for protests. More generally, they made the world a witness to events and government crackdowns as they unfolded. Media giants like CNN and the BBC found themselves watching little salvos of text to understand what was happening. They were watching the protestors’ news, not the other way around.

By late January 2011, the same events began to unfold in Egypt, where President Hosni Mubarak had been in power for twenty-nine years. When a young man named Khaled Said was killed by Egyptian police, an Egyptian Google executive named Wael Ghonim started a Facebook group called ‘We are all Khaled Said’. The group quickly grew to hundreds of thousands. It became a meeting place where rights were discussed and relationships were galvanized. Then Ghonim announced to the group that a scheduled Police Day Protest would be subverted into something bigger. Thousands signed up online, and they subsequently filled Tahrir Square. Tweeting and Facebooking and Flickring to the world, they remained in place until Mubarak left. The same story of digital revolution has been played out in Libya, Bahrain, and around the world.

Imagine trying to achieve political uprisings with that speed, organization and open communication, before the internet. History is peppered with pre-internet revolutions, but they were clunkier, more difficult to organize, smaller, less rapid, and usually required a leader with a cult of personality. This is not necessarily so with modern revolutions, which can be leaderless and organic.

*      *      *

Even when the issues call for something less than revolution, internet movements have sprung up to keep governments from tampering with the democratic voting process. This holy grail of fairness has been achieved in the most unlikely countries, via online movements in which citizens leverage live online mapping to aggregate and display activities during elections.

Take, for example, the crisis-mapping tool Ushahidi.com, introduced in the previous chapter. This site was originally developed when violence erupted following disputed Kenyan presidential elections. Using Ushahidi, anyone with a cell phone can send a text message to report disturbances, defamation and vote tampering, or even to simply report incidents where everything went unhampered. By constructing a dynamic map of the trouble spots, citizens can attract the world’s reporters to hotspots of fraud and fixing. Reports from Ushahidi now feature alongside those of full-time journalists, ensuring the election is more free and fair.

And not a moment too soon. Elections around the world continue to be famously and unabashedly fraudulent, characterized by widespread fraud of the tallies, intimidation, ballot-stuffing, and people paid to vote multiple times using fake or duplicate voter cards. Many voters are reluctant to verbally discuss fraud that they witness. But sending a text message is easy. Thus, crowd-monitoring of elections is a growing trend. Other sites have cropped up around the globe with the goal of election transparency. By aggregating little bits of information from the millions of folk-reporters on the ground, such sites keep governments one shade more transparent than they might otherwise volunteer to be. Watchful eyes are supported by far-reaching voices.

Similar trends publicly track journalist safety, especially those potentially in danger from their own governments. For example, the Russian journalist Anna Politkovskaya was found shot dead in the elevator of her apartment building. Her contract killing remains an unsolved mystery, but not one without suspects: Politkovskaya was a vocal opponent of Vladimir Putin and the Russian war in Chechnya. Her reports were critical of the way Russian politics were being run, and when she was found dead, the government was at the top of the suspect list. Shining bright lights on journalists’ safety protects them, because bad governments prefer to work in shadows. The best example of such a bright light is Reporters Without Borders (rsf.org), which keeps tabs on journalistic safety around the globe. Each year they track online the number of journalists who have been killed and imprisoned, and they list them by the countries involved.

There’s a saying in journalism that when you turn on a light, the roaches scatter. With aggregation sites, each person with a cell phone contributes just a few photons – and the sum may just be enough to sanitize a country.

THE NEED FOR VIGILANCE

The internet provides the potential to enhance democracy, but this benefit is in danger in many countries.

Aligned with China’s Great Wall is China’s Great Firewall. Chinese internet filters put blanket blocks on political statements the government does not disallow. Internet users are hired to post positive observations about the government on forums and chatrooms.

In 2006, Google agreed to allow China to censor search traffic, because this seemed like an acceptable price for the opportunity to tap into a market of 400 million internet users. The Chinese government was allowed to filter the search results. Accordingly, if you perform a Google Images search for ‘Tiananmen Square protest’ from almost any location in the world, you’ll get a set of results showing the iconic scenes of the tanks; if you perform the same search inside China’s borders, you’ll receive only images of the beautiful and tranquil Tiananmen Square, sans protestors.

We’ll come back to Google in a moment, but first it’s instructive to see how the Chinese firewall works. For many years, you could demonstrate it to yourself by going to www.Baidu.com, the major Chinese search engine. If you typed in something like the name of your local city, you’d get several results returned. Then if you typed in something like ‘falun gong’, which is a spiritual movement on the Chinese blacklist, you would receive an error message reading ‘This webpage is not available’. It seemed that a server had gone down on Baidu’s end.

But here’s what actually had happened: when Chinese servers detected an incoming packet with a prohibited term, they returned a reset message which falsely told the requestor there was an error retrieving the page. This made it look as though the problem were related to the requested site. The Chinese servers then put the requesting machine’s IP address on a blacklist for a few moments. If you subsequently tried to enter your innocuous first search for your local city, you would get the error message again – because you would now be temporarily blocked out of China.

When Google entered the Chinese market, they declared (in accordance with their slogan of ‘don’t be evil’) that they wanted to protect their users there. Then, in 2010, their servers in China were hacked – and it appeared that the hackers had a special interest in the Google email accounts of Chinese political dissidents. Like the rest of the world, Google suspected the Chinese government was behind the break-in.

As a result, Google changed its mind on the topic of censorship, and began to circumvent the Great Firewall of China. In doing so, Google took the risk of surrendering a large piece of the lucrative Chinese market space. But Google’s move, critical for mitigating tyranny around the world, was met by enthusiastic responses from many within the country. Immediately after the announcement, Chinese fans festooned the front of the Chinese Googleplex with flowers, clamoring to show their solidarity against internet censorship. And that put Chinese authorities in a difficult situation, not knowing whether to risk agitating loyal Google users in China, who tended to be highly educated and vocal. This drama is still playing out.

Internet censorship is not limited to China. When one examines the freedom of internet flow around the world, most of the bad actors will come as no surprise: nations like Burma, China, Cuba, Egypt, Iran, North Korea, Saudi Arabia, Syria, Tunisia, Turkmenistan, Uzbekistan, and Vietnam.

But some people are surprised to discover that the Australian Labor Party once proposed a set of laws to censor blacklisted sites at the level of Internet Service Providers (ISPs). While the Labor Party claimed the to-be-censored sites were those involved in child pornography or terrorism, WikiLeaks released the supposed list of the blacklisted sites. To the public’s surprise, the list contained other sites as well – some of them seemingly random. The Australian minister for Broadband, Communications, and the Digital Economy denied that the list was genuine, but in the same breath warned prosecution against anyone who passed it along. The filtering legislation did not pass in Australia, but the fact that it rose so high in the legislative altitude is worrisome.

*      *      *

Thus, the internet dampens tyrannies by exposing infelicities, precluding historical rewrites, and aggregating citizen information. But retaining this capacity of the internet will require constant vigilance. There are many ways to circumvent government blockades of free flowing packets, but the future is likely to be a zeros-and-ones arms race between governments and their protestors.

The result of that arms race will determine, in the end, whether the internet will fulfill its potential as a liberation technology, expanding political, social, and economic freedom. In the spirit of emancipation, citizens everywhere have been finding ways to drill holes in silicon curtains. From inside China, a secure connection (https) allows the government to see the address of the connection (say, gmail.com), but precludes them from reading the contents of the packets. One can also make secure connections to a proxy server (a server outside of China), and then the filtering technologies applied on Chinese servers do not apply. Daily, millions of young people in China make such connections into servers in Hong Kong, and surf Facebook to their hearts’ content from there.

Those living in non-repressive countries should always take steps to maximize the democratic power of the internet. As citizens we should constantly demand online government transparency. We should also financially reinforce companies who stand against censorship.

It is already clear that many governments will implement strict firewalls and even internet kill-switches, as we will return to later. But this will lead only to more knowledge among the citizenry about home-brewed satellite uplinking, ham radio networks, and information transfer over landlines with modems. We are seeing this happening all over the Arab world as governments there labor to shut down the internet service providers. With these chess moves, citizens are proving themselves capable of circumventing firewalls as simply as they would a Maginot Line.

Thus, even in the face of opportunities for digital repression, censorship is increasingly difficult to pull off now. Stalins and Ceauşescus and Husseins have to work much harder to keep information away from the populace, because news gets out fast – and once it’s out, it is impossible to take back or rewrite. Because of the ability to gather crowds quickly, ensure fair voting, and shine a light on government misdeeds, the ability for regimes to keep a tight grip on the data available to its citizens is increasingly becoming a nightmare of the past.


Saving Energy

Many civilizations have fallen fatally ill from a toxic cocktail of internal struggle, pestilence and foreign invaders. But a deeper look often exposes a common underlying problem that preceded their troubles: they ran low on the resources required to sustain the population – and that’s how they became so vulnerable.
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What keeps scientists and historians up at night is the concept of carrying capacity: the number of people who can be supported by the resources available in an environment. As the environment feels the strains of massive population growth, carrying capacity shrinks, meaning the area can sustain fewer people than it could before. Populations cannot outlive the carrying capacity of an environment for long. Natural pressures – such as starvation, disease, parasites, and predators – reduce the population back down to a sustainable size.

At the timescale of civilizations, carrying capacity matters. When populations reach a point of insufficient water, food, energy, medical care, fertile soil, sanitation, or any of the other threads required to hold together the societal fabric, groups clash over the available resources. Sometimes the losers are simply the weakest members. Sometimes the conditions are such that the entire civilization disassembles.

Natural negative pressures work to keep carrying capacity at an equilibrium: as the population grows or the resources shrink, ills such as war and rampant disease follow until the overshoot is corrected. But the problem is the undershoot, which can induct a previously robust civilization into the ranks of the departed.

If you’d like to spoil your society’s carrying capacity, environmental depletion is one of the surest methods.

In his book Collapse, Jared Diamond argues that a pervasive reason for societal failure is damage such as deforestation and soil erosion. In Ancient Maya, Arthur Demarest suggests that drought and loss of soil fertility stimulated the fall of the Mayans well before the smallpox arrived. Anthropologist Brian Fagan further points out that Mayan rulers strictly prescribed farming practices that ruined the quality of their soil. As it turns out, the Mayan leaders were also stoking population growth, and this lethal combination sent the Mayans careening over the carrying capacity threshold. Fagan writes: ‘The Maya collapse is a cautionary tale in the dangers of using technology and people power to expand the carrying capacity of tropical environments.’

The Minoan civilization, too, was on a crash-course for exceeding their carrying capacity. We saw earlier that the Minoans were scraped clean by a tsunami, but there’s another twist to the story: archaeological recovery at the Minoan site of Knossos shows evidence for deforestation of this part of Crete, suggesting that if a tsunami didn’t get them, they would have eventually been flooded with carrying capacity troubles.

It is with good reason that our modern population worries about food and water supplies, the overcutting of forests, and the depletion of fossil fuels. Our planet’s population continues to grow, and every human developing into adulthood desires the basic joys of zipping around in cars, illuminating their homes, and accumulating new possessions from afar.

So it is no surprise that a deep concern haunts the minds of scientists and anthropologists: what happens when our rapacious appetite for good living runs up against our supply?

In the penumbra of carrying capacity issues, the internet appears to have arrived just in time. Thanks to the online world, societal wealth is growing more speedily even while yearly increases in energy demand are slowing.

Consider the United States in the early 1990s, just before the rise of the internet. The gross domestic product was growing – and so was the hunger for energy. GDP growth of 3.2 percent was accompanied by growth of energy demand of 2.4 percent per year.

But when the internet began to bloom, the picture changed. By the year 2000, the information economy increased GDP growth to over 4 percent per year, and energy usage had shrunk to a growth of only 1 percent per year. The economy was outpacing energy demand. Greenhouse gas emissions have followed the same pattern, decreasing their growth rate by 90 percent.

Studies suggest that a third of the improvements result from shifts in the economy to sectors that are more energy efficient, such as information technology. The remaining two thirds result from businesses finding more efficient ways to turn input into output, such as moving from brick-and-mortar to e-commerce.

The internet is massively changing our energy usage. Although that was not one of its original goals, it may prove to be the accidental attribute that saves us from maxing out and toppling down. Networks are the optimal structures for economic efficiency, because they stimulate the rapid sharing of information and the discovery of shortest routes between distant points.

*      *      *

Consider the rapidly changing story of paper. The cutting down of forests leads to problems of flooding, erosion, energy depletion and poor air quality. But the solution has crept up on us quietly: the dematerialization of information. Turning atoms into bits.

In recent times, paper accounted for one third of the trees cut down around the world, and consumption grew by nearly 400 percent in the latter half of the twentieth century. One study estimated that each person in developed countries used 749 pounds of paper each year. Those were the old statistics. Everyone’s waiting to see how the new statistics will turn out: because of Silicon Valley’s success, paper is plummeting.

I recently visited the National Institutes of Health in Bethesda, Maryland, where I was amazed by the sight of the atavistic filing cabinets that lined the hallways and filled the rooms with their unnecessary gravity. No one accesses these behemoths anymore, because all the important paperwork has shifted into electrons. The cabinets remain in place as a fossil-like reminder of a surprisingly recent era, one in which information was measured not in gigabytes but in cubic meters.

Simple advances – from online banking, document storage in the cloud, and this paperless book in your hands – all contribute baby steps toward the dreamt-of paperless economy. Just consider what’s happened to the postal service: since the introduction of email, the postal system has been hemorrhaging financially, raising stamp prices to try to survive. According to the Cato Institute, the US Postal Service lost $7 billion in 2010. It has borrowed about $13 billion from the government, and holds $33 billion in liabilities and $55 billion in pension commitments.

It’s no surprise they’re limping. From the first blink of the twenty-first century, documents began to zip back and forth electronically, from book manuscripts to real estate contracts to financial data. The simple act of not having to ferry batches of paper hither and yon for simple transactions saves billions of pounds of carbon dioxide yearly.

Some years ago, the national postal system of Finland introduced an idea for transitioning away from the doomed future of the physical transportation of paper. They offered an optional service to customers: the post office will open, scan, and email all received postal mail, thereby saving the postal workers from driving each piece to each house. Tommi Tikka, the director of the program, points out that moving from paper mail to digital delivery ‘is totally different from email. It is comparable to web banking.’

Beyond paper, there are other kinds of atoms that you don’t want to have to ferry around: your own atoms. And this is why telecommuting is a blossoming phenomenon. The dream of accomplishing serious work from home has become feasible, unleashing a growing, underwear-clad army of online home-workers.

This is another fortunate trend – not simply for the revivification of the slipper industry, but because telecommuting has an enormous potential to shrink the rivers of commuters on the road. By one estimate, each person working from home translates into an average saving of 320 gallons of gas, cutting CO2 emissions by several tons per year. Even better, home offices tend to be more energy efficient than large office buildings.

Beyond working solo from home, there is a growing trend to move business meetings and scientific conferences online. During the COVID-19 pandemic, I gave almost-daily talks from my home. We’re so used to Zoom and Skype and Hangouts that it becomes difficult to realize how astounding it is that hairless primates from around the planet can come together to share space and learn, burning not a drop of jet fuel.

Similarly, as brick-and-mortar stores shift much of their operation online, we have enjoyed a diminished need to drive long distances to browse and purchase products. A person shopping for a replacement belt for his dishwasher might have previously driven to several stores around town to pick through the stock; this is now replaced with some minutes of web surfing and a single delivery.

A study commissioned by the Consumer Electronics Association (CEA) concluded that buying a book online uses about 6 percent of the energy of commuting to the shop to buy it, largely because of the energy required to run a commercial building versus a warehouse. Their study concluded that e-commerce and telecommuting collectively save between 9–14 billion kilowatt hours of energy in the United States each year. That’s the amount of energy used by one million US homes in a year. They further estimated that e-commerce prevents two million vehicles from revving up and pulling onto the road, saving 840 million gallons of gas. This preserves depletable fossil fuels and reduces greenhouse gasses.

Further, recall the turn of the millennium, when we all enthusiastically bought compact discs to listen to music. Now we download the bits rather than having them delivered in physical form to our homes, and we rarely stop to consider the massive energy savings that entails. When one accounts for the energy involved in manufacturing the disc itself, the plastic and cellophane packaging, and the physical delivery of the CD to the listener, the costs add up enormously. This is a tangible example of the internet’s natural flow toward improved environmental outcomes.

Although some people lament the loss of flipping through CDs, or eight-tracks, or vinyls, there is a clear upside to dematerialization. And it’s not just CDs. As news sources, magazines and movies translate into zeros and ones, there is less to make and less to carry.

But what about all the front-door delivery of this decade? What if that turned out to be less eco-friendly – not least because of all the packaging required for shipping? Fortunately, recent years have seen a profitable trend toward eco-friendly packaging. This stems not from the munificence of the manufacturers, but instead because it directly benefits them: the main reason to have large packaging is to reduce shoplifting in brick-and-mortar stores. Once that need disappears, the package is able to shrink to the point of just wrapping the product and nothing more. Think of the large plastic hanging package around a jump drive or set of ear buds in the store. When these things are mailed to you, the package can be equally as small as the item.

As one example, this picture shows innovative packaging from Newton Running in Boulder, Colorado. Their shoe package uses 100 percent post-consumer recycled material molded around the shoes, eliminating the need for packing with tissue paper. And instead of stuffing the shoes with paper, they include a pair of socks in one and a reusable shoe bag in the other.
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More efficient packaging means that home delivery can compete against going out to the mall.

But wait, you might say: we still require delivery vehicles to buzz around the roads delivering one package at a time. Doesn’t that end up being more wasteful?

Remarkably, studies estimate that a group of packages delivered to houses by truck is 90 percent more fuel-efficient than everyone driving to the malls on their own. How could this be? It’s because companies who drive for a living are chronically proactive about cutting their driving costs. United Parcel Service (UPS), for example, has invested for years in routing optimization software, ensuring their delivery trucks drive the shortest distances to drop off packages. This matters to them: each day they target 16 million packages to points around the globe, employing almost 100,000 vehicles.

You’ve seen UPS trucks all over the roads of American cities, but you may not have noticed something subtle: since 2004, they almost never make left turns. The optimizing algorithms heavily penalize left turns on routes, because left turns involve a good deal of idling the engine while waiting for a break in oncoming traffic. Three right turns is almost always a more energy-efficient idea. By 2006, UPS estimated that their routing algorithms saved them 28.5 million miles and three million gallons of gas. (Obviously, in countries where drivers use the left-hand side of the road, right turns are equivalently penalized.)

So the numbers are in: it is more efficient to have items delivered to you than you driving all over town in your inefficient, left-turning way. When you add up all the benefits of e-commerce – including the efficient matching of producers and consumers, the dematerialization of many goods, efficiency of warehousing, tighter packaging and route-optimized home delivery – it may be that e-commerce is not simply an economic boon but a civilizationsaver.

ENERGY COSTS

Moving bits is a better idea than moving atoms – but it’s not free. Every Google search, every news story, every video costs electricity: at your home, at distant server farms and at routers along the way. There are real energy costs to the forests of computers that underpin the internet. But how much do they add up to?

In 1999, Forbes magazine published a persuasive article claiming that the net used 8 percent of all US electricity. If you added in all computers (even those offline), this number grew to 13 percent. And the prediction was that within two decades the electric appetite of the computer would grow to account for half the US electricity demand. In 2009, London’s Sunday Times claimed that the electricity generation behind a single Google search gave off half as much carbon as boiling a cup of tea, thus translating the illusion of ephemeral internet search into a tangible example.

But it turns out the numbers in these reports were false. Several scientists, including Jonathan Koomey, Joe Romm and Amory Lovins, have spent years demonstrating that these high-energy estimates for the internet are specious. According to the most careful estimates, the net uses less than 1 percent of worldwide electricity, and the total of all computers is about 3 percent. This means that the costs of the new economy are far less than the tree-forests and coal beds and oil deposits that would be spent down for the same amount of information flow. And while there are ways to produce electricity more quickly and cheaply, there are no such plans for the trees and coal and oil.

Aiding the low energy cost of the internet is the fact that computers are growing exponentially more efficient. Laptops and tablets now outsell desktops – a propitious trend because they are several times more energy efficient. Another fortunate development was the phasing out of cathode ray tube (CRT) monitors in favor of the much more efficient liquid crystal display (LCD) screens.

And the future of computer chips is bright: new technology developments in the works expect to reduce the power consumption of chips by seven-fold in the next few years. Most people are familiar with Moore’s Law, which has accurately predicted since the mid 1960s that the amount of computing power one gets for a given price doubles every two years. But lesser known is a similar trend for the energy efficiency of computational devices: the number of computations per kilowatt hour has doubled every eighteen months. This has been true since the 1940s, and new technologies on the horizon give every indication this will continue. So the move to dematerialization saves us energy in increasing amounts as we move into the future.

Better still, we can use network principles to distribute electricity with greater efficiency than we do now. The energy benefits of the online world are not just in the efficiency of the component parts. The internet confers smart ways to run existing energy structures more efficiently. One example is the growing number of people who use online thermostats for vacation homes and rental homes, where guests might change the temperature and then leave the place unoccupied.

But the same principle can reach far beyond individual homeowners, and this is where the savings become meaningful on a large scale. Consider the Resource Saving Project in Geislingen, Germany, a web-based system to monitor and manage electricity, heat, gas, and water meters in eighty public buildings. The project saved the city 340,000 euros during the first two years. Similarly, Cisco developed a program to leverage their networking expertise to monitor and reduce energy usage of computers and air conditioning systems in large commercial offices – thus allowing companies to reduce energy consumption. The Cisco venture uses the net as the single nervous system for a variety of controllers in the building, pushing and pulling power usage and telling devices what to do. According to the McKinsey Global Institute, energy consumption could be cut by more than 50 percent over the coming decade and a half with tools of this sort.

But this kind of monitoring on a company-by-company basis is too small in its goals. As we are about to see, it’s possible to think about the problem on a much grander scale. Foresighted thinking into the future of energy reaches beyond houses and office buildings and collections of buildings – to the entire electricity grid. Is there a way to take all the generation and distribution of electricity and make it smarter in the way resources are pushed and pulled around? What if power could be directed to one part of the grid in one instant and directed elsewhere in the next instant? What if intermittent power generators, such as windmills or solar panels, could be made more useful by locating energy demand as soon as their energy was produced? Is there a way to accomplish this by leveraging the principles of rapid networks?

Enter the smart grid. The world’s electricity grids, as they stand now, are overtaxed and on a crash course with failure. But there’s an elegant solution: bring the principles of the internet to the electric system.

Imagine two-way communication between consumer appliances and electrical suppliers, matching supply and demand dynamically and intelligently. In a smart grid, consumers could request activity from their washing machines but allow the smart grid control to determine when the electricity is off-peak and least expensive. The same idea could be used for factory processes that can run at any time.

By using bi-directional communication and real-time monitoring, this modernization creates flexibility, efficiency and real-time management of the flow of power. It also opens the door to decentralized power creation – for example, private power generation via solar panels and windmills. The more intermittent energy sources we wish to use in the future, the more smart grid technology will be necessary to flexibly manage distribution and consumption, giving local producers a market for their goods.

Beyond increasing efficiency, a smart grid may have other advantages to long-term stability as well, such as stopping outages, being able to heal itself and withstanding attacks. All the developed countries of the world are working to implement versions of smart grids. And probably not a moment too soon.

How do we make a fair measurement of energy consumption, given that the world is becoming wealthier and more productive, and therefore increased energy expenditure does not necessarily mean more wastefulness? One way is to use the measure of energy intensity, which is the energy consumed per dollar of real gross domestic product (GDP). The Energy Information Administration found that between 1986 and 1995, energy intensity fell by 7.5 percent, while from 1996 to 2005 it enjoyed a much larger drop of 20 percent. Between 2005 and 2010 it dropped another 8 percent. So things are working.

Internet-driven growth uses less energy because it moves bits instead of atoms, and the energy efficiency of computer parts is on the rise. But the internet’s efficiency involves much more than these trends. Internet-driven growth has been accidentally eco-friendly because it allows business to work smarter. It irons wastefulness out of supply chains. It allows buildings to be monitored at a distance for energy conservation. It allows efficient warehousing of goods and the reduction of inventories. And it will soon allow us to overlay information networks on top of the current electrical distribution systems. As Jonathan Koomey of Lawrence Berkeley National Laboratory summarizes it: ‘Information technology has beneficial environmental effects that vastly outweigh the direct environmental impact of the electricity that it consumes.’ We’ve never faced a challenge like the current global climate change, but we’ve also never had a technology like the internet to help us combat it.

When we look at the societies that have collapsed before us, it becomes clear that the technological shift to smaller and faster is more than convenient. It is a critical step in protecting our future. We saw at the beginning of this chapter that societal collapse can often be cast in terms of energy: when energy expenditure begins to outweigh energy return, collapse ensues. So the next time you feel annoyed by the accumulation of emails you have to answer, be thankful that the messages are not packages of paper that required planes and trucks and humans to bring them to your door.


Cultivating Human Capital

In The Collapse of Complex Societies, anthropologist Joseph Tainter suggests that societies fail because they do not change their fixed designs for solving problems. Or, as Arnold Toynbee put it in A Study of History, ‘they find problems that they cannot solve’.

Can the internet help us tackle the previously unsolvable?

We have every reason to be optimistic here, as the internet naturally inspires crowdsourcing: large groups of people throwing their collective weight into solving a problem.

Take the website Fold.it, which attempts to tackle the computationally difficult problem of protein folding by turning it into a game played by thousands. Registrants try out different ways of shaping a protein (a series of amino acids) and earn points for finding the conformation that adds up the lowest potential energy – that is, that contains the fewest places where repulsive charges are close to one another.
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The genius behind Foldit is the tackling of a complex, meaningful scientific problem in which many humans – using their visual systems and dynamic, multiplayer search strategies – may prove more effective than massive number crunching. Protein structure prediction is a famously difficult problem, as the long strings of amino acids can fold into any one of millions or billions of possible shapes. Nature generally finds the shapes with the lowest potential energy, but the size of the search space makes it difficult for humans to figure out which conformation that is. Foldit translates the problem into a multiplayer online game, thereby engaging thousands of non-scientists. Players compete and collaborate to optimize the conformations.

Can playing this kind of game compete with laboratory science? In 2010, the Foldit team published a paper in the prestigious journal Nature, demonstrating how their crowdsourcing approach was superior to traditional protein-folding algorithms. In the paper, researchers demonstrated that

top-ranked Foldit players excel at solving challenging structure refinement problems . . . Players working collaboratively develop a rich assortment of new strategies and algorithms; unlike computational approaches, they explore not only the conformational space but also the space of possible search strategies. The integration of human visual problem-solving and strategy-development capabilities with traditional computational algorithms through interactive multiplayer games is a powerful new approach to solving computationally limited scientific problems.

In the author list on the paper, ‘Foldit players’ is listed in the senior author position – thereby crediting the work of 57,000 people who had contributed through their gameplay. Zoran Popović, one of the scientists running the project, said, ‘If things go according to plan, not too long from now, such massive author lists should be commonplace.’

Indeed, gathering lots of brains to perform a concentrated attack on a single problem – sometimes called swarm intelligence or the hive mind – can be profitably tapped for a wide variety of problems.

As one example, Netflix spent years developing an algorithm for recommendations based on previous rentals and ratings. It was a good algorithm, but not good enough: they wanted to make it 10 percent better. Instead of paying their programmers to give it their best shot, Netflix decided to feed the problem to the hive mind to the tune of a $1 million prize. It announced the problem as a challenge to the community and opened its database records of thousands of anonymized customers and their previous movie ratings. Thousands of programmers flocked to see if they could improve predictions of how a user would rate a movie based on their history of previous ratings. Netflix awarded the $1 million prize to a team of programmers who had combined several techniques to improve the original algorithm by 10.06 percent.

The Netflix Grand Prize challenge doesn’t address an existential threat, but it beautifully illustrates the power and feasibility of tapping the hive mind. Previous generations would have taken a very different approach to solving the problem, probably involving advertising for programmers or hoping to find talent by word of mouth. Sharing the vast dataset would have been difficult or impossible.

On the internet, challenging ideas and good solutions are positioned to find one another quickly. In fact, there is no obvious limit to the reach and courage of crowdsourced goals. Consider CSTART.org, an acronym for the Collaborative Space Travel and Research Team. This is an open-source development to get a manned craft to the moon, a feat we have not replicated since 1972 for want of sufficient government motivation. CSTART, a non-government, non-profit, collaborative space agency, professes their mission to be ‘space exploration, by anyone, for everyone’.

Fueled by volunteer collaboration from around the world, they use Creative Commons copyright licenses so that anybody can download, redistribute, and modify their documents, spreadsheets and 3D design models. They don’t patent their plans. Anyone with the desire to tap their plans can make use of whatever ideas they would like – including NASA and the ESA, should they care to. CSTART also writes open-source software to plan space missions, run spacecraft and communicate with spacecraft from the ground. They use the GNU General Public License, meaning that the software is freely available to download, distribute, and modify. It should be noted that the spirit of sharing behind these public licenses is indicative of the multiplayer spirit of the networked world – and it is critical for hive-mind problem-solving.

It is difficult to imagine a project like CSTART launching in the 1980s, despite all the smart people who potentially would have been interested. For crowdsourcing to work, smart people need to be able to find the problem and find one another, a non-trivial exercise before the net.

Do we face existential threats that require us to retreat to the moon? Not yet, but it’s good to know the hive mind is cracking the problem in case we need it.

Foldit and CSTART address difficult scientific problems, and the Netflix Grand Prize challenge demonstrates how straightforward it is to tap the hive mind. These sites are only three of hundreds of crowdsourced projects, and presumably all the current projects only represent a glimmer of what we will see in the coming decade. Tainter and Toynbee pointed out that societies often fail by their inability to solve difficult problems; the current trends give us reason for hope.

However, despite this optimistic introduction to crowdsourcing, there is a deep limitation with its current implementation. Less than 1 percent of people on the planet are actually involved in crowdsourcing. An honest label for the current practice would be elite-sourcing. I suggest the small vanguard of privileged pioneers may prove insufficient to avert the exotic societal threats that lurk in our future.

In tapping the hive mind, we’ve really been tapping the have-mind, leaving untouched the much larger have-not mind. The latter is built of six hundred-million-trillion neurons, all waiting for juicy existential problems to wrap themselves around. To gain real protection for our civilization, it will be wise to enlist that help.

HUMAN CAPITAL

Virginia Woolf, in her 1929 essay A Room of One’s Own, pointed out that half the planet’s writing talent had been squandered by the simple fact that women were not allowed the same opportunities as men to become writers. She imagined what would have happened to Judith Shakespeare, a fictional sibling to William, if Judith possessed just as much talent. The answer is that Judith’s writing career would never have been given a chance. And that’s a waste of human capital.

The term human capital, originally defined by the economist Adam Smith, refers to the skills of the labor force. A society’s wealth is determined not only by the land and oil and gold that’s available in the landscape – it’s also a matter of what the people in the community can do with it. It’s not difficult to see why the maximization of human capital depends on open access to education and opportunities: greater numbers of educated people translate into more opportunity for skilled labor and daring innovation.

Economists Arthur Cecil Pigou and Gary Becker have emphasized the importance of cultivating human capital: the investment translates directly into additional economic output. In a world in which financial meltdown is tied so tightly to historical collapse, civilizations are well-advised to leverage the resources they have.

But there’s a deep problem here. The majority of the world has not enjoyed access to the education afforded to a small minority. For every Albert Einstein, Yo-Yo Ma, or Barack Obama who has the opportunity for education, uncountable others never get the chance. This vast undertapping of a civilization’s potential portends an insecure future.

The internet opens the gates of education in a way that’s never been possible before. A motivated teen anywhere on the planet can walk herself through the world’s knowledge, beginning with the webs of Wikipedia and topping it off with an Ivy-League education using MIT’s open courseware, a free publication of course materials open to any self-learner. MIT’s generous initiative has encouraged hundreds of other institutions to make course materials available. Rice University launched OpenStax.org to freely share collaborative learning modules (essentially wikified textbooks) for levels from children to professionals, in fields as diverse as music, electrical engineering, and psychology. Designed to foster the collaborative development of material, OpenStax is free to anyone who has internet access, and currently has 3 million students using their textbooks.

The intrepid learner will quickly discover that the net is brimming with tens of thousands of courses, lecture notes, homework problems, exams, interactive web demos, and streaming video lectures. A child with curiosity can turn to iTunes University, YouTube’s recorded academic lectures, and hundreds of other sites to slake any level of curiosity. And indeed, the child with curiosity wins nowadays, because she can have a question (‘what is microbiology, exactly?’) and can find articles, wikis, videos, interactive demos, and do-it-at-home kits.

As a beautiful example of the hunger for education, consider the Khan Academy – one of the most popular educational sites on the internet. Salman Khan, a former hedge-fund manager with a penchant for teaching, singlehandedly produced short educational videos that he posted on YouTube. He began this work in 2006, when his niece needed some help with mathematics; because she lived in a different city, he worked out simple ways to collaborate with her online. When two of his nephews became interested in getting the same help, he realized he could expedite things by producing ten-minute videos that walked them through the lessons, and short JavaScript problem generators to test their progress. Thousands of videos and tens of thousands of lines of code later, he has served hundreds of millions of page views from around the world. His down-to-earth, quirky videos are watched by students in thirty-six languages, and each month he reaches hundreds of thousands of students – larger than the student bodies of all the top universities combined. His Khan Academy is an educational tsunami: a viral, negligible-cost way to disassemble traditional classroom infrastructure.

Khan started this all from his transformed walk-in closet in his home in California, and he quit his high-paying job to devote himself to the endeavor full-time. He professes that he plans to do this for the rest of his life. He describes his venture as the ‘first free, world-class virtual school where anyone can learn anything’.

MIT’s open courseware, OpenStax, the Khan Academy and others of the same ilk maximize the potential of the curious. Whether you’re growing up in Boston or Bhutan, the world’s knowledge lies in front of you, awaiting your click.

Open courseware is just the frontline of the knowledge revolution. For those who want to explore deeper pools, the world’s scientific knowledge is now at their fingertips. Hunting down a scientific paper used to require a trip to the library; now the United States National Institutes of Health mandates that all manuscripts funded by their grants will be publicly available at PubMed Central. After all, if taxpayers contribute to the research, they deserve immediate access to the fruits of that labor.

Similarly, several projects have put millions of data tables online for free – everything from historical weather data to chemical structures, astronomical charts, and crime statistics. And a host of new sites are cropping up to allow intrepid users to perform data mash-ups: combining data from multiple sources to produce something new, useful, and unexpected.

And if you’re ever going to be a medical patient, now’s the time. Until recently, physicians held quite a bit of asymmetric knowledge. But with the proliferation of medical web portals (such as webmd.com, mayoclinic.com, healthline.com, patientslikeme.com and hundreds of others), patients are better able to educate themselves. And that’s presumably better for everyone, especially in terms of treatment compliance and preventative health measures.

*      *      *

The mere feasibility of getting a free web-based education redefines the global playing field. But there’s an obvious problem. It is not trivial for every intrepid child to get her hands on the internet: much of the world still is not plugged in.

Happily, inventors, philanthropists, and entrepreneurs are working on getting computers into the hands of impoverished children around the world. Consider the One Laptop Per Child program, a non-profit organization which seeks to build radically inexpensive computers. Launched in 2005, its mission is ‘to create educational opportunities for the world’s poorest children by providing each child with a rugged, low-cost, low-power, connected laptop with content and software designed for collaborative, joyful, self-empowered learning’.

Led by Nicholas Negroponte, the founder of MIT’s Media Lab, One Laptop Per Child gifts children with computational resources for self-empowered learning. Along with the laptop, over two million free books are available for these laptops – larger than the libraries of most of the richest cities in the world. A great deal of creative development work went into producing these laptops inexpensively, and as a result over 3 million of them have gotten into the hands of impoverished children. And that means more Einsteins, Mas, and Obamas will join the ranks of the problem solvers in our near future.

Earlier chapters dealt with the retention and speed of knowledge, but here I’m talking about its creation, and I’d like to be able to use the word crowdsourcing in a different way. We have less than 1 percent of humans working on problems – and because there will be problems in our future that we have not yet conceived of, our shrewdest strategy will be to maximize our problem-solving machinery. The natural democratization of education by the internet can move us from crowdsourcing to a meaningful population-sourcing.

It goes without saying that vast numbers of people on the planet will not snatch up the opportunity for a deep self-education. But for the first time in history it is broadly available. The internet has accomplished a human resource capitalization that would make Judith Shakespeare proud. We are finally in a position to actualize the brains available in our worldwide population.

In Decline of the West, Oswald Spengler suggested that one danger for collapse lies in democratic forms of government developing into rule by the wealthy, leading to low social mobility of the poor. Perhaps we at last have a counterweight in place: mobility can be fueled by self-made wits instead of birth circumstance.

Much work remains to bring this hope to its full fruition. In the coming years, governments and science agencies should move actively toward tapping the hive-mind to solve intractable problems. Universities should find ways to meaningfully credit academics for contributing material and time to open courseware. Taxpayers should support open-access publishing in all areas of science, making the fruits of national grants immediately available to those who fund it.

We are sure to come nose-to-nose with the types of problems that Tainter and Toynbee suggest have brought previous societies to their knees: problems that societies couldn’t solve because of fixed action plans. In light of this, the net provides a means to create dynamic, adaptive solutions. It empowers people to educate themselves, it maximizes their human capital, and it triggers a revolution that brings the hive-mind to its all-inclusive bloom.


The New Threats

In the book Collapse, Jared Diamond points out that societies sometimes fall because of malfunctions in long-distance trading for needed resources. Through the modern lens, I suggest that our most important trading networks now carry nothing but zeros and ones: they are informational. These new Silk Roads open up new markets, innovative ideas, and unexpected resources.

Given these new fiber-optic trading routes, I have argued that the internet can defy six problems that play traditional roles in societal collapse: epidemics, knowledge-loss, clogged information flow, censorship, underutilization of human capital, and resource exhaustion. In a shockingly brief time window, the internet has changed the existential equations. Previous challenges to society now hold less threat and might be defanged entirely.

This doesn’t mean that we’re home free. There will be other trials that threaten our future survival; the argument here is that they’re unlikely to be the same as the old ones.

In this chapter, we’ll examine what the new threats look like.

First, let’s clarify that several existential threats may be unchanged by the advent of the internet. For example, in 1948, Melvin Tumin and John Bennett proposed prerequisites for a civilization’s survival that included the basic nutritional needs of a society, construction of a good legal system concerning property and trade, the maintenance of order in the form of executive and judicial branches, and meaningful diplomacy abroad. Will the internet touch on these other challenges? Perhaps, but there’s no guarantee. The hope is that crowdsourcing and democratized education will allow us to improve food distribution and long-distance medical care, increase transparency in government, and improve international relations. It is hopeful, but not inevitable.

More generally, we saw in the previous chapter the suggestion of Tainter and Toynbee that societies fail because they do not change their fixed designs for solving problems. In other words, civilizations discover problems for which they can find no solution. I suggested that the democratization of education might give us some fortification against this outcome: by capitalizing on billions of brains we become more innovative in the face of danger. Of course, we have no real guarantee that this approach will be sufficient against the infinitely versatile misbehavior of future eons.

The hope that the internet will spur continuously innovative thinking in our society is something to be devoutly wished for, but there is no way to be certain.

CAN THE NET GO DOWN?

Because the internet has become such an integral part of our world, we may be in more danger than ever should it go down. The internet has not yet stopped working in its first 10,000 days, which encourages many people to surmise that it never will. But like any system – biological or manmade – it has the potential to become pathological and stop functioning. I suggest there are four main maladies to worry about.

1. Cyberwarfare

Wars of the future will be fought less by rugged soldiers in the field, and increasingly by smart kids in their workout clothes perched in front of computers slamming energy drinks. As our dependence shifts onto the internet, so do our vulnerabilities.

This future can already be detected in the tight relationship between corporeal conflicts and cyber attacks. When one examines the physical conflicts between India and Pakistan, the Israelis and Palestinians, or the parties in the collapse of Yugoslavia, the escalation of meat-space violence is immediately mirrored by cyberspace warfare.

The main targets in cyberwar are largely military targets, but increasingly large multinational corporations are in the crosshairs as well. Take one of them down, even temporarily, and you have done more damage to the economy of your enemy than scores of soldier deaths.

Since the beginning of the computer era – the 1960s – there have been computer viruses: programs that latch onto a host system to reproduce themselves and send out new copies. Just as in biology, as computers have evolved in sophistication, so viruses have co-evolved. And the cousins to the viruses – worms – do not even need a host system, but can multiply themselves over networks.

Wondering if these are only a minor or theoretical concern? Consider the Stuxnet worm that raised its head in June 2010. This worm zigzagged its way into Iranian industrial systems, reprogrammed them and hid its tracks. Seemingly coming from nowhere, it proved itself as a destructive, unstoppable herald of what’s to come.

It will surprise no one that cyberwarfare of the future will involve the targeting not only of military and industrial targets, but more generally of internet connectivity. If you want to take down your enemy, start by taking down their net.

2. Cutting cables

Although satellites are used for some internet traffic, over 99 percent of traffic is dependent on deep-sea networks of fiber-optic cables that blanket the ocean floor like a nervous system. These are a major physical target in wars, especially at special choke-points in the system. And this is not simply a theoretical prediction – the underwater battles are well underway.

As much as three quarters of the international communications between the Middle East and Europe have been carried by two undersea cables: SEA-ME-WE 4 and FLAG Telecom’s FLAG Europe–Asia cable. On January 30, 2008, both of these cables were cut, severely disrupting internet and telephone traffic from India to Egypt.

It is still not clear how the cables were cut – or by whom. And for that matter, it is not clear how many cables were cut: some news reports suggest that there were up to at least eight. Initial speculations proposed that the cuts came from a ship anchor, but a video analysis soon revealed there were no ships in that region from twelve hours before until twelve hours after the slice.

Those cables were only the beginning. A few days later, on February 1, an undersea FLAG Falcon cable in the Persian Gulf was cut fifty-five miles off the coast of Dubai. On February 3, a cable between the United Arab Emirates and Qatar was cut. On February 4, the Khaleej Times reported that not only these cables had been affected, but also two more – a Persian Gulf cable near Iran, and a SEA-ME-WE 4 cable off the coast of Malaysia.

These cuts led to widespread outages of the internet, especially in Iran. Suspicions that this reflected underwater sabotage derived in no small part from the geographical pattern: almost all the cables were cut in Middle Eastern waters near Muslim nations. Who might have done it? No one knows. But it is known that the US Navy has deployed undersea special operations for decades – in Operation Ivy Bells, for example, US Navy divers appear to have swum from submarines to tap an undersea cable in the Kuril Islands.

Whatever the truth behind the incident, we see that if a government or organization wants badly enough to sabotage the telecommunications across a wide swath, it is possible. New deep-sea cables are urgently needed to protect the global economy – because businesses worldwide are vulnerable to the targeting of ‘choke points’ in underwater communications. Whether by terrorists, governments, or cyberpirates, these weak points in the chain should be keeping us all up at night.

3. Political mandate

In the face of the 2010 post-election riots in Iran, the government there shut down the net for forty-five minutes, presumably to set up filtering of YouTube, Twitter, and other sites. Egypt did the same in the revolution of early 2011. China is actively pursuing the capability to shut down its own internet this way.

But it’s not just countries like Iran and China that think about this kind of control over the net. In 2010, a homeland security committee in the United States senate approved a bill to give the president authority to do exactly this same thing: to have and to hold an internet kill-switch. The bill, Protecting Cyberspace as a National Asset Act (PCNAA), proposed to give the president ‘emergency authority to shut down private sector or government networks in the event of a cyber-attack capable of causing massive damage or loss of life’.

Almost unanimously, internet security analysts feel that shutting down the net would inevitably do more harm than good, given our predicted level of dependency on it in time of war for news, communication with loved ones, and crisis information aggregation.

Security guru Bruce Schneier identifies at least three problems with the idea. First, the hope of building an ‘electronic Maginot Line’ is flawed: there will always be hundreds of ways for enemies to get around it. No nation or legal decree can plug all the holes.

The second major problem is that we will be entirely unable to predict the effects of such an attempted shutdown. As Schneier puts it: ‘The Internet is the most complex machine mankind has ever built, and shutting down portions of it would have all sorts of unforeseen ancillary effects.’

The third major problem is the security hole it exposes. Once a domestic internet kill-switch has been built, why would a cyberattacker concentrate his efforts on anything else?

Given that the number of people who could use the net for good in a crisis situation will presumably outnumber the bad guys, it is probably best to not cut off our heavy dependence on the internet just when things are going bad. A survey by Unisys found 61 percent of Americans in approval of the internet kill-switch concept, which means this issue will require constant vigilance. Although the bill didn’t pass the House and Senate, its specter will surely resurface every several years. Be sure to tell your congressmen: back away from the switch, slowly.

4. Space weather

When you think about the internet, you probably don’t worry about what’s happening on the surface of the sun 92 million miles away. But you should. Solar flares are one of the most serious threats for our communication systems.

Consider satellite failures. One fine day in 1998, the Galaxy IV – a $250 million satellite floating 35,000 kilometers above the planet – suddenly spun out of control. Although it is difficult to know for certain, it is suspected this was because of a solar flare: the sun was acting up at that time, and several other satellites (owned by Germany, Japan, NASA, and Motorola) all failed at the same time. In any case, the effects were instant and worldwide. Eighty percent of pagers instantly went down. Physicians, managers, and drug dealers all across the United States looked down and realized they were no longer receiving pages. NPR, CBS, Direct PC internet, CNN’s airport network and dozens of other services went down. It is estimated that in recent years at least twelve satellites have been lost due to the effects of space weather.

But it’s not just satellites that we have to worry about. When a massive solar flare erupts on the sun, it can cause geomagnetic storms on Earth. The largest solar eruption recorded so far was in 1859. Known as the Carrington flare, it sent telegraph wires across Europe and America into a sparking, fritzing frenzy.

Since that time, the technology blanketing the planet has changed quite a bit. If we were to get another solar flare of that size now, what would happen? The answer is clear to space physicists and electrical engineers: it would blow out transformers and melt down our computer systems. In a small disruption in 1989, an electromagnetic storm arrested power throughout most of Quebec and halted the Toronto stock market for three hours.

A major solar event could theoretically melt down the whole net. What earthquakes, bombs, and terrorism cannot do might be accomplished in moments by a solar corona.

Given our dependence on the communication systems of our planet – both satellite- and ground-based, this is not simply a theoretical worry. The next major geomagnetic storms are expected at the peak of the next solar sunspot cycles, so hang on tight.

PROPOSAL: A SEED VAULT FOR THE NET

The Global Seed Vault in Svalbard is wedged into a small island in the Arctic, halfway between mainland Norway and the North Pole. It’s not a popular vacation destination unless you’re Santa or a seed biologist. The vault is a secure bank for the future of the world. It holds duplicate samples – that is, spare copies – of seeds held in gene banks worldwide. The seed vault provides insurance in the event of large-scale regional or global crises. If a nuclear winter, say, were to wipe out all the crops on the planet, future generations could reboot the agricultural system by hoofing it out to Svalbard.

[image: image]

The Global Seed Vault in Svalbard

I propose that we need to have a similar back-up security plan for the human knowledge that underlies the internet. I’m not talking about something like the Wayback Machine, which takes snapshots of websites through time. I’m talking about simple instructions, burned onto physical media, for how to generate electricity, how to build a computer, how to build a router and how to reconstitute the internet from basic principles. The internet may be the single most important technology that’s ever been invented. We have been the generation lucky enough to witness its inception, and we are now the ones responsible for its protection.

Remember life before the internet? Neither do I. But this book has been about reaching back into that not-sodistant past to understand what the threats were then and how they have changed now.

Great societies such as the Romans, Athenians, Spartans, Egyptians, Mali, Songhai, Aztecs, Babylonians, Mesopotamians, Toltec, Maya and Anasazi have grown up, sundered the bonds of self-preservation and collapsed. I have argued that the advent of the internet greatly reduces the potency of six major existential threats that have brought them down: epidemics, natural disasters, poor information flow, political corruption, resource depletion, and economic meltdown.

How will the internet shape our civilization’s trajectory? It’s impossible to know. But it appears that vast, networked communication serves as an antidote to several fatal societal diseases. Almost as an epiphenomenon of our other goals, we now command the capacity for self-quarantining, retaining knowledge, speeding information flow, reducing censorship, actualizing human capital, and saving energy resources. So the next time your co-worker laments about pervasive internet addiction, fake news, the tyranny of email, and the diminishment of former values, you may want to suggest that this invention – even with all its flashy wastefulness – may just be the thing that saves us.
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