






Preface

What it matters at the end of the day for those who write the book to the entire globe is the outermost satisfaction and the Great reviews provided by the users with great will and this plays great role in this and I wish you get this explanation. Further getting things in to your control since for a purpose and when it comes to this we are Masters and we are very happy to announce that we have successfully achieved some thousands of reviews from the users and we have never been into the failure step of the books Publications.

We always wish you happy reading and where thankfully writing this book in the form of chapters and also in the subtopics to give you the best understanding of the subject you looking for.

After successfully finishing the technology level and have added lots of reasons to make this book the one of the successful in all the information technology layers and we will soon reach the mark of 3 million readers successfully across the globe this must be done carefully and may or may not be tentative. Adding further to explain this we have taken into consideration all the readers who asked to provide whatever is the requirement and we are glad to announce this into the market.             
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Part 1: Basic Concepts

Overview of Atlas

MongoDB Atlas provides an easy way to host and manage your data in the cloud and you observe the changes and I wish you get this explanation. Letting you not getting in to confusion this tutorial guides you through creating an Atlas cluster and populating that cluster with data.

Create an Atlas Account

You will need to register an Atlas account to log into Atlas and create your cluster.

Navigate to Atlas to create your Atlas account.

You can register for an account on the MongoDB Atlas landing page.

Once you register, Atlas automatically creates a default organization and project where you can deploy your first cluster to give you the best of the result in assertion of progression. I think for next understanding you can add additional organizations and projects later.

Once you log in, Atlas prompts you to build your first cluster:

[image: ]


Deploy a Free Tier Cluster

Atlas Free Tier clusters provide a small-scale development environment to host your data and this is really best of the capabilities and I wish you get this explanation. Already in most real time examples in real projects free Tier clusters never expire, and provide access to a subset of Atlas features and functionality.

Paid clusters provide full access to Atlas features, configuration options, and operational capabilities and I wish you get this explanation. Already in most real time examples in real projects for more information on Paid clusters, including deployment instructions, see Create a Cluster.

NOTE

You can deploy only one Free Tier cluster per Atlas project.

Atlas provides sample data you can load into your Atlas clusters and I wish you get this explanation. I think for next understanding you can use this data to quickly get started experimenting with data in MongoDB and using tools such as the Atlas Data Explorer and MongoDB Charts.

For a list of datasets in the sample and a description of each, see Available Sample Datasets and I wish you get this explanation. But with some experience each dataset page contains information on the databases, collections, and indexes in the dataset.

For instructions on loading sample data into your Atlas cluster, see Load Sample Data into Your Cluster.

Tutorials Using Sample Data

Atlas Tutorials

The Getting Started with MongoDB Atlas tutorial walks through setting up an Atlas cluster and populating that cluster with sample data.

MongoDB Charts Tutorials

The following MongoDB Charts tutorials guide you through visualizing sample data provided by Atlas:

Visualizing Order Data

Visualize the Sample Supply Store Dataset, which contains sales order data from a mock office supply company.

Visualizing Movie Details

Visualize the Sample Mflix Dataset, which contains data on movies and movie theaters.

MongoDB University Courses that Use Sample Data

The following MongoDB University courses and trainings utilize the sample data provded by Atlas.

M001: MongoDB Basics

MongoDB Basics is designed for learners brand new to MongoDB.

M121: The MongoDB Aggregation Framework

Learn how to use MongoDB Aggregation Framework in your application development practices.

M220J: MongoDB for Java Developers

Learn how to use MongoDB as the database for a Java application.

M220JS: MongoDB for Javascript Developers

Learn how to use MongoDB as the database for a Node.js application.

M220P: MongoDB for Python Developers

Learn how to use MongoDB as the database for a Python application.

All In-Person Training

Get quickly ramped on MongoDB with comprehensive private training programs for developers and operations teams.

Create a Cluster

Atlas-managed MongoDB deployments, or “clusters”, can be either a replica set or a sharded cluster to give you the best of the result in assertion of progression. Further getting things in to your control since for a purpose all Atlas clusters run using the WiredTiger storage engine this must be done carefully and may or may not be tentative. Letting you not getting in to confusion this tutorial covers creating and configuring a new Atlas cluster.

To learn how to modify an existing Atlas cluster, see Modify a Cluster.

IMPORTANT

If this is the first M10+ dedicated paid cluster for the selected region or regions and
  you plan on creating one or more VPC peering connections, please review the documentation on VPC Peering Connections before continuing.

A. Letting you not getting in to confusion that’s pretty common and also I heard that a lot of people had the same experience open the Create New Cluster
  Dialog

NOTE

Before creating a cluster, check that you have the correct organization and project selected and you observe the changes and I wish you get this explanation. And adding to these along with experience of projects however I totally agree click the Context
  drop down in the top left corner to select a specific organization or project to make the purpose meet from all the ends for this. Already in most real time examples in real projects for more information on creating and managing organizations and projects, see Organizations and Projects.

Each Atlas project supports up to 25 clusters and I wish you get this explanation. And in a bit of rage for perfection in this pretext please contact Atlas support for questions or assistance regarding the cluster limit to make the purpose meet from all the ends for this. Letting you not getting in to confusion to contact support, select Support
  from the left-hand navigation bar of the Atlas UI.

Go to the Clusters
  view and click the Add New Cluster
  or Build a New Cluster
  button to display theCreate New Cluster
  dialog this gives you best idea of all and this plays great role in this and I wish you get this explanation. Further getting things in to your control since for a purpose as you build your cluster, Atlas displays the associated costs at the bottom of the screen for your project information. I think for next understanding you can hover over the displayed cost for additional estimates.

B. And adding to these along with experience of projects however I totally agree configure the Cluster Cloud Provider & Region


Select your preferred cloud provider and region for your project information. Letting you not getting in to confusion the choice of cloud provider and region affects the configuration options for the available instance sizes, network latency for clients accessing your cluster, the geographic location of the nodes in your cluster, and the cost of running the cluster.

Atlas supports deploying M0 Free Tier and M2/M5 shared-tier clusters on all cloud providers but only a subset of each cloud provider’s regions and I wish you get this explanation. It’s important to give you some information which is important for this learning regions marked as Free Tier Available
  support deploying M0 Free Tier clusters and I wish you get this explanation. Already in most real time examples in real projects for a list of regions that support M2/M5 clusters, see:


	
Amazon Web Services (AWS)


	
Google Cloud Platform (GCP)


	
Microsoft Azure




Regions marked as ★
 are Recommended
  regions that provide higher availability compared to other regions and I wish you get this explanation. Already in most real time examples in real projects for more information, see:


	
AWS Recommended Regions.


	
GCP Recommended Regions.


	
Azure Recommended Regions.




The number of availability zones, zones, or fault domains in a region has no affect on the number of MongoDB nodes Atlas can deploy and may or may not be tentative. Because of such importance and credibility mongoDB Atlas clusters are always made of replica sets with a minimum of three MongoDB nodes.

From the Cloud Provider & Region
  section, you can also Select Multi-Region, Workload Isolation, and Replication Options.

Select Multi-Region, Workload Isolation, and Replication Options

To configure additional cluster options, toggle Select Multi-Region, Workload Isolation, and Replication Options (M10+ clusters)
  to Yes and I wish you get this explanation.
 I really find this interesting use these options to add cluster nodes in different geographic regions with different workload priorities, and direct application queries to the appropriate cluster nodes.

AWS ONLY

If this is the first M10+ dedicated paid cluster for the selected region or regions and
  you plan on creating one or more VPC peering connections, please review the documentation on VPC Peering Connectionsbefore continuing.

The following options are available when configuring cross-region clusters:

Electable nodes for high availability

Having additional regions with electable nodes increases availability and helps better withstand data center outages.

The first row lists the Highest Priority
  region for your project information. Further getting things in to your control since for a purpose atlas prioritizes nodes in this region for primary eligibility and may or may not be tentative. Already in most real time examples in real projects for more information on priority in replica set elections, see Member Priority.

Click Add a region
  to add a new row for region selection and select the region from the dropdown for your project information. Further getting things in to your control specify the desired number of Nodes
  for the region for your project information. Letting you not getting in to confusion the total number of electable nodes across all regions in the cluster must be 3, 5, or 7.

BACKUP DATA CENTER LOCATION

If this is the first cluster in the project and
  you intend to enable continuous snapshot backups, Atlas selects the backup data center location for the project based on the geographical location of the cluster’s Highest Priority
  region for your project information. Letting you not getting in to confusion to learn more about how Atlas creates the backup data center, see Fully Managed Backup Service.

When selecting a Region
 , regions marked as Recommended
  provide higher availability compared to other regions and I wish you get this explanation. Already in most real time examples in real projects for more information, see:


	
AWS Recommended Regions.


	
GCP Recommended Regions.


	
Azure Recommended Regions.




Each node in the selected regions can participate in replica set elections, and can become the primary as long as the majority of nodes in the replica set are available.

You can improve the replication factor of single-region clusters by increasing the number of Nodes
  for your Highest Priority
  region for your project information. I think for next understanding you do not have to add additional regions to modify the replication factor of your Highest Priority
  region.

To remove a region, click the trash icon
  icon next to that region for your project information. I think for next understanding you cannot remove the Highest Priority
  region.

Atlas provides checks for whether your selected cross-regional configuration provides availability during partial or whole regional outages and I wish you get this explanation. Letting you not getting in to confusion to ensure availability during a full region outage, you need at least one node in three different regions and I wish you get this explanation. Letting you not getting in to confusion to ensure availability during a partial region outage, you must have at least 3 electable nodes in a Recommended
  region or
  at least 3 electable nodes across at least 2 regions.

Read-only nodes for optimal local reads

Use read-only nodes to optimize local reads in the nodes’ respective service areas.

Click Add a region
  to select a region in which to deploy read-only nodes and I wish you get this explanation. Further getting things in to your control specify the desired number ofNodes
  for the region.

Read-only nodes cannot provide high availability because they cannot participate in elections, or become the primary for their cluster to give you the best of the result in assertion of progression. It’s important to give you some information which is important for this learning read-only nodes have distinct replica set tags that allow you to direct queries to desired regions.

To remove a read-only region, click the trash icon
  icon next to that region.

Analytics nodes for workload isolation

Use analytics nodes to isolate queries which you do not wish to contend with your operational workload and you observe the changes and I wish you get this explanation. Further getting things in to your control since for a purpose analytics nodes are useful for handling data analysis operations, such as reporting queries from BI Connector for Atlas and I wish you get this explanation. Further getting things in to your control since for a purpose analytics nodes have distinct replica set tags which allow you to direct queries to desired regions.

Click Add a region
  to select a region in which to deploy analytics nodes and I wish you get this explanation. Further getting things in to your control specify the desired number ofNodes
  for the region.

Analytics nodes cannot participate in elections or become the primary for their cluster.

To remove an analytics node, click the trash icon
  icon next to that region.

SEE ALSO

For additional information on replica set tag sets, see Configure Replica Set Tag Sets in the MongoDB manual.

NOTE

Having a large number of regions or having nodes spread across long distances may lead to long election times or replication lag.

IMPORTANT

For a given region in an Atlas project with multi-region clusters or clusters in multiple regions, you cannot have more than 40 MongoDB nodes on all other regions in that project to make the purpose meet from all the ends for this. Letting you not getting in to confusion this limit applies across all cloud service providers and I wish you get this explanation. It’s important to give you some information which is important for this learning remember very carefully that gCP regions communicating with each other do not count against that limit.

EXAMPLE

If an Atlas project has 20 nodes in Region A and 20 nodes in Region B, you can deploy no more than 20 additional nodes in that project in any given region for your project information. Letting you not getting in to confusion this limit applies even if Region A and Region B are backed by different cloud service providers.

For Atlas projects where every cluster is deployed to a single region, you cannot create a multi-region cluster in that project if there are already 40 or more nodes in that single region.

C. Further getting things in to your control select the Cluster Tier


Select your preferred cluster instance size this must be done carefully and may or may not be tentative. Letting you not getting in to confusion the selected instance size dictates the memory, storage, and IOPS specification for each data-bearing server [2] in the cluster.

Atlas categorizes the instance sizes into tiers as follows:

Shared Clusters

Sandbox replica set clusters for getting started with MongoDB. Letting you not getting in to confusion these instances deploy to a shared environment with access to a subset of Atlas features and functionality and may or may not be tentative. Already in most real time examples in real projects for complete documentation on shared cluster limits and restrictions, see Atlas M0 (Free Tier), M2, and M5 Limitations.

Atlas provides an option to deploy one M0 Free Tier replica set per project to make the purpose meet from all the ends for this. I think for next understanding you can upgrade an M0 Free Tier cluster to an M2+ paid cluster at any time.

M2 and M5 instances are low-cost shared starter clusters and I wish you get this explanation. Letting you not getting in to confusion these clusters provide the following additional features and functionality compared to M0 clusters:


	
Backups for your cluster data.


	
Increased storage.


	
API access.




NOTE

Atlas deploys MongoDB 4.0 for all instances in the Shared Clusters tier to give you the best of the result in assertion of progression. And adding to these along with experience of projects however, Shared Clusters do not support all functionality in MongoDB 4.0. Further getting things in to your control see Atlas M0 (Free Tier), M2, and M5 Limitations for details.

Atlas supports shared cluster deployment in a subset of Cloud Providers and Regions and I wish you get this explanation. Further getting things in to your control since for a purpose atlas greys out any shared cluster instance sizes not supported by the selected cloud service provider and region for your project information. Already in most real time examples in real projects for a complete list of regions that support shared cluster deployments, see:


	
Amazon Web Services (AWS)


	
Google Cloud Platform (GCP)


	
Microsoft Azure




Dedicated Clusters (for development and low-traffic applications)

Instances that support development environments and low-traffic applications.

These instances support replica set deployments only, but otherwise provide full access to Atlas features and functionality.

Dedicated Clusters (for production and high-traffic applications)

Instances that support production environments with high traffic applications and large datasets.

These instances support replica set and sharded cluster deployments with full access to Atlas features and functionality.

Some instances have variants, denoted by the ❯
 character to give you the best of the result in assertion of progression. Adding further to explain this when you select these instances, Atlas lists the variants and tags each instance to distinguish their key characteristics.

NVMe Storage on AWS

For applications which require low-latency and high-throughput IO, Atlas offers storage options on AWS which leverage locally attached ephemeral NVMe SSDs and I wish you get this explanation. Letting you not getting in to confusion the following instance sizes have an NVMe option, with the size fixed at the cluster tier:


	
M40


	
M50


	
M60


	
M80


	
M200


	
M400




Clusters with NVMe storage use Cloud Provider Snapshots for backup but be careful in using this in your projects and I wish you get this explanation. But also remember that backup cannot be disabled for NVMe clusters.

NVMe clusters use a hidden secondary node consisting of a provisioned volume with high throughput and IOPS to facilitate backup.

The following table highlights key differences between an M0 Free Tier cluster, an M2 or M5 shared starter cluster, and an M10+ dedicated cluster.



	
	
Free Tier Cluster (M0)


	
Shared Starter Cluster (M2 and M5)


	
Dedicated Cluster (M10 and larger)







	
Storage


	
512 MB


	
M2: 2 GB

M5: 5 GB


	
10 - 4000 GB





	
MongoDB Version Support


	
4.0


	
4.0


	
3.4, 3.6, 4.0, 4.2 (beta)





	
Metrics and Alerts


	
Limited


	
Limited


	
Full metrics, including the Real Time Performance Tab, and full alert configuration options.





	
VPC Peering


	
No


	
No


	
VPC Peering Connection wizard





	
Global Region Selection


	
Atlas supports deploying M0 instances in a subset of regions in AWS, GCP, and Azure.


	
Atlas supports deploying M2 and M5clusters in a subset of regions in AWS, GCP, and Azure.


	
Atlas supports deploying clusters globally on Amazon Web Services,Google Cloud Platform, andMicrosoft Azure





	
Cross-Region Deployments


	
No


	
No


	
Yes and I wish you get this explanation. Further getting things in to your control specify additional regions for high availability or local reads whencreating or scaling a cluster.





	
Backups


	
No


	
Yes, daily backup snapshots


	
Yes, including queryable backups





	
Sharding


	
No


	
No


	
Yes, for clusters using an M30+instance





	
Dedicated Instance


	
No, M0 Free Tier clusters run in a shared environment


	
No, M2 and M5 clusters run in a shared environment


	
Yes, M10+ clusters deploy each mongod process to its own instance.





	
Performance Advisor


	
No


	
No


	
Yes





	
BI Connector for Atlas


	
No


	
No


	
Yes







For a complete list of M0 (Free Tier), M2, and M5 limitations, see Atlas M0 (Free Tier), M2, and M5 Limitations.

From the Cluster Tier
  section, you can also Customize Your Storage.

Customize Your Storage

Each cluster tier comes with a default set of resources and I wish you get this explanation. And adding to these along with experience of projects however I totally agree clusters of size M10 and larger provide the ability to customize your storage capacity.

Atlas provides the following storage configuration options, depending on the selected cloud provider and instance size.


	
Cluster Class
  (AWS only)




Clusters of size M40 and larger on AWS offer multiple options, including:


	
Low CPU


	
General


	
Local NVMe SSD




Locally attached ephemeral NVMe SSDs offer the highest level of speed and performance.

Select the Class
  box with your preferred speed and you observe the changes and I wish you get this explanation. And adding to these along with experience of projects however I totally agree changes to cluster class affect cost.


	
Storage Capacity




The size of the server data volume this must be done carefully and may or may not be tentative. Letting you not getting in to confusion to change this, either:


	
Specify the exact disk size in the text box, 
 or


	
Move the slide bar until the text box displays your preferred disk size.




Changes to storage capacity affect cost.


	
Auto-Expand Storage
 : Available on clusters of size M10 and larger to give you the best of the result in assertion of progression. Adding further to explain this when disk usage reaches 90%, automatically increase storage by an amount necessary to achieve 70% utilization for your project information. Letting you not getting in to confusion to enable this feature, check the box marked 
 Auto-expand storage when disk usage reaches 90%
 .




Changes to storage capacity affect cost.

Contact Atlas support for guidance on oplog sizing for clusters with automatic storage expansion enabled and you observe the changes and I wish you get this explanation. Already in most real time examples in real projects for details on how Atlas handles reaching database storage limits, refer to the FAQ page.

NOTE

AWS clusters with local NVMe SSDs cannot expand incrementally and may or may not be tentative. Adding further to explain this when disk usage reaches 90%, NVMe clusters scale to the next available instance size, if any.


	
IOPS
  (configurable for AWS only)




Atlas clusters on AWS of size M30 and greater allow you to customize the maximum IOPS rate of your cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion to provision the IOPS rate of your cluster, check the box marked Provision IOPS
  and either:


	
Specify the exact IOPS rate in the text box, 
 or


	
Move the slide bar until the text box displays your preferred IOPS rate.




NOTE

The available IOPS range for a cluster is tied to disk storage capacity and may or may not be tentative. Already in most real time examples if you modify your cluster’s storage capacity, the range of available IOPS values changes as well.

If you do not choose to provision IOPS, the default IOPS rate changes as the cluster’s storage capacity changes.

Changes to IOPS provisioning affect cost.

IMPORTANT

Atlas enforces the following minimum ratios by cluster tier to facilitate consistent network performance with large datasets.

Disk Capacity to RAM:


	
-M40: 3:1


	
M40+: 50:1


	
M50+: 100 to 1




For example, a cluster with 50 GB storage requires a value for IOPS of at least 150. Letting you not getting in to confusion to support 3 TB of disk capacity, you must select a cluster tier with at least 32 GB of RAM (M50 or higher).

Atlas has a 4 TB disk capacity limit on all replica sets and shards, regardless of cluster tier to give you the best of the result in assertion of progression. Letting you not getting in to confusion to expand total cluster storage beyond 4 TB, enable sharding.

For clusters with Auto-Expand Storage
  enabled, Atlas respects the calculated maximum storage for the selected cluster tier to give you the best of the result in assertion of progression.  I really find this interesting users whose disk capacity reaches the allowable limit receive notification by email.

For more information on the default resources and available configuration options for each cloud service provider, see:


	
AWS Configuration Options


	
GCP Configuration Options


	
Azure Configuration Options.




SEE ALSO

Connection Limits and Instance Sizes

D. Further getting things in to your control select any Additional Settings


From the Additional Settings
 section, you can


	
Select the MongoDB Version of the Cluster


	
Enable Backup for the Cluster


	
Deploy a Sharded Cluster


	
Configure the Number of Shards


	
Enable BI Connector for Atlas


	
Enable Encryption at Rest


	
Configure Additional Configuration Options




Select the MongoDB Version of the Cluster

Select the new MongoDB version from the Select a version
  dropdown for your project information. Further getting things in to your control since for a purpose atlas always deploys the cluster with the latest stable release of the specified version.

Atlas supports creating M10+ paid tier clusters with the following MongoDB versions:


	
MongoDB 3.4


	
MongoDB 3.6


	
MongoDB 4.0


	
MongoDB 4.2 (beta)




M0 Free Tier and M2/M5 shared-tier clusters only support MongoDB 4.0.

As new maintenance releases become available, Atlas automatically upgrades to these releases via a rolling process to maintain cluster availability.

You can upgrade an existing Atlas cluster to a newer major MongoDB version, if available, when you scale a cluster to give you the best of the result in assertion of progression. And adding to these along with experience of projects however, you cannot downgrade a cluster’s MongoDB version.

IMPORTANT

If your project contains a custom role that uses actions introduced in a specific MongoDB version, you cannot create a cluster with a MongoDB version less than that version unless you delete the custom role.

Enable Backup for the Cluster

Backups are automatically enabled for M2 and M5 shared-tier clusters and cannot be disabled and you observe the changes and I wish you get this explanation. Already in most real time examples in real projects for more information, see M2/M5 Snapshots.

To enable backups for an M10+ Atlas cluster, toggle Turn on Backup (M10 and up)
  to Yes and I wish you get this explanation. Already in most real time examples if enabled, Atlas takes snapshots of your databases at regular intervals and retains them according to your project’sretention policy.

Atlas provides the following backup options for M10+ clusters:




	
Backup Option


	
Description







	
Continuous Backups


	
Atlas takes incremental snapshots of data in your cluster and allows you to restorefrom stored snapshots or from a selected point in time within the last 24 hours and I wish you get this explanation. I think for next understanding you can also query a continuous backup snapshot.

Each project has one
  backup data center location dictated by the first
  backup-enabled cluster created in that project to make the purpose meet from all the ends for this. Further getting things in to your control see Snapshot Storage Location for more information.





	
Cloud Provider Snapshots


	
Atlas takes either full copy snapshots (for Azure-backed clusters) or incremental snapshots (for AWS and GCP-backed clusters) of data in your cluster and allows you to restore from those snapshots and I wish you get this explanation. Further getting things in to your control since for a purpose atlas stores snapshots in the same cloud provider region as the replica set member targeted for snapshots.







Deploy a Sharded Cluster

IMPORTANT

You cannot deploy a sharded cluster with MongoDB 4.2. Further getting things in to your control since for a purpose atlas only supports MongoDB 4.2 on replica sets.

To deploy your cluster as a sharded cluster, toggle Shard your cluster (M30 and up)
  to Yes.

Sharded clusters support horizontal scaling and consist of shards, config servers and mongosrouters:


	
Atlas deploys each shard as a three-node replica set, where each node deploys using the configured 
 Cloud Provider & Region
 , 
 Cluster Tier
 , and 
 Additional Settings and I wish you get this explanation.
 Further getting things in to your control since for a purpose atlas deploys one mongodper shard node.




For cross-region clusters, the number of nodes per shard is equal to the total number of electable and read-only nodes across all configured regions and I wish you get this explanation. Further getting things in to your control since for a purpose atlas distributes the shard nodes across the selected regions.


	
Atlas deploys the config servers as a three-node replica set to make the purpose meet from all the ends for this. Letting you not getting in to confusion the config servers run on M30 instances.




For cross-region clusters, Atlas distributes the config server replia set nodes to ensure optimal availability and may or may not be tentative. Already in most real time examples in real projects for example, Atlas might deploy the config servers across three distinct availability zones and three distinct regions if supported by the selected cloud service provider and region configuration.


	
Atlas deploys one mongos router for each node in each shard and you observe the changes and I wish you get this explanation. Already in most real time examples in real projects for cross-region clusters, this allows clients using a MongoDB driver to connect to the geographically “nearest” mongos.




To calculate the number of mongos routers in a cluster, multiply the number of shards by the number of replica set nodes per shard.

You cannot convert a sharded cluster deployment to a replica set deployment.

For details on how the number of server instances affect cost, see Number of Servers.

For more information on sharded clusters, see Sharding in the MongoDB manual.

Configure the Number of Shards

This field is visible only if the deployment is a sharded cluster.

You can set the number of shards to deploy with the sharded cluster to give you the best of the result in assertion of progression. I think for next understanding you can have no fewer than 2 shards and no more than 50 shards.

Enable BI Connector for Atlas

To enable BI Connector for Atlas for this cluster, toggle Enable Business Intelligence Connector (M10 and up)
  to Yes
 .

NOTE

BI Connector for Atlas is only available for M10+ clusters.

If enabled, select the node type from which BI Connector for Atlas should read.

The following table describes the available read preferences for BI Connector for Atlas and their corresponding readPreference and readPreferenceTag connection string options.




	
BI ConnectorRead Preference


	
Description


	
readPreference


	
readPreferenceTags







	
Primary


	
Read from the primarynode.


	
primary


	
None





	
Secondary


	
Read from secondarynodes.


	
secondary


	
nodeType:ELECTABLE,nodeType:READ_ONLY





	
Analytics


	
BI Connector for Atlas reads from analytics nodes.


	
secondary


	
nodeType:ANALYTICS







The nodeType read preference tag dictates the type of node BI Connector for Atlas connects to and this is the thing which is making difference. Letting you not getting in to confusion the possible values for this option are as follows:


	
ELECTABLE restricts BI Connector to the primary and electable secondary nodes.


	
READ-ONLY restricts BI Connector to connecting to non-electable secondary nodes.


	
ANALYTICS restricts BI Connector to connecting to analytics nodes.




TIP

When using a readPreference of "analytics", Atlas places BI Connector for Atlas on the same hardware as the analytics nodes from which BI Connector for Atlas reads.

By isolating electable data-bearing nodes from the BI Connector for Atlas, electable nodes do not compete for resources with BI Connector for Atlas, thus improving cluster reliability and performance.

For high traffic production environments, connecting to the Secondary Node(s)
  or Analytics Node(s)
  may be preferable to connecting to the Primary Node
 .

For clusters with one or more analytics nodes, select Analytics Node
  to isolate BI Connector for Atlas queries from your operational workload and read from dedicated, read-only analytics nodes and I wish you get this explanation. Adding further to explain this with this option, electable nodes do not compete for resources with BI Connector for Atlas, thus improving cluster reliability and performance.

The BI Connector generates a relational schema by sampling data from MongoDB. Letting you not getting in to confusion the following sampling settings are configurable:




	
BI Connector Option


	
Type


	
Description







	
Schema Sample Size


	
integer


	

Optional and this plays great role in this and I wish you get this explanation. Letting you not getting in to confusion t
 he number of documents that the BI Connector samples for each database when gathering schema information for your project information. Already in most real time examples in real projects for more information, see the BI Connector documentation.





	
Sample Refresh Interval


	
integer


	

Optional and this plays great role in this and I wish you get this explanation. Letting you not getting in to confusion t
 he frequency, in seconds, at which the BI Connector re-samples data to recreate the schema and this is really best of the capabilities and I wish you get this explanation. Already in most real time examples in real projects for more information, see the BI Connector documentation.







Enable Encryption at Rest

CONFIGURE ENCRYPTION AT REST USING YOUR KEY MANAGEMENT FOR YOUR ATLAS PROJECT

You must configure the Atlas project for Encryption at Rest using your Key Management before enabling the feature for your Atlas clusters and I wish you get this explanation. Letting you not getting in to confusion to learn more, see Encryption at Rest using Customer Key Management.

Atlas supports the following Encryption at Rest providers:


	
AWS Key Management Services


	
Azure Key Vault




IMPORTANT

If you want to switch from one Encryption at Rest provider on your cluster to another, you must first disable Encryption at Rest for your cluster, then re-enable it with your desired Encryption at Rest provider to give you the best of the result in assertion of progression. Further getting things in to your control see Encryption at Rest using Customer Key Management.

Atlas encrypts all cluster storage and snapshot volumes, ensuring the security of all cluster data at rest (Encryption at Rest). Further getting things in to your control since for a purpose atlas Project Owners can configure an additional layer of encryption on their data at rest using the MongoDB Encrypted Storage Engine and their Atlas-compatible Encryption at Rest provider.

To enable Atlas Encryption at Rest for this cluster, toggle Encryption At Rest with WiredTiger Encrypted Storage Engine (M10 and up)
  to Yes
 .

Atlas Encryption at Rest using your Key Management supports M10 or greater replica set clusters backed byAWS or Azure only and may or may not be tentative. Further getting things in to your control support for clusters deployed on Google Cloud Platform (GCP) is in development to make the purpose meet from all the ends for this. Further getting things in to your control since for a purpose atlas Encryption at Rest supports encrypting Cloud Provider Snapshots only and may or may not be tentative.
 I think for next understanding you cannot enable Encryption at Rest on a cluster using Continuous Backups.

Atlas clusters using Encryption at Rest using your Key Management incur an increase to their hourly run cost to make the purpose meet from all the ends for this. Already in most real time examples in real projects for more information on Atlas billing for advanced security features, see Advanced Security.

IMPORTANT

If Atlas cannot access the Atlas project key management provider or the encryption key used to encrypt a cluster, then that cluster becomes inaccessible and unrecoverable this must be done carefully and may or may not be tentative. But with some experience exercise extreme caution before modifying, deleting, or disabling an encryption key or key management provider credentials used by Atlas.

Configure Additional Configuration Options

You can configure the following mongod runtime options on M10+ paid tier clusters:

Set Oplog Size

Modify the oplog size of the cluster to give you the best of the result in assertion of progression. Already in most real time examples in real projects for sharded cluster deployments, this modifies the oplog size of each shard in the cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion this option corresponds to modifying the replication.oplogSizeMBconfiguration file option for each mongod in the cluster.

To modify the oplog size:


	Log into Atlas.

	For your desired cluster, click Edit Configuration
 from the ellipsis h icon
 menu.

	Click Additional Settings
 .

	Set the oplog to the desired size.

	Click Apply Changes
 .



You can check the oplog size by connecting to your cluster via the mongo shell and authenticating as a user with the Atlas admin role this must be done carefully and may or may not be tentative. It’s important to give you some information which is important for this learning run the rs.printReplicationInfo() method to view the current oplog size and time.

WARNING

Reducing the size of the oplog requires removing data from the oplog this gives you best idea of all and this plays great role in this and I wish you get this explanation. Further getting things in to your control since for a purpose atlas cannot access or restore any oplog entries removed as a result of oplog reduction for your project information. And adding to these along with experience of projects however I totally agree consider the ramifications of this data loss before reducing the oplog.

Enforce Index Key Limit

Enable or disable enforcement of the 1024-byte index key limit to make the purpose meet from all the ends for this. Letting you not getting in to confusion that’s pretty common that documents can only be updated or inserted if, for all indexed fields on the target collection, the corresponding index entries do not exceed 1024 bytes and I wish you get this explanation. Already in most real time examples if disabled, mongod writes documents that breach the limit but does not
  index them and likely the act of utmost plausible task. Letting you not getting in to confusion this option corresponds to modifying the failIndexKeyTooLong parameter via the setParametercommand for each mongod in the cluster.

Allow Server-Side JavaScript

Enable or disable execution of operations that perform server-side execution of JavaScript to make the purpose meet from all the ends for this. Letting you not getting in to confusion this option corresponds to modifying the security.javascriptEnabled configuration file option for each mongod in the cluster.

Set Minimum TLS Protocol Version [1]

Sets the minimum TLS version the cluster accepts for incoming connections and I wish you get this explanation. Letting you not getting in to confusion this option corresponds to configuring the net.ssl.disabledProtocols configuration file option for each mongod in the cluster.

TLS 1.0 DEPRECATION

For users considering this option as a method for enabling the deprecated Transport Layer Security (TLS) 1.0 protocol version, please read What versions of TLS does Atlas support? before proceeding this gives you best idea of all and this plays great role in this and I wish you get this explanation. Further getting things in to your control since for a purpose atlas deprecation of TLS 1.0 improves your security of data-in-transit and aligns with industry best practices and I wish you get this explanation. But with some experience enabling TLS 1.0 for any Atlas cluster carries security risks and I wish you get this explanation. And adding to these along with experience of projects however I totally agree consider enabling TLS 1.0 only for as long as required to update your application stack to support TLS 1.1 or later.

Require Indexes for All Queries

Enable or disable the execution of queries that require a collection scan to return results and I wish you get this explanation. Letting you not getting in to confusion this option corresponds to modifying the notablescan parameter via the setParameter command for each mongod in the cluster.




	
[1]


	

(1, 2)
  Atlas performs uses a rolling deployment process to apply modifications to these options and I wish you get this explanation. Already in most real time examples in real projects for sharded clusters, this involves a rolling restart of all shards and the config server replica set to make the purpose meet from all the ends for this. Letting you not getting in to confusion to learn more about how Atlas supports high availability during maintenance operations, see How does MongoDB Atlas deliver high availability?.







E. But with some experience enter the Cluster Name


This is the cluster name as it appears in Atlas and I wish you get this explanation. I think for next understanding you cannot change the cluster name once Atlas deploys the cluster.

F. But with some experience enter your Payment Information and Deploy your Cluster

Click Create Cluster
  below the form to enter payment information for your project information. Further getting things in to your control since for a purpose atlas does not prompt you for payment information if you have already provided payment information for the organization within which you are deploying the cluster to give you the best of the result in assertion of progression. Already in most real time examples in real projects for Atlas M0 Free Tier clusters, Atlas does not require payment information to deploy the cluster.

See Billing Overview for more information on Atlas billing and payments.

G. (Optional) Create a MongoDB Administrative User

Atlas only allows client connections to the cluster from entries in the project IP whitelist to make the purpose meet from all the ends for this. And adding to these along with experience of projects however I totally agree clients must also authenticate as a MongoDB database user associated to the project.

If you have not configured the project IP whitelist or MongoDB users, navigate to the Database Access
  and Network Access
  pages to configure basic project security.

When creating your first MongoDB database user, select the Atlas admin role from the user configuration dialog to create an administrative user to give you the best of the result in assertion of progression. Further getting things in to your control see MongoDB Database User Privileges for more information on MongoDB user privileges.

If you need to modify your existing project security settings navigate to the guilabel:Database Access, Network Access
 , and Advanced
  pages under the Security
  section in the navigation for your project information. Further getting things in to your control see Security Features and Setup for complete documentation on Atlas project security settings.

H. And adding to these along with experience of projects however I totally agree connect to your cluster

Once Atlas deploys your cluster, click Connect
  on the cluster to open the Connect
  dialog this gives you best idea of all and this plays great role in this and I wish you get this explanation. Letting you not getting in to confusion to learn how to connect to your cluster, see Connect to a Cluster.

OPEN PORTS 27015 TO 27017 TO ACCESS ATLAS DATABASES

If you use a whitelist on your firewall for network ports, open ports 27015 to 27017 to TCP and UDPtraffic on Atlas hosts and I wish you get this explanation. Letting you not getting in to confusion this grants your applications access to databases stored on Atlas.

To configure your application-side networks to accept Atlas traffic, we recommend using the Atlas APIGet All Clusters endpoint to retrieve mongoURI from the response elements and I wish you get this explanation. I think for next understanding you can also use the Get All MongoDB Processes endpoint to retrieve cluster hostnames (mongo-shard-00-00.mongodb.net, mongo-shard-00-01.mongodb.net etc).

You can parse these hostname values and feed the IP addresses programatically into your application-tier orchestration automation to push firewall updates.

All about Global Clusters

Atlas Global Clusters use a highly curated implementation of sharded cluster zones to support location-aware read and write operations for globally distributed application instances and clients and I wish you get this explanation. It’s important to give you some information which is important for this learning remember very carefully that global Clusters support deployment patterns such as:

Low-latency read and write operations for globally distributed clients.

Uptime protection during partial or full regional outages.

Location-aware data storage in specific geographic regions.

Workload isolation based on cluster member types.

Atlas supports enabling Global Writes when deploying an M30 or greater sharded cluster to give you the best of the result in assertion of progression. Already in most real time examples in real projects for replica sets, scale the cluster to at least an M30 instance and enable Global Writes and I wish you get this explanation. Further getting things in to your control since for a purpose all shard nodes deploy with the selected instance size.


IMPORTANT

You cannot disable Global Writes for a cluster once deployed.

[image: ]


Atlas Global Clusters require developers to define single or multi-region Zones
 , where each zone supports write and read operations from geographically local shards and I wish you get this explanation. I think for next understanding you can also configure zones to support global low-latency secondary reads and I wish you get this explanation. Already in most real time examples in real projects for more information on Global Writes zones, see Global Write Zones and Zone Mapping.

Atlas does not auto-configure or auto-shard collections and I wish you get this explanation. Further getting things in to your control sharded collections must meet specific compatibility requirements to utilize Global Writes and I wish you get this explanation. Already in most real time examples in real projects for more information on guidance and requirements for sharding collections for Global Writes, see Sharding Collections for Global Writes and I wish you get this explanation. Letting you not getting in to confusion the Atlas Data Explorer supports creating sharded collections with specific validations for Global Writes and I wish you get this explanation. Already in most real time examples in real projects for complete documentation, see Shard a Collection for Global Writes in Data Explorer.

OPEN PORTS 27015 TO 27017 TO ACCESS ATLAS DATABASES

If you use a whitelist on your firewall for network ports, open ports 27015 to 27017 to TCP and UDP traffic on Atlas hosts and I wish you get this explanation. Letting you not getting in to confusion this grants your applications access to databases stored on Atlas.

To configure your application-side networks to accept Atlas traffic, we recommend using the Atlas API Get All Clusters endpoint to retrieve mongoURI from the response elements and I wish you get this explanation. I think for next understanding you can also use the Get All MongoDB Processes endpoint to retrieve cluster hostnames (mongo-shard-00-00.mongodb.net, mongo-shard-00-01.mongodb.net etc).

You can parse these hostname values and feed the IP addresses programatically into your application-tier orchestration automation to push firewall updates.

Global Write Zones and Zone Mapping

Each Atlas Global Cluster supports up to 9 distinct zones and I wish you get this explanation. But with some experience each zone consists of one Highest Priority
  region and one or more Electable
 , Read-only
 , or Analytics
  regions and I wish you get this explanation. Letting you not getting in to confusion the available regions depend on the selected cloud service provider.




	
Region Type


	
Description







	
Highest Priority


	
Region where Atlas deploys the primary replica set member for the shard or shards associated with that zone this must be done carefully and may or may not be tentative. And adding to these along with experience of projects however I totally agree clients can only issue write operations to the primary.

Atlas uses the geographic location of the Highest Priority
  regions to construct a map of geographically-near countries and subdivisions and I wish you get this explanation. Letting you not getting in to confusion the Global Writes cluster uses this map for directing write operations to the correct zone.

TIP

To facilitate low-latency local secondary reads of globally distributed data, for each zone in the cluster, add a Read-only
  node in the Highest Priority
  region of every other cluster zone.





	
Electable


	
Region where Atlas deploys electable secondary replica set members for the shard or shards associated to that zone this must be done carefully and may or may not be tentative. But with some experience electable
  regions add additional fault tolerance in the event of a partial or total regional outage in the Highest Priority
  region.





	
Read-only


	
Region where Atlas deploys non-electable secondary replica set members for supporting secondary read operations.





	
Analytics


	
Region where Atlas deploys analytics nodes and I wish you get this explanation. Further getting things in to your control since for a purpose analytics nodes are read-only nodes configured with distinct replica set tags and I wish you get this explanation. I think for next understanding you can use these tags to direct queries to specific regions and I wish you get this explanation. Further getting things in to your control since for a purpose as a result, analytics nodes can help isolate reporting queries from your normal operational workload as well as reduce latency for local reads.







For each shard associated to a zone, Atlas distributes the shard nodes across the configured regions and I wish you get this explanation. Adding further to explain this while Atlas allows more than one shard per zone, users should instead consider creating additional zones to address high user volume in a concentrated geographic area.

NOTE

Atlas supports up to 50 shards per sharded cluster regardless of the number of zones and I wish you get this explanation. And adding to these along with experience of projects however I totally agree contact support by clicking Support
  from the Atlas UI if you have requirements for more shards in your Global Cluster.

The Atlas cluster builder includes templates for automatically configuring Global Writes zones for the Global Cluster to give you the best of the result in assertion of progression. But with some experience each template provides a visual description of the cluster zone configuration, including estimates of geographic latency and coverage this must be done carefully and may or may not be tentative. Already in most real time examples in real projects for complete documentation on creating a Global Cluster, see Create a Global Cluster to give you the best of the result in assertion of progression. Already in most real time examples in real projects for more information on Global Writes templates, see the Configure Global Writes Zones Using a Template section of that tutorial.

Sharding Collections for Global Writes

Unsharded collections must meet the following compatibility requirements prior to sharding
  to utilize Global Writes when sharded:


	
Every document in the collection
 must
 include a location field.


	
The value of the location field 
 must
  be either an ISO-3166-1 alpha 2 country code ("US", "DE", "IN") 
 or
  a supported ISO-3166-2 subdivision code ("US-DC", "DE-BE", "IN-DL"). Letting you not getting in to confusion that’s pretty common that documents that do not match this criteria can be routed to any shard in the cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion to view the complete list of currently supported country or subdivision codes, visithttps://cloud.mongodb.com/static/atlas/country_iso_codes.txt.




For collections that meet the stated requirements, you must
  shard the collection using the following pattern:

copy

copied

{ "location"
 : 1, "<secondary_field>"
 : 1 }

A shard key on the location field alone may result in bottlenecks, especially for workloads where a subset of countries or subdivisions receive the majority of write operations and I wish you get this explanation. Further getting things in to your control since for a purpose atlas Global Writes requires a compound shard key to facilitate efficient distribution of sharded data across the cluster to give you the best of the result in assertion of progression. Further getting things in to your control since for a purpose atlas Global Cluster shard keys share the same restrictions as MongoDB shard keys; for example, the secondary shard key field cannot
  be an array.

For guidance on choosing a secondary shard key field and the effect of shard key choice on data distribution, see Choosing a Shard Key and may or may not be tentative. Already in most real time examples in real projects for complete documentation on shard key limitations, see Shard Key Limitations.

IMPORTANT

You cannot easily change the shard key after sharding, nor can you modify the value of shard key fields in any document in the sharded collection.

The Atlas Data Explorer supports creating sharded collections with specific validations for Global Writes and I wish you get this explanation. Already in most real time examples in real projects for complete documentation, see Shard a Collection for Global Writes in Data Explorer.

You can also use the mongo shell to execute the sh.shardCollection(). Further getting things in to your control since for a purpose after sharding the collection, you must use the Atlas Data Explorer to enable Global Writes for that collection for your project information. Already in most real time examples in real projects for complete documentation on sharding collections via the Data Explorer, see Shard a Collection for Global Writes in Data Explorer.

What is Global Cluster Write Operations

Each write to a sharded collection must
  include the shard key for the operation to succeed and you observe the changes and I wish you get this explanation. Already in most real time examples in real projects for each document in a write operation, MongoDB uses the location field of the shard key to determine the zone to which to route the data and this is really best of the capabilities and I wish you get this explanation. Because of such importance and credibility mongoDB selects a shard associated to that zone as the target for writing the document, facilitating geographically isolated and segmented data storage.

MongoDB can only guarantee this behavior for inserted documents that meet the criteria defined in Sharding Collections for Global Writes and I wish you get this explanation. Further getting things in to your control specifically, MongoDB can route a document whose location field does not conform to ISO-3166-1 alpha 2 or
  ISO-3166-2 to any shard in the cluster.

What is Global Cluster Read Operations

MongoDB query routing depends on whether the read operation includes the full shard key and
 that the location value corresponds to a supported ISO-3166-1 alpha 2 country code ("US", "DE", "IN") or
 a supported ISO-3166-2 subdivision code ("US-DC", "DE-BE", "IN-DL").

For queries that do include the full shard key and whose location value meets the requirements for Global Writes, MongoDB targets the read operation to the zone which maps to the location value or values specified in the query.

For read operations that do not include the full shard key, or if the location value does not correspond to a supported ISO-3166-1 alpha 2 country code or ISO-3166-2 subdivision code, MongoDB must broadcast the read operation to every zone in the cluster.

For Global Writes zones which have Read-only
  nodes in geographically distant regions, clients in those regions can query the local Read-only
  node for that zone by specifying the full shard key as part of the query and
  issuing the read operation with a Read Preference of nearest.

IMPORTANT

Secondary reads may return stale data depending on the level of replication lag between the secondary node and the primary and may or may not be tentative. Already in most real time examples in real projects for complete documentation on MongoDB read preference, see Read Preference.

Sharding Collections without Global Writes

Global Writes clusters support the same Ranged and Hashed sharding strategies as a standard Atlas sharded cluster to give you the best of the result in assertion of progression. Already in most real time examples in real projects for sharded collections whose shard keys and document schema do not support Global Writes, MongoDB distributes the sharded data evenly across the available shards in the cluster with respect to the chosen shard key and may or may not be tentative. And adding to these along with experience of projects however I totally agree consider using a separate sharded cluster for data that cannot take advantage of Global Writes functionality.

You cannot modify a collection to support Global Writes after sharding this gives you best idea of all and this plays great role in this and I wish you get this explanation. And adding to these along with experience of projects however I totally agree consider whether you might want to use Global Writes for a collection in the future before choosing an incompatible shard key and may or may not be tentative. Already in most real time examples in real projects for more information on Global Writes sharding requirements, see Sharding Collections for Global Writes.

Unsharded Collections in Global Write Clusters

Global Clusters provide the same support for unsharded collections as a standard Atlas sharded cluster to give you the best of the result in assertion of progression. Already in most real time examples in real projects for each database in the cluster, MongoDB stores its unsharded collections on a primary shard and you observe the changes and I wish you get this explanation.  I really find this interesting use sh.status()from the mongo shell to determine the primary shard for the database.

Network and Firewall Requirements

If you use a whitelist on your firewall for network ports, open ports 27015 to 27017 to TCP and UDP traffic on Atlas hosts and I wish you get this explanation. Letting you not getting in to confusion this grants your applications access to databases stored on Atlas.

To configure your application-side networks to accept Atlas traffic, we recommend using the Atlas API Get All Clusters endpoint to retrieve mongoURI from the response elements and I wish you get this explanation. I think for next understanding you can also use the Get All MongoDB Processes endpoint to retrieve cluster hostnames (mongo-shard-00-00.mongodb.net, mongo-shard-00-01.mongodb.net etc).

You can parse these hostname values and feed the IP addresses programatically into your application-tier orchestration automation to push firewall updates.

Preconfigured Security Features

The following security features are part of the Atlas product:

TLS/SSL

Atlas uses TLS/SSL to encrypt the connections to your databases.

Virtual Private Cloud

IMPORTANT

If this is the first M10+ dedicated paid cluster for the selected region or regions and
  you plan on creating one or more VPC peering connections, please review the documentation on VPC peering connections before continuing.

Required Security Features

You must
 configure the following security features:

Whitelist

Atlas only allows client connections to the cluster from entries in the project’s whitelist to make the purpose meet from all the ends for this. Letting you not getting in to confusion to connect, you must add an entry to the whitelist to make the purpose meet from all the ends for this. Letting you not getting in to confusion to set up the whitelist for the project, see Configure Whitelist Entries.

For Atlas clusters deployed on Google Cloud Platform (GCP) or Microsoft Azure, add the IP addresses of your GCP or Azure services to Atlas project IP whitelist to grant those services access to the cluster.

User Authentication/Authorization

Atlas requires clients to authenticate to access the clusters, i.e this must be done carefully and may or may not be tentative. the MongoDB databases and I wish you get this explanation. I think for next understanding you must create MongoDB users to access the database this must be done carefully and may or may not be tentative. Letting you not getting in to confusion to set up MongoDB users to your clusters, see Configure MongoDB Users.

To access clusters in a project, users must belong to that project to make the purpose meet from all the ends for this.  I really find this interesting users can belong to multiple projects and I wish you get this explanation. Further getting things in to your control see Atlas Access.

Optional Security Features

You may
 configure the following security features:

Custom MongoDB Roles

Atlas supports creating custom MongoDB roles in cases where the built-in Atlas database user privileges cannot describe your desired set of privileges.

VPC Peering (AWS and GCP)

Atlas supports VPC peering with other AWS or GCP VPCs and I wish you get this explanation. Letting you not getting in to confusion to use VPC Peering, see Set up a Network Peering Connection.

Two Factor Authentication

Atlas supports Two Factor Authentication (2FA) to help users control access to their Atlas accounts and I wish you get this explanation. Letting you not getting in to confusion to use 2FA, see Two Factor Authentication.

User Authentication/Authorization with LDAP

Atlas supports performing user authentication and authorization with LDAP. Letting you not getting in to confusion to use LDAP, see Set up User Authentication and Authorization with LDAP.

Encryption at Rest using your Key Management

Atlas supports using AWS KMS, Azure Key Vault, and Google Cloud Platform to encrypt storage engines and cloud provider backups and I wish you get this explanation. Letting you not getting in to confusion to use encryption at rest, see Encryption at Rest using Customer Key Management.

Database Auditing

Atlas supports auditing all system event actions and I wish you get this explanation. Letting you not getting in to confusion to use database auditing, see Set up Database Auditing.

Restrict MongoDB Support Access to Atlas Backend Infrastructure

Organization owners can restrict MongoDB Production Support Employees from accessing Atlas backend infrastructure for any Atlas cluster in their organization for your project information. Letting you not getting in to confusion that’s pretty common and also I heard that a lot of people had the same experience organization owners may grant a 24 hour bypass to the access restriction at the Atlas cluster level.

IMPORTANT

Restricting infrastructure access for MongoDB Production Support Employees may increase support issue response and resolution time and negatively impact cluster availability.

Part 2: Intermediate concepts

About Whitelist Entries

Atlas only allows client connections to the cluster from entries in the project’s whitelist to make the purpose meet from all the ends for this. But with some experience each entry is either a single IP address or a CIDR-notated range of addresses and I wish you get this explanation. Already in most real time examples in real projects for AWS clusters with one or more VPC Peeringconnections to the same AWS region, you can specify a Security Group associated with a peered VPC.

For Atlas clusters deployed on Google Cloud Platform (GCP) or Microsoft Azure, add the IP addresses of your GCP or Azure services to Atlas project IP whitelist to grant those services access to the cluster.

The whitelist applies to all clusters in the project and can have up to 200 whitelist entries, with the following exception: projects with an existing sharded cluster created before
  August 25, 2017 can have up to 100 whitelist entries.

Atlas supports creating temporary whitelist entries that automatically expire within a user-configurable 7-day period.

Atlas audits the creation, deletion, and updates of IP whitelist entries in the project’s Activity Feed and you observe the changes and I wish you get this explanation. Further getting things in to your control since for a purpose atlas audits actions pertaining to both temporary and non-temporary entries and I wish you get this explanation. Letting you not getting in to confusion to view the project’s Activity Feed, click Activity Feed
  in the Project
  section of the left navigation pane this must be done carefully and may or may not be tentative. Already in most real time examples in real projects for more information on the project Activity Feed, see View All Activity.

NOTE

Atlas does not report updates to a whitelist entry’s comment in the Activity Feed.

When you modify the address of a whitelist entry, the Activity Feed reports two new activities: one for the deletion of the old entry and one for the creation of the new entry.

View Whitelist Entries

In the Security
  section of the left navigation, click Network Access and I wish you get this explanation.
 Letting you not getting in to confusion the IP Whitelist
  tab displays.




	
IP Address


	
IP address or CIDR block and this is very useful for all the purposes and I wish you get this explanation. Already in most real time examples if this cluster is hosted on AWS, you can provide an AWS Security Group ID as well.





	
Comment


	
Description or other information about the whitelist entry





	
Status


	
Status of the whitelist entry:




	
	
Status


	
Description


	


	


	
	
Inactive


	
Atlas is not using the Whitelist entry and may or may not be tentative. And in a bit of rage for perfection in this pretext proceeding further for the purpose of enlighten no cloud provider containers are provisioned for the project.


	


	
	
Pending


	
Atlas is configuring the Whitelist entry for the project.


	


	
	
Active


	
Atlas has configured the whitelist entry for every container provisioned in the project.


	


	
	
Active in regions: <regions>


	
Atlas has configured the whitelist entry for every container provisioned in the project for the regions listed, but not any other containers that exist for the project to make the purpose meet from all the ends for this. Letting you not getting in to confusion this applies to AWS security groups only.


	


	
	
Failed


	
Atlas could not configure the whitelist entry for every container provisioned for the project.


	


	



	
Actions


	
Options to Edit or Delete







Add Whitelist Entries

1


Go to
 IP Whitelist
 view.



	In the Security
  section of the left navigation, click Network Access and I wish you get this explanation.
 Letting you not getting in to confusion the IP Whitelist
  tab displays.

	Click plus icon
 Add IP Address
 .



2

Enter an IP address, CIDR block, or Security Group ID.

IMPORTANT

Ensure that you add the IP address you will use to access MongoDB as the admin user.

Enter the desired IP address or CIDR-notated range of addresses:




	
Entry


	
Grants







	
An IP address


	
Access from that address.





	
A CIDR-notated range of IP addresses


	
Access from the designated range of addresses.

For peer VPC connections, you can specify the CIDR block (or a subset) or the associated Security Group.

The Internet provides online tools for converting a range of IP addresses to CIDR, such as http://www.ipaddressguide.com/cidr.

IMPORTANT

Adding the CIDR 0.0.0.0/0 allows access from anywhere this must be done carefully and may or may not be tentative. But with some experience ensure that strong credentials (username and password) are used for all database users when allowing access from anywhere.





	
Security Group ID (AWS Only)


	
Access via Security Group membership from a peered VPC.

IMPORTANT

Atlas does not support security group whitelisting in projects with VPC peering connections in multiple regions.







3

(Optional) Set the whitelist as temporary.

Check the Save as temporary whitelist
  option to specify a length of time that the IP address will be whitelisted, after which Atlas will remove the address from the whitelist to make the purpose meet from all the ends for this. I think for next understanding you can select one of the following time periods for the address to be whitelisted:


	
6 hours


	
1 day


	
1 week




In the IP Whitelist
  view, temporary whitelist entries display the time remaining until the address will expire this must be done carefully and may or may not be tentative. Letting you not getting in to confusion that’s pretty common and also I heard that a lot of people had the same experience once the IP address expires and is deleted, any client or application attempting to connect to the cluster from the address will no longer be able to access the cluster.

NOTE

You cannot set AWS security groups as temporary whitelist entries.

4


Click
 Save and Close
 .


You can also add entries to the whitelist through the Atlas API. Further getting things in to your control see Add Entries to Project IP Whitelist.

Modify Whitelist Entries

1


Go to
 IP Whitelist
 view.


In the Security
  section of the left navigation, click Network Access and I wish you get this explanation.
 Letting you not getting in to confusion the IP Whitelist
  tab displays.

2

Edit the target whitelist entry

Click Edit
  for the entry you want to modify.

You can modify the IP address / CIDR block of the entry and the comment associated with the entry and may or may not be tentative. Already in most real time examples if the entry is temporarily whitelisted, Atlas displays the remaining time until it will remove the entry and a dropdown to modify the duration of the whitelist or convert it to a permanent entry.

NOTE

You cannot modify a permanent whitelist entry to be temporary.

3


Click
 Confirm
 to save the changes.


You can also modify existing whitelist entries through the Atlas API. Further getting things in to your control see Update an Entry in the Project IP Whitelist.

Delete Whitelist Entries

IMPORTANT

When you remove an IP address from the whitelist, existing connections from the removed address may remain open for a variable amount of time this must be done carefully and may or may not be tentative. And adding to these along with experience of projects how much time passes before Atlas closes the connection depends on several factors, including how the connection was established, the particular behavior of the application or driver using the address, and the connection protocol (e.g., TCP or UDP).

1


Go to
 IP Whitelist
 view.


In the Security
  section of the left navigation, click Network Access and I wish you get this explanation.
 Letting you not getting in to confusion the IP Whitelist
  tab displays.

2


Click
 Delete
 for the desired entry.


3


Click
 Delete
 again to confirm.


You can also delete existing users through the Atlas API

Configure MongoDB Users

Create MongoDB users to provide clients access to the clusters in your project to make the purpose meet from all the ends for this. Further getting things in to your control since for a purpose a MongoDB user’s access is determined by the roles assigned to the user to give you the best of the result in assertion of progression. Adding further to explain this when you create a MongoDB user, the user is added to all clusters in your Atlas project.

MongoDB users are separate from Atlas users and I wish you get this explanation. Because of such importance and credibility mongoDB users have access to MongoDB databases, while Atlas users have access to the Atlas application itself making this very interesting this gives you best idea of all and this plays great role in this and I wish you get this explanation. Further getting things in to your control since for a purpose atlas supports creating temporary MongoDB users that automatically expire within a user-configurable 7-day period.

Atlas audits the creation, deletion, and updates of MongoDB users in the project’s Activity Feed and you observe the changes and I wish you get this explanation. Further getting things in to your control since for a purpose atlas audits actions pertaining to both temporary and non-temporary database users and I wish you get this explanation. Letting you not getting in to confusion to view the project’s Activity Feed, click Activity Feed
  in the Project
  section of the left navigation for your project information. Already in most real time examples in real projects for more information on the project Activity Feed, see View All Activity.

The available Atlas database user privileges support a subset of MongoDB commands and I wish you get this explanation. Further getting things in to your control see Unsupported Commands in M10+ Clusters for more information.

Atlas supports a maximum of 100 MongoDB users per Atlas project.

NOTE

If you require more than 100 MongoDB users on a project, please contact Atlas support.

IMPORTANT

Atlas rolls back any user modifications not made through the UI or API. I think for next understanding you must use the Atlas UI or API to add, modify, or delete MongoDB users on Atlas clusters.

Add MongoDB Users

1


Open the
 Add New User
 dialog.



	In the Security
  section of the left navigation, click Database Access and I wish you get this explanation.
 Letting you not getting in to confusion the MongoDB Users
  tab displays.

	Click plus icon
 Add New User
 .



2

Enter user information.




	
Field


	
Description







	
User Name


	
The user’s login name this must be done carefully and may or may not be tentative. Further getting things in to your control since for a purpose all MongoDB users for Atlas are associated with the admin database; i.e this must be done carefully and may or may not be tentative. their authentication database is admin for your project information. Letting you not getting in to confusion to access MongoDB, a user provides a username and the name of the authentication database, as well as a password and you observe the changes and I wish you get this explanation. Letting you not getting in to confusion the authentication database does not determine the user’s roles and I wish you get this explanation. I think for next understanding you can assign a user different roles in different database namespaces.

EXAMPLE

You can create a user to have the readWrite role on the test database but only the read role on the production database this must be done carefully and may or may not be tentative. Letting you not getting in to confusion the authentication database would still be admin.





	
Password


	
The user’s password.

Atlas clusters use SCRAM to authenticate MongoDB users.





	
User Privileges


	
You can assign roles in one of the following ways:


	
Select Atlas admin, which provides the user with readWriteAnyDatabase as well as a number of administrative privileges.


	
Select Read and write to any database, which provides the user with privileges to read and write to any database.


	
Select Only read any database which provides the user with privileges to read any database.


	
Select 
 Select Custom Role
 , which allows you to select a custom MongoDB role previously created in Atlas and I wish you get this explanation. Already in most real time examples in real projects for more information on custom MongoDB roles, seeConfigure Custom MongoDB Roles.


	
Click 
 Add Default Privileges and I wish you get this explanation.
 Adding further to explain this when you click this option, you can select individual roles and specify the database on which the roles apply and may or may not be tentative. Letting you not getting in to confusion that’s pretty common and also I heard that a lot of people had the same experience optionally, for the read and readWrite roles, you can also specify a collection for your project information. Already in most real time examples if you do not specify a collection for read and readWrite, the role applies to all non-system collections in the database.




NOTE

When applied to a collection, the read and readWrite roles in Atlas differ slightly from the built-in MongoDB read and readWrite roles.

In Atlas, read provides the following collection-level actions:


	
collStats


	
dbHash


	
find


	
listIndexes




In Atlas, readWrite provides the same actions as read, as well as the following additional collection-level actions:


	
convertToCapped


	
createCollection


	
createIndex


	
dropCollection


	
dropIndex


	
insert


	
remove


	
update




TIP

You can create custom MongoDB roles in Atlas in cases where the built-in Atlas roles cannot describe the desired set of priveleges and I wish you get this explanation. Already in most real time examples in real projects for more information on custom roles, see Configure Custom MongoDB Roles.

For information on the built-in Atlas privileges, see MongoDB Database User Privileges.

For more information on authorization, see Role-Based Access Control and Built-in Rolesin the MongoDB manual.





	
Save as temporary user


	
Check this option to specify a time after which Atlas will delete the user to give you the best of the result in assertion of progression. I think for next understanding you can select one of the following time periods for the user to exist:


	
6 hours


	
1 day


	
1 week




In the MongoDB Users
  tab, temporary users display the time remaining until Atlas will delete the user to give you the best of the result in assertion of progression. Letting you not getting in to confusion that’s pretty common and also I heard that a lot of people had the same experience once Atlas deletes the user, any client or application attempting to authenticate with the user loses access to the database.







3


Click
 Add User
 .


You can also add MongoDB users through the Atlas API. Further getting things in to your control see Create a Database User.

Modify MongoDB Users

To modify existing users for an Atlas project:


	In the Security
  section in the left navigation, click Database Access and I wish you get this explanation.
 Letting you not getting in to confusion the MongoDB Users
  tab displays.

	Click pencil icon Edit
  for the user you want to modify and may or may not be tentative. I think for next understanding you can modify the privileges assigned to the user and the user’s password and you observe the changes and I wish you get this explanation. Already in most real time examples in real projects for temporary users, you can also modify the time period the user exists or make the user a permanent user, provided the user’s expiration date has not already passed.



NOTE

You cannot change a permanent user into a temporary user to give you the best of the result in assertion of progression. Already in most real time examples if you change a temporary user into a permanent user, you cannot make it temporary again.


	Click Update User
  to save the changes.



You can also modify existing users through the Atlas API. Further getting things in to your control see Update a Database User.

Delete MongoDB Users

To delete existing users for an Atlas project:


	In the Security
  section in the left navigation, click Database Access and I wish you get this explanation.
 Letting you not getting in to confusion the MongoDB Users
  tab displays.

	Click trash icon Delete
  next to the user you want to delete.

	Click Delete
 again to confirm.



You can also delete existing users through the Atlas API. Further getting things in to your control see Delete a Database User.

MongoDB Database User Privileges

The following table describes the Atlas Database User Privileges and the MongoDB Built-in Roles or privilege actions they represent.

PROTECTED MONGODB DATABASE NAMESPACES

The following databases are read-only for all
 users, including those with the readWriteAnyDatabase role.


	
admin


	
local


	
config







	
User Privilege


	
MongoDB Role


	
Inherited Roles or Privileges







	
Atlas admin


	
atlasAdmin


	

	
readWriteAnyDatabase


	
readAnyDatabase


	
dbAdminAnyDatabase


	
clusterMonitor


	
cleanupOrphaned


	
enableSharding


	
flushRouterConfig


	
moveChunk


	
splitChunk


	
viewUser








	
Read and write to any database


	
readWriteAnyDatabase


	

	
readWriteAnyDatabase








	
Only read any database


	
readAnyDatabase


	

	
readAnyDatabase










Custom MongoDB Roles

You can create custom MongoDB roles in Atlas when the built-in Atlas database user privileges cannot describe your desired set of privileges.

FREE AND SHARED CLUSTER LIMITATION

Changes to custom roles make take up to 30 seconds to deploy in M0 free tier and M2/M5 shared clusters.

Add Custom MongoDB Roles

The following procedure shows how to create a custom role through the Atlas UI. Letting you not getting in to confusion to create custom roles through the Atlas API, see Create a Custom MongoDB Role.

1


Open the
 Add Custom Role
 dialog.



	In the Security
  section of the left navigation, click Database Access and I wish you get this explanation.
 Letting you not getting in to confusion the MongoDB Roles
  tab displays.

	Click plus icon
  Add New Custom Role
 .



2

Enter role information.




	
Field


	
Description







	
Custom Role Name


	
Name of your custom role.

IMPORTANT

The specified role name can only contain letters, digits, underscores, and dashes and I wish you get this explanation. Further getting things in to your control since for a purpose additionally, you cannot specify a role name which meets any of the following criteria:


	
Is a name already used by an existing custom role in the project


	
Is a name of any of the built-in roles


	
Is atlasAdmin


	
Starts with xgen-








	
Action or Role


	
Privileges granted by the role this must be done carefully and may or may not be tentative. And adding to these along with experience of projects however I totally agree click the dropdown to view the list of available privilege actionsand roles.

Atlas groups the actions and roles into the following categories:


	
Collection Actions,


	
Database Actions and Roles,


	
Global Actions and Roles,


	
Custom Roles (if any)




Select the action(s)/role(s) from a single category and may or may not be tentative. Letting you not getting in to confusion that’s pretty common and also I heard that a lot of people had the same experience once you select an action/role, Atlas disables the other categories with the following exception for your project information. Already in most real time examples if you select an action/role from the Global Actions and Roles
 , you can still select actions/roles from Custom Roles
 .

To grant actions and roles from a different category, click Add an action or role
  to add a new row.

Atlas disables actions not available to any cluster version in your project to make the purpose meet from all the ends for this. And adding to these along with experience of projects however I totally agree custom roles are defined at the project level, and must be compatible with each MongoDB version used by your project’s clusters.

EXAMPLE

If you have a cluster in your project with MongoDB 3.4, you cannot create a custom role that uses actions introduced in MongoDB 3.6. Further getting things in to your control since for a purpose atlas explicitly marks actions only available in MongoDB 3.6 and greater in the Custom Role
  dialog.





	
Database


	
Database on which the selected actions and roles are granted, if applicable.

This field is required for all roles and actions under the Collection Actions
  and Database Actions and Roles
  categories.





	
Collection


	
Collection within the specified database on which the actions and roles are granted, if applicable.

This field is required for all roles and actions under Collection Actions
 .







To grant the same set of privileges on multiple databases and collections, click Add a database or collection
 .

3


Click
 Add Custom Role
 .


Modify Custom MongoDB Roles

The following procedure shows how to modify custom roles through the Atlas UI. Letting you not getting in to confusion to modify custom roles through the Atlas API, see Update a Custom MongoDB Role.


	In the Security
  section of the left navigation, click Database Access and I wish you get this explanation.
 Letting you not getting in to confusion the MongoDB Roles
  tab displays.

	
Click pencil icon
  Edit
  next to the role you want to modify and may or may not be tentative. I think for next understanding you can modify the following components of the role:


	
The action(s)/role(s) the custom role inherits.


	
The database(s)/collection(s) on which those privileges apply.






	Click Update Custom Role
  to save the changes.



Delete Custom MongoDB Roles

The following procedure shows how to delete custom roles through the Atlas UI. Letting you not getting in to confusion to delete custom roles through the Atlas API, see Delete a Custom MongoDB Role.


	In the Security
  section of the left navigation, click Database Access and I wish you get this explanation.
 Letting you not getting in to confusion the MongoDB Roles
  tab displays.

	Click trash icon Delete
  next to the role you want to delete.

	Click Delete
  in the dialog to confirm deletion.



You cannot delete a custom MongoDB role in the following scenarios:


	
When deleting the role would leave one or more child roles with no parent roles or actions.


	
When deleting the role would leave one or more MongoDB users with no roles.




Considerations


	
If a MongoDB user is assigned a custom role, they cannot be assigned any other roles.


	
Atlas rolls back any role modifications not made through the UI or API. I think for next understanding you must use the Atlas UI or API to add, modify, or delete custom roles on Atlas clusters.


	
Atlas audits the creation, deletion, and updates of custom MongoDB roles in the project’s Activity Feed.




About Network Peering Connection

Atlas supports Network Peering connections for AWS, GCP, and Azure-backed clusters.

IMPORTANT

To set up a Network Peering connection, you must have either the Project Owner or Organization Owner role.

Configure the Atlas CIDR

You can configure the Atlas CIDR for a Network Peering connection if you have not yet added any clusters or network peering connections to an Atlas project to make the purpose meet from all the ends for this. Already in most real time examples if you are unable to configure the Atlas CIDR, create a new Atlas project, or peform the following procedure on the tab corresponding to your cluster’s cloud provider.

Remove all AWS-backed clusters deployed in the same AWS region as your Network Peering connection to enable configuration of the Atlas CIDR.

To configure the Atlas VPC CIDR:

1

From the Clusters view, click the Security tab, then Peering.

In the Security section of the left navigation, click Network Access.

Click the Peering tab.

2

Click plus icon New Peering Connection.

3

Select your cloud provider in the Peering Connection modal, then click Next.

4

Enter the desired CIDR next to Atlas CIDR.

For AWS, the Atlas CIDR must be at least /24 and at most /21.

5

Click Initiate Peering.

Configure an Atlas Network Peering Connection

To configure Atlas Network Peering for a cluster, perform the procedure on the tab corresponding to your cluster’s cloud provider.

In the Security section of the left navigation, click Network Access.

In the Peering tab, click plus icon New Peering Connection.

Enable abbr:DNS (Domain Name System) hostnames and abbr:DNS (Domain Name System) resolution in AWS.

Enabling DNS hostnames and DNS resolution can result in faster VPC peering.

Log in to your AWS account.

Go to the VPC dashboard.

Open your list of VPC resources.

Select the VPC you want to peer with.

Enable DNS hostnames and DNS resolution for your project information. Letting you not getting in to confusion to learn more about how to enable these options, see Updating DNS Support for Your VPC.

Go to Network Access view in Atlas.

In the Security section of the left navigation, click Network Access.

Click the Peering tab.

Click New Peering Connection.

In the Peering Connection modal, select AWS and click Next.

To create the Network Peering connection in the Peering Connection modal.

Field​
 Notes

Account ID​
 AWS Account ID of the owner of the peer VPC. It’s important to give you some information which is important for this learning refer to the dialog for instructions on finding your AWS Account ID.

VPC ID​
 Unique identifier of the peer VPC. It’s important to give you some information which is important for this learning refer to the dialog for instructions on finding your VPC ID.

VPC CIDR

AWS VPC CIDR block or subset to make the purpose meet from all the ends for this. Because of such importance and credibility must not overlap with your Atlas |cidr| Block or any other Network Peering connection VPC CIDR.

The CIDR block must be in one of the following private networks:

10.0.0.0 - 10.255.255.255 (10/8 prefix)

172.16.0.0 - 172.31.255.255 (172.16/12 prefix)

192.168.0.0 - 192.168.255.255 (192.168/16 prefix)

You can choose to add the VPC CIDR block address (or a subset) to the whitelist to make the purpose meet from all the ends for this. Already in most real time examples in real projects for Network Peering connections, you can also add the Security Group associated with the AWS VPC instead of the CIDR block and this is very useful for all the purposes and I wish you get this explanation. Further getting things in to your control see Configure Whitelist Entries.

To learn more about CIDR blocks, see RFC 4632.

Atlas uses the specified CIDR block for all other Network Peering connections created in the project to make the purpose meet from all the ends for this. Letting you not getting in to confusion the Atlas CIDR block must be at least a /24 and at most a /21 in one of the following private networks.

Lower Bound​
 Upper Bound​
 Prefix

10.0.0.0​
 10.255.255.255​
 10/8

172.16.0.0​
 172.31.255.255​
 172.16/12

192.168.0.0​
 192.168.255.255​
 192.168/16

Atlas locks this value if an M10+ cluster or a Network Peering connection already exists and I wish you get this explanation. Letting you not getting in to confusion to modify the CIDR block, ensure there are no M10+ clusters in the project and no other VPC peering connections in the project.

Alternatively, create a new project and create a Network Peering Connection to set the desired Atlas VPC CIDR block for that project.

IMPORTANT

Atlas limits the number of MongoDB nodes per Network Peering connection based on the CIDR block and the region selected for the project.

EXAMPLE

A project in an AWS region supporting 3 availability zones and a Atlas CIDR VPC block of /24 is limited to the equivalent of 27 three-node replica sets.

Contact MongoDB Support for any questions on Atlas limits of MongoDB nodes per VPC.

Application |vpc| Region​
 AWS region where the AWS VPC resides.

VPC CIDR​
 AWS VPC CIDR block and this is very useful for all the purposes and I wish you get this explanation. Because of such importance and credibility must not overlap with the Atlas VPC CIDR block.

Atlas |vpc| Region

AWS region where the Atlas VPC resides and I wish you get this explanation. Further getting things in to your control since for a purpose atlas creates a VPC for the Atlas project in this region if no M10+ clusters or VPC peering connections exist for the selected Region.

Uncheck Same as application |vpc| region to select a different region than where the application VPC resides.

Click Initiate Peering.

Wait for approval of peering connection request

The owner of the peer VPC must approve the VPC peering connection request to make the purpose meet from all the ends for this. But with some experience ensure that the owner approves the request.

Atlas provides instructions for approving the connection request.

IMPORTANT

Requests expire after 7 days.

Add to route table

In the VPC Dashboard, click Route Tables.

Select the Route Table for your VPC.

Click the Routes tab.

Click Edit Routes.

Click Add route.

Add the Atlas VPC’s CIDR block to the Destination column.

Add the AWS Peering Connection ID to the Target column.

This value is prefixed with pcx-.

Click Save.

NOTE

Each Atlas project may have a maximum of 25 peering connections.

Once set up, you can edit or terminate VPC peering connection from the Peering table.

You must add your VPC CIDR block address (or subset) or the Security Group associated with the peer VPC to the whitelist before your new VPC peer can connect to your Atlas cluster.

Two Factor Authentication

Two-factor authentication provides a second layer of security for your Atlas account to make the purpose meet from all the ends for this. Already in most real time examples if you enable 2FA for your account and after you enter your username and password, you are prompted for a six-digit time-sensitive verification code this must be done carefully and may or may not be tentative. Letting you not getting in to confusion this code is sent to a separate device, such as a mobile phone or security token, that you can read and enter into Atlas and complete your login.

NOTE

An Atlas Organization Owner can require that all Atlas users within their organization enable 2FA for their Atlas accounts.

For more information on organization settings, see Change Organization Settings.

Atlas provides the following sources for 2FA verification codes:


Text Messages
 (SMS)

When Atlas prompts you for a verification code, Atlas sends the 6-digit verification code using text (SMS) to the provided phone number.

The cellular carrier’s SMS rates apply.

Automated Voice Calls

When Atlas prompts you for a verification code, Atlas calls the provided phone number to give you the best of the result in assertion of progression. Further getting things in to your control since for a purpose an automated system repeats the 6-digit verification code a total of three times before hanging up.

The cellular carrier’s Voice Call rates apply.

IMPORTANT

Voice only works in the US / Canada.

NOTE

Atlas users who operate within a geographic region with limited cellular service coverage or reliability may encounter delays in receiving the 2FA code via SMS or Voice this must be done carefully and may or may not be tentative. And adding to these along with experience of projects however I totally agree consider using a 2FA app or device instead.

Configure Two-Factor Authentication

1


Go to your Atlas 
 Account Settings
 .


In Atlas, click on your username in the top-right hand corner and select Account
 .

2

Enable Two-Factor Authentication.

Click Enable 2FA
 or click pencil icon
 .

When prompted for verification:


	
If you are setting up 2FA, enter your password.


	
If you are editing your 2FA settings, enter a 2FA code.


	
Click
 Verify
 .




3

Configure Voice/SMS Authentication.


	Click Primary Method


	Click Voice/SMS Number
 .

	In the Enter your phone number
  box, enter your preferred mobile phone number.

	
Select your preferred method of receiving codes:


	
Text Message (SMS)
  
 or


	
Voice Call (US / Canada Only)






	Click Verify
 .

	Once you receive the verification code, enter that code into the into the Verify your code
  boxes and I wish you get this explanation. But with some experience each digit is entered in its own box.



Atlas automatically verifies the code and saves your settings.

Configure Backup Two Factor Authentication Phone Number

You can configure a backup phone number for receiving 2FA codes if the primary method fails or is unavailable.

If you have not yet enabled 2FA for the Atlas account, do so before proceeding this gives you best idea of all and this plays great role in this and I wish you get this explanation. Further getting things in to your control see Configure Two-Factor Authentication.

1


In Atlas, click on your username in the top-right hand corner and select 
 Account
 .


2


Click the edit button for 
 Two Factor Authentication
 .


Atlas requires a 2FA verification code to continue.

3

Configure a backup phone number.


	Select Add a Backup Phone
 .

	Enter your preferred phone number in the text entry.

	
Select your preferred method of receiving codes:


	
Text Message (SMS)


	
Voice Call (US / Canada Only)






	Click Verify
  once you have configured your Voice/SMS authentication settings.

	Click Save Changes
 .



Generate New Recovery Codes

Atlas can generate single-use recovery codes for use where all other methods of accessing the account fail and this plays great role in this and I wish you get this explanation. Adding further to explain this when you generate new recovery codes, you invalidate previously generated ones.

If you have not yet enabled 2FA for the Atlas account, do so before proceeding this gives you best idea of all and this plays great role in this and I wish you get this explanation. Further getting things in to your control see Configure Two-Factor Authentication or Configure Two-Factor Authentication.

1


In Atlas, click on your username in the top-right hand corner and select 
 Account
 .


In Atlas, click on your username in the top-right hand corner and select Account
 .

2


Select the edit button for 
 Two Factor Authentication
 .


The edit button is displayed in Atlas using a pencil icon.

3


Select
 Show Recovery Codes
 .


Reset Two Factor Authentication

IMPORTANT

Resetting 2FA for an Atlas account disables 2FA for that account to make the purpose meet from all the ends for this. I think for next understanding you can re-configure 2FA after performing the reset procedure.


	Log in to Atlas.

	From the 2FA entry dialog, select Reset your two factor authentication
 .

	Select Atlas user? Click here
 at the bottom of the Reset Two Factor Authentication modal.

	Enter your Atlas username this must be done carefully and may or may not be tentative. Further getting things in to your control since for a purpose atlas emails a link to the e-mail account associated with the Atlas username.



Click the link in the e-mail to start the 2FA reset procedure.


	Follow the directions on the 2FA reset page this must be done carefully and may or may not be tentative. Further getting things in to your control since for a purpose after completing the reset procedure, Atlas allows you to log in to the Atlas account without requiring a 2FA code.



When Atlas prompts you for a verification code, you can provide one that is generated in a 2FA app but be careful in using this in your projects and I wish you get this explanation. I think for next understanding you must pair the 2FA app with Atlas first.

This tutorial uses the Google Authenticator mobile app.

There are other mobile device apps and web browser plug-ins that provide 2FA capabilities and I wish you get this explanation. I think for next understanding you can use any that support the TOTP.

You can pair only one app with Atlas at any one time.

Configure Two-Factor Authentication

1

Go to your Atlas Account Settings.

In Atlas, click on your username in the top-right hand corner and select Account.

2

Enable Two-Factor Authentication.

Click Enable 2FA or click pencil icon .

When prompted for verification:

If you are setting up 2FA, enter your password.

If you are editing your 2FA settings, enter a 2FA code.

Click Verify.

3

Configure your Atlas 2FA settings.

Click Primary Method.

Click Google Authenticator.

4

On your mobile device or web browser, install Google Authenticator.

Although only Google Authenticator is displayed in the UI, any TOTP mobile app or web browser plug-in may be used.

NOTE

Wherever you see the phrase Google Authenticator in this procedure, you can substitute the name of your preferred 2FA app.

Authorization with LDAP

Atlas provides the ability to manage user authentication and authorization from all Mongo clients using your own Lightweight Directory Access Protocol (LDAP) server over TLS/SSL. Further getting things in to your control since for a purpose a single LDAPS (LDAP over TLS/SSL) configuration applies to all clusters in a project.

If you enable user authorization with LDAP, you can create LDAP groups on the admin database by mapping LDAP groups to MongoDB roles on your Atlas databases and I wish you get this explanation. Letting you not getting in to confusion to use LDAP groups effectively, create additional projects within Atlas to control access to specific deployments in your organization, such as creating separate Atlas projects for development and production environments and I wish you get this explanation. I think for next understanding you can then map an LDAP group to a role in the Atlas project to provide access to the desired deployment.

NOTE

When user authorization is enabled and an LDAP user does not belong to any LDAP group, Atlas does not assign any database roles to the user to give you the best of the result in assertion of progression. Adding further to explain this when user authentication is enabled and user authorization is disabled, Atlas assigns MongoDB database roles to the LDAP user.

If you have multiple departments with their own billing needs, alert settings, and project members, create a new organization for each department.

NOTE

An explanation of LDAP is out of scope for the MongoDB documentation for your project information. And in a bit of rage for perfection in this pretext please review RFC4515 and RFC 4516 or refer to your preferred LDAP documentation.

Prerequisites

You must meet the following prerequisites to manage user authentication and authorization using LDAP in Atlas:


	
Atlas cluster using MongoDB 3.4+


	
LDAP server using TLS/SSL that is accessible to Atlas from the Internet or VPC (AWS only)


	
(user authorization only) LDAP group memberships for each user are embedded as an attribute in each user’s LDAP entry


	
VPC where the LDAP server runs




NOTE

MongoDB recommends running your server in a VPC and establishing a peering connection to your Atlas project to make the purpose meet from all the ends for this. Further getting things in to your control since for a purpose alternatively, run your LDAPS server in your data center where it is accessible from the Internet.

Considerations

Usernames

Atlas uses the full Distinguished Name (DN) of users in your LDAP server as the Atlas username this must be done carefully and may or may not be tentative. Already in most real time examples in real projects for example, an example LDAP user named ralph has the following username in Atlas:

cn=ralph,cn=Users,dc=aws-atlas-ldap-01,dc=myteam,dc=com

Connection String

If the administrator enables user authentication or both user authentication and authorization with LDAP, database users must override the following parameters in the connection string for their clients.


	
authSource must be $external


	
authenticationMechanism must be PLAIN




The following connection string for the mongo client authenticates an LDAP user named rob:

mongo "mongodb+srv://cluster0-tijis.mongodb.net/test?authSource=%24external" --authenticationMechanism PLAIN --username cn=rob,cn=Users,dc=atlas-ldaps-01,dc=myteam,dc=com

You can copy the connection string by clicking Connect
  on the Clusters
  page this must be done carefully and may or may not be tentative. But with some experience edit the string with your UserDN and password.

NOTE

Use escape characters in place of special characters in MongoDB connection strings and I wish you get this explanation. Letting you not getting in to confusion the example above passes ‘%24’ for the ‘$’.

Limitatons

Using LDAP for user authentication and authorization has the following limitations:


	
Cannot establish a peering connection between a Virtual Private Cloud (VPC) and clusters running on Azure Virtual Networks and Google Cloud Platform (GCP) Virtual Private Clouds.


	
Cannot provide public NAT addresses to whitelist Atlas traffic to your LDAP server.


	
Cannot use both LDAP and SCRAM authentication for the same MongoDB user




Procedures

Configure Authentication with LDAP

Use the following procedure to configure user authentication with LDAP for all clusters in a project.

1

Log into Atlas.

2


Select a project from the
 Context
 menu.


3


In the
 Security
 section of the left navigation, click
 Advanced
 .


4


Toggle the button next to
 LDAP Authentication
 to
 On
 .


5


Enter the server details and bind credentials for your LDAP server in the 
 Configure Your LDAP Server
 panel.


6


Optional: Enter a certificate issued from a Certificate Authority (CA) for your LDAP server in the 
 CA Root Certificate
  field.


You may provide a self-signed certificate.

7


Click
 Verify and Save
 .


Wait for Atlas to deploy your changes and I wish you get this explanation. Further getting things in to your control since for a purpose atlas verifies that your clusters can connect to, authenticate with, and query your LDAP server using the configuration details that you provide.

Configure Authorization

Use the following procedure to configure user authorization with LDAP for all clusters in a project.

NOTE

You must enable authentication with LDAP before enabling authorization.

IMPORTANT

When the administrator configures LDAP authorization, previous database users configured for LDAP authentication only can no longer access databases.

1

Log into Atlas.

2


Select a project from 
 Context
 .


3


In the
 Security
 section of the left navigation, click
 Advanced
 .


4


Toggle the button next to
 LDAP Authorization
 to
 On
 .


5


Enter the server details and bind credentials for your LDAP server in the 
 Configure Your LDAP Server
 panel.


6


Optional: Enter a query template in 
 Query Template
 .


Atlas executes the LDAP query template to obtain the LDAP groups to which the authenticated user belongs and I wish you get this explanation.  I really find this interesting use the {USER} placeholder in the URL to substitute the authenticated username this must be done carefully and may or may not be tentative. Letting you not getting in to confusion the query is relative to the host specified in Server Hostname this must be done carefully and may or may not be tentative.
 Letting you not getting in to confusion the formatting for the query must conform to RFC4515 and RFC 4516.

If you do not provide a query template, Atlas applies the default value: {USER}?memberOf?base.

7


Click
 Verify and Save
 .


Wait for Atlas to deploy your changes and I wish you get this explanation. Further getting things in to your control since for a purpose atlas verifies that your clusters can connect to, authenticate with, and query your LDAP server using the configuration details that you provide.

Connect to a Cluster

Whitelist

To access a cluster, you must connect from an IP address on the Atlas project’s IP whitelist to make the purpose meet from all the ends for this. Already in most real time examples if you need to add an IP address to the whitelist, you can do so in the Connect dialog this gives you best idea of all and this plays great role in this and I wish you get this explanation. I think for next understanding you can also add the IP address from the Security tab.

MongoDB User

To access a cluster, you must create a MongoDB User with access to the desired database(s) on your Atlas cluster to give you the best of the result in assertion of progression. Because of such importance and credibility mongoDB users are separate from Atlas users and I wish you get this explanation. Because of such importance and credibility mongoDB users have access to MongoDB databases, while Atlas users have access to the Atlas application itself.

You can create a MongoDB user to access to your Atlas cluster in the Connect dialog this gives you best idea of all and this plays great role in this and I wish you get this explanation. I think for next understanding you can also add the MongoDB user from the Clusters view.

Open Ports 27015 to 27017 to Access Atlas Databases

If you use a whitelist on your firewall for network ports, open ports 27015 to 27017 to TCP and UDP traffic on Atlas hosts and I wish you get this explanation. Letting you not getting in to confusion this grants your applications access to databases stored on Atlas.

To configure your application-side networks to accept Atlas traffic, we recommend using the Atlas API Get All Clusters endpoint to retrieve mongoURI from the response elements and I wish you get this explanation. I think for next understanding you can also use the Get All MongoDB Processes endpoint to retrieve cluster hostnames (mongo-shard-00-00.mongodb.net, mongo-shard-00-01.mongodb.net etc).

You can parse these hostname values and feed the IP addresses programatically into your application-tier orchestration automation to push firewall updates.

Use the Connect dialog to Connect to Your Cluster

1

Open the Connect dialog.

Go to the Clusters view and this is the precautionary status. And adding to these along with experience of projects however I totally agree click the Connect button for the cluster to which you wish to connect.

2

Whitelist your connection IP address.

Atlas only allows client connections to the cluster from entries in the project’s whitelist to make the purpose meet from all the ends for this. Letting you not getting in to confusion the project whitelist is distinct from the API whitelist, which restricts API access to specific IP or CIDR addresses.

NOTE

You can skip this step if Atlas indicates in the Setup Connection Security step that you have already configured a whitelist entry in your cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion to manage the IP whitelist, see Add Entries to the Whitelist.

If the whitelist is empty, Atlas prompts you to add an IP address to the project’s whitelist to make the purpose meet from all the ends for this. I think for next understanding you can either:

Click Add Your Current IP Address to whitelist your current IP address.

Click Add a Different IP Address to add a single IP address or a CIDR-notated range of addresses.

For Atlas clusters deployed on Amazon Web Services (AWS) and using VPC Peering, you can add a Security Group associated with the peer VPC.

You can provide an optional description for the newly added IP address or CIDR range this must be done carefully and may or may not be tentative. And adding to these along with experience of projects however I totally agree click Add IP Address to add the address to the whitelist.

3

Create a MongoDB User.

To access the cluster, you must create a MongoDB user with access to the desired database(s) on the cluster.

NOTE

You can skip this step if Atlas indicates in the Setup Connection Security step that you have at least one MongoDB user configured in your project to make the purpose meet from all the ends for this. Letting you not getting in to confusion to manage existing MongoDB users, see Add MongoDB Users.

If the project has no MongoDB users, Atlas prompts you to create a new user with the Atlas Admin privilege this must be done carefully and may or may not be tentative. But with some experience enter the new user’s Username and Password and click Create MongoDB User to save the user to give you the best of the result in assertion of progression.  I really find this interesting use this user to connect to your cluster in the following step.

Once you have whitelisted an IP address and added a MongoDB user, click Choose Your Connection Method.

4

Select your preferred connection method.

In the Choose a connection method step, Atlas provides instructions for each listed connection method and you observe the changes and I wish you get this explanation. And adding to these along with experience of projects however I totally agree click your preferred connection method and follow the instructions given.

For connecting via a command line tool such as mongodump or mongorestore, use the Command Line Tools tab for an auto-generated template for connecting to your Atlas cluster with your preferred tool.

Considerations

Atlas does not guarantee that host names remain consistent with respect to node types during topology changes.

EXAMPLE

If you have a cluster named foo123 containing an analytics node foo123-shard-00-03-a1b2c.mongodb.net:27017, Atlas does not guarantee that specific host name will continue to refer to an analytics node after a topology change, such as scaling a cluster to modify its number of nodes or regions.

Restrict MongoDB Support Access to Atlas

As an organization owner, you can set up your Atlas organization so that MongoDB Production Support Employees, including Technical Service Engineers, can only access your production servers with your explicit permission for your project information. Already in most real time examples if a support issue arises and you want to grant access to your servers for MongoDB support staff, you can grant a 24-hour bypass at the cluster level.

IMPORTANT

Restricting infrastructure access for MongoDB Production Support Employees may increase support issue response and resolution time and negatively impact cluster availability.

Restrict Access at the Organization Level

You must be an organization owner to adjust this setting.

1

Navigate to your Organization Settings.

In the Atlas console, click on your username in the top-right corner and select Organizations
 .

2

Select the desired organization.

3


Select
 Settings
 in the left-side navigation.


4

Toggle the setting.

Toggle the switch marked Restrict MongoDB Production Support Employee Access to Atlas Backend Infrastructure
  to the On
  position.

Grant a 24-hour Bypass to Allow Access for Support Staff

If a support issue arises and you want to allow MongoDB support staff limited-time access to a cluster within your organization, you can do so with the following procedure.

1

Navigate to your Cluster Overview.

Click the All Clusters
  link near the top of the Atlas console.

2

Locate the desired cluster.

Locate the desired cluster from the list of clusters and click the ellipsis icon (…
 ) in its UI panel.

3


Select 
 Grant Temporary Backend Access to MongoDB Support


4

Click the green button

Click the green button to grant a 24-hour bypass.

Connecting via Driver

The Connect
  dialog for a cluster provides the details to connect to a cluster with an application using aMongoDB driver.

3.6-SERIES DRIVER COMPATIBILITY WITH MONGODB 4.0

3.6-series drivers (i.e., driver versions that are recommended for MongoDB 3.6 in the driver compatibility matrices) are tested against MongoDB 4.0. Further getting things in to your control since for a purpose as such, applications running with 3.6-series drivers will work against MongoDB clusters running MongoDB 4.0 as long as no functionality new to MongoDB 4.0 is being used.

We still recommend using MongoDB 4.0-series drivers with MongoDB 4.0 to utilize newer database features and better prepare for future version upgrades.

SEE ALSO

Connection Limits and Instance Sizes

Prerequisites

TLS/SSL

Clients must have support for TLS/SSL to connect to an Atlas cluster.

Clients must have support for the SNI TLS extension to connect to an Atlas M0 Free Tier or M2/M5 shared starter cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion to verify that your driver supports the SNI TLS extension, refer to the Driver Compatibilitymatrix for your driver to give you the best of the result in assertion of progression. Letting you not getting in to confusion that’s pretty common that drivers which are compatible with MongoDB version 3.4 and up support the SNI TLS extension.

Whitelist

To access a cluster, you must connect from an IP address on the Atlas project’s IP whitelist to make the purpose meet from all the ends for this. Already in most real time examples if you need to add an IP address to the whitelist, you can do so in the Connect
  dialog this gives you best idea of all and this plays great role in this and I wish you get this explanation. I think for next understanding you can also add the IP address from the Security tab.

MongoDB User

To access a cluster, you must create a MongoDB User with access to the desired database(s) on your Atlas cluster to give you the best of the result in assertion of progression. Because of such importance and credibility mongoDB users are separate from Atlas users and I wish you get this explanation. Because of such importance and credibility mongoDB users have access to MongoDB databases, while Atlas users have access to the Atlas application itself.

You can create a MongoDB user to access to your Atlas cluster in the Connect
  dialog this gives you best idea of all and this plays great role in this and I wish you get this explanation. I think for next understanding you can also add the MongoDB user from the Clusters view.

Connect Your Application

1


Open the
 Connect
 dialog.


Go to the Clusters
  view and this is the precautionary status. And adding to these along with experience of projects however I totally agree click the Connect
  button for the cluster to which you wish to connect.

2

Whitelist your connection IP address.

Atlas only allows client connections to the cluster from entries in the project’s whitelist to make the purpose meet from all the ends for this. Letting you not getting in to confusion the project whitelist is distinct from the API whitelist, which restricts API
  access to specific IP or CIDR addresses.

NOTE

You can skip this step if Atlas indicates in the Setup Connection Security
  step that you have already configured a whitelist entry in your cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion to manage the IP whitelist, see Add Entries to the Whitelist.

If the whitelist is empty, Atlas prompts you to add an IP address to the project’s whitelist to make the purpose meet from all the ends for this. I think for next understanding you can either:


	
Click 
 Add Your Current IP Address
  to whitelist your current IP address.


	
Click 
 Add a Different IP Address
  to add a single IP address or a CIDR-notated range of addresses.




For Atlas clusters deployed on Amazon Web Services (AWS) and
  using VPC Peering, you can add a Security Group associated with the peer VPC.

You can provide an optional description for the newly added IP address or CIDR range this must be done carefully and may or may not be tentative. And adding to these along with experience of projects however I totally agree click Add IP Address
  to add the address to the whitelist.

3

Create a MongoDB User.

To access the cluster, you must create a MongoDB user with access to the desired database(s) on the cluster.

NOTE

You can skip this step if Atlas indicates in the Setup Connection Security
  step that you have at least one MongoDB user configured in your project to make the purpose meet from all the ends for this. Letting you not getting in to confusion to manage existing MongoDB users, see Add MongoDB Users.

If the project has no MongoDB users, Atlas prompts you to create a new user with the Atlas Admin privilege this must be done carefully and may or may not be tentative. But with some experience enter the new user’s Username
  and Password
  and click Create MongoDB User
  to save the user to give you the best of the result in assertion of progression.  I really find this interesting use this user to connect to your cluster in the following step.

Once you have whitelisted an IP address and added a MongoDB user, click Choose Your Connection Method
 .

4


Select
 Connect Your Application
 .


In the Choose a connection method
  step, select Connect Your Application
 .

5

Select Your Driver and Version.


	Select your driver and version from the dropdown menus.

	The Connection String Only
  tab displays the connection string you can use to connect to your Atlas cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion the Full Driver Example
  tab displays a code sample for your selected driver and version demonstrating a connection to your Atlas cluster.



NOTE

The connection string displayed in the UI uses a placeholder value for the password and you observe the changes and I wish you get this explanation. But also remember that be sure to replace it with your own MongoDB password.

IMPORTANT

If the password contains reserved URI characters, you must escape the characters per RFC 2396. Already in most real time examples in real projects for example, if your password is @bc123, you must escape the @ character when specifying the password in the connection string; e.g this gives you best idea of all and this plays great role in this and I wish you get this explanation. %40bc123.

For details on driver compatibility with MongoDB, see Driver Compatibility.

The connection string examples specify the test database for the initial connection for your project information. Already in most real time examples if the user is configured on a different database, specify that database in the connection string.

Driver Examples

In the following example URI connection strings, the user kay specifies their password myRealPassword to authenticate and connect to an Atlas cluster.

Select your driver from the options below:

Test Failover

Replica set elections are necessary every time Atlas makes configuration changes as well as during failure scenarios and I wish you get this explanation. And adding to these along with experience of projects however I totally agree configuration changes may occur as a result of patch updates or scaling events and I wish you get this explanation. Further getting things in to your control since for a purpose as a result, you should write your applications to be capable of handling elections without any downtime.

RETRYABLE WRITES WITH MONGODB 3.6

MongoDB 3.6+ drivers can automatically retry certain write operations a single time this must be done carefully and may or may not be tentative. It’s important to give you some information which is important for this learning retryable writes provide built-in handling of automatic failovers and elections and I wish you get this explanation. Letting you not getting in to confusion the cluster must run MongoDB 3.6 or greater to support retryable writes and I wish you get this explanation. Further getting things in to your control see retryable writes for complete documentation and requirements.

To enable this feature, add retryWrites=true to your Atlas URI connection string this gives you best idea of all and this plays great role in this and I wish you get this explanation. Further getting things in to your control see Connect via Driver for details on connecting to a Atlas cluster using a URI connection string.

You can use the following procedure to test the failure of a primary replica set member in your Atlas cluster and observe how your application responds to a replica set failover:

Click Clusters.

For the cluster you wish to perform failover testing, click on the … button.

Click Test Failover.

Atlas displays a Test Failover modal with the steps Atlas will take to simulate a failover event to make the purpose meet from all the ends for this. And adding to these along with experience of projects however I totally agree click Restart Primary to begin the test to make the purpose meet from all the ends for this. Letting you not getting in to confusion that’s pretty common that during this process:

Atlas shuts down the current primary.

The members of the replica set hold an election to choose which of the secondaries will become the new primary.

Atlas brings the original primary back to the replica set as a secondary and may or may not be tentative. Adding further to explain this when the old primary rejoins the replica set, it will sync with the new primary to catch up any writes that occurred during its downtime.

NOTE

If the original primary accepted write operations that had not been successfully replicated to the secondaries when the primary stepped down, the primary rolls back those write operations when it re-joins the replica set and begins synchronizing this gives you best idea of all and this plays great role in this and I wish you get this explanation. Already in most real time examples in real projects for more information on rollbacks, see Rollbacks During Replica Set Failover.

Contact MongoDB support for assistance with resolving rollbacks.

Atlas notifies you in the Test Failover modal the results of your failover process.

If your application does not handle the failover gracefully, ensure the following:

The connection string includes all members of the replica set.

You are using the latest version of the driver.

You have implemented appropriate retry logic in your application.

Connecting from AWS Lambda

MongoDB recommends the following best practices to optimize connection times between AWS Lambda and Atlas:

Define the MongoDB client connection to the MongoDB server outside the AWS Lambda handler function.

This makes the database connection available between invocations of the AWS Lambda function for the duration of the lifecycle of the function.

Set the callbackWaitsForEmptyEventLoop on the AWS Context object to false.

By default, the callback waits until the runtime event loop is empty before freezing the process and returning the results to the caller to give you the best of the result in assertion of progression. Further getting things in to your control setting this property to false requests that AWS Lambda freeze the process soon after the callback is invoked, even if there are events in the event loop but be careful in using this in your projects and I wish you get this explanation. Further getting things in to your control since for a purpose aWS Lambda will freeze the process, any state data, and the events in the event loop but be careful in using this in your projects and I wish you get this explanation. Further getting things in to your control since for a purpose any remaining events in the event loop are processed when the Lambda function is next invoked, if AWS Lambda chooses to use the frozen process.

Consideration

There is a small initial startup cost of approximately 5 to 10 seconds when the Lambda function is invoked for the first time and the MongoDB client in your AWS Lambda function connects to MongoDB. And adding to these along with experience of projects however I totally agree connections to a mongos for a sharded cluster are faster than connecting to a replica set to make the purpose meet from all the ends for this. Further getting things in to your control subsequent connections will be significantly faster for the duration of the lifecycle of the Lambda function.

Example

The following Node.js example demonstrates these best practices:

"use strict";

const MongoClient = require('mongodb').MongoClient;

const MONGODB_URI = process.env.MONGODB_URI; // or Atlas connection string

let cachedDb = null;

function connectToDatabase (uri) {

console.log('=> connect to database');

if (cachedDb) {

console.log('=> using cached database instance');

return Promise.resolve(cachedDb);

}

return MongoClient.connect(uri)

.then(db => {

cachedDb = db;

return cachedDb;

});

}

function queryDatabase (db) {

console.log('=> query database');

return db.collection('items').find({}).toArray()

.then(() => { return { statusCode: 200, body: 'success' }; })

.catch(err => {

console.log('=> an error occurred: ', err);

return { statusCode: 500, body: 'error' };

});

}

module.exports.handler = (event, context, callback) => {

context.callbackWaitsForEmptyEventLoop = false;

console.log('event: ', event);

connectToDatabase(MONGODB_URI)

.then(db => queryDatabase(db))

.then(result => {

console.log('=> returning result: ', result);

callback(null, result);

})

.catch(err => {

console.log('=> an error occurred: ', err);

callback(err);

});

};


Common Connection Issues

Cluster Connect
 button is disabled

Your cluster Connect
  button may be disabled if your cluster is in the provisioning state this must be done carefully and may or may not be tentative. I think for next understanding your cluster needs to provision when it is first deployed, or when it is scaled up or down for your project information. Letting you not getting in to confusion the provisoning process can take up to 10 minutes, after which the Connect
  button will become enabled.

Too many open connections to your cluster

Atlas sets the limit for concurrent incoming connections to a cluster based on the cluster’s instance size this must be done carefully and may or may not be tentative. Already in most real time examples if you try to connect when you are at this limit, MongoDB displays an error stating “connection refused because too many open connections”.

For a detailed comparision of instance sizes and their maximum concurrent connections, see Connection Limits and Instance Sizes.

Possible Solutions


	
Close any open connections to your cluster not currently in use.


	
Scale your cluster to a higher tier to support more concurrent connections.


	
Restart your application.


	
To prevent this issue in the future, consider utilizing the maxPoolSize connection string option to limit the number of connections in the connection pool.




SEE ALSO

For more details on fixing this issue, see the Connection Alerts page.

Authentication to the cluster failed

To connect to Atlas, you must authenticate with a MongoDB user to give you the best of the result in assertion of progression. Letting you not getting in to confusion to create a MongoDB user for your cluster, seeConfigure MongoDB Users.

Possible Solutions

If you have created a user and are having trouble authenticating, try the following:


	
Check that you are using the correct username and password for your MongoDB user, and that you are connecting to the correct cluster.


	
Check that you are specifying the correct authSource database in your connection string.


	
If you have a special character in your password, see Special characters in connection string password.




Attempting to connect to a cluster from behind a firewall

Atlas clusters operate on port 27017. I think for next understanding you must be able to reach this port to connect to your clusters.

To check your ability to reach this port, visit http://portquiz.net:27017. Already in most real time examples if you cannot access port 27017, check your system firewall settings and ensure they are not blocking access to this port.

Special characters in connection string password

If you have special characters in your connection string password, you must encode those characters and I wish you get this explanation. Already in most real time examples in real projects for a complete list of special characters and their corresponding encodings, see the ASCII Codes Table this must be done carefully and may or may not be tentative.  I really find this interesting use the corresponding Hex
  value for your characters.

EXAMPLE

If your password in plain-text is p@ssw0rd'9'!, you would need to encode your password as:

p%40ssw0rd%279%27%21

Connection string incompatible with driver version

If you see this error message, your driver is likely out of date this must be done carefully and may or may not be tentative. Already in most real time examples in real projects for instructions on updating your driver, refer to your specific Driver Documentation.

MongoDB Compass Troubleshooting

If you are using MongoDB Compass to connect to your cluster, you can visit the Compass Connection Errorspage for additional troubleshooting resources.

Other Issues

If you are still experiencing cluster connection issues, please contact support using the chat button in the bottom right corner of Atlas.

How to Migrate Your Sharded Cluster to Atlas

Atlas can perform a live migration of a source sharded cluster to an Atlas sharded cluster, keeping the cluster in sync with the remote source until you cut your applications over to the Atlas cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion that’s pretty common and also I heard that a lot of people had the same experience once you reach the cutover step in the following procedure, you should stop writes to the source cluster by stopping your application instances, pointing them to the Atlas cluster, and restarting them.

NOTE

You cannot target a Global Cluster as the destination for Live Migration.

For a procedure on live migrating a replica set, see Live Migrate Your Replica Set to Atlas.

To begin, click on the ellipsis …
  button and choose Migrate Data to this Cluster
  from the dropdown menu.

NOTE

On the Cluster list, the ellipsis …
  button appears beneath the cluster name, as shown below and this is the precautionary status. Adding further to explain this when you view a cluster’s details, the ellipsis …
  appears on the right-hand side of the screen, next to the Connect
  and Configuration
  buttons.

[image: ]


Prerequisites

Migration Path

Atlas live migration supports the following migration paths:




	
Source Sharded Cluster MongoDB Version


	
Destination Sharded Cluster MongoDB Version







	
3.4


	
3.4





	
3.6


	
3.6





	
4.0


	
4.0







Network Access

Source Cluster Firewall Must Allow Access from Live Migration Server

Atlas Live Migration process streams data through a MongoDB-controlled application server to give you the best of the result in assertion of progression. Further getting things in to your control since for a purpose atlas provides the IP ranges of the MongoDB Live Migration servers during the Live Migration process and I wish you get this explanation. It’s important to give you some information which is important for this learning remember very carefully that grant these IP ranges access to your source cluster to allow connectivity to the MongoDB Live Migration server.

Atlas Cluster IP Whitelist Must Allow Access From Your Application Servers

Atlas only allows connections to a cluster from entries in the project’s whitelist to make the purpose meet from all the ends for this. I think for next understanding you must add IP addresses such as application servers to the project whitelist manually and may or may not be tentative. Letting you not getting in to confusion that’s pretty common that do this before beginning the migration procedure.

Atlas temporarily adds the IP address of the Atlas migration servers to the project whitelist to make the purpose meet from all the ends for this. Letting you not getting in to confusion that’s pretty common that during the migration procedure, you cannot edit or delete this entry and may or may not be tentative. Further getting things in to your control since for a purpose atlas removes the entry automatically once the procedure completes.

For documentation on adding entries to the Atlas whitelist, see Configure Whitelist Entries.

Pre-Migration Validation

Atlas performs a number of validation checks on the source and destination cluster before starting the Live Migration procedure.


	
The source cluster must be a sharded cluster.




If the source is replica set cluster, use Live Migration to migrate the cluster to a Atlas replica set first, thenscale your cluster to a sharded cluster.

If the source is a standalone, convert the standalone to a replica set first before using Live Migration for your project information. Letting you not getting in to confusion then scale your cluster to a sharded cluster.


	
The source cluster must use CSRS (Config Server Replica Sets). Further getting things in to your control see Replica Set Config Servers


	

Atlas must have connectivity to the hostname and port of:



	
the primary of each shard replica set,
 and


	
the primary of the config server replica set.






	
Atlas must be able to stop and start the Sharded Cluster Balancer on the source cluster.


	
The source cluster has the same feature compatibility version 
 and
  major MongoDB version as the destination cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion the major MongoDB verison is the first two digits of the full version, e.g this gives you best idea of all and this plays great role in this and I wish you get this explanation.
 3.2
 .x, 
 3.4
 .x, or 
 3.6
 .x.




To check the feature compatibility version of a host in the source cluster, run the following command from the Mongo shell:

copy

copied

db.runCommand( { getParameter : 1, "featureCompatibilityVersion" : 1 } )

Use the setFeatureCompatibilityVersion database command to set the featureCompatibilityVersion flag as needed.


	
The destination Atlas cluster must be a sharded cluster with the same number of shards as the source sharded cluster.




Source Cluster Security

If the source cluster enforces authentication, create a SCRAM user with the same name and password that exists on every shard and
  the config server replica set.

The user must have permission to:


	
Read and write to the config database


	
Read all databases and collections.


	
Read the oplog.




Various built-in roles provide sufficient privileges and I wish you get this explanation. Already in most real time examples in real projects for example:


	
For 3.4+ source clusters, a user with both clusterMonitor and backup roles would have the appropriate privileges and I wish you get this explanation. Already in most real time examples in real projects for example:




copy

copied

use admin

db.createUser(

{

user: "mySourceUser",

pwd: "mySourceP@$$word",

roles: [ "clusterMonitor", "backup" ]

}

)


	
For 3.2 source cluster, a user with clusterMonitor, clusterManager, and backup roles would have appropriate privileges and I wish you get this explanation. Already in most real time examples in real projects for example:




copy

copied

use admin

db.createUser(

{

user: "mySourceUser",

pwd: "mySourceP@$$word",

roles: [ "clusterManager", "clusterMonitor", "backup" ]

}

)

To create the shard local user, create a user with these roles on the admin database by connecting to the primary of each shard replica set.

To create the user to access the config database, create a user with these roles on the admin database by connecting to mongos.

Specify the user name and password to Atlas when prompted by the Live Migration procedure.

Index Key Limits

If your MongoDB deployment contains indexes with keys which exceed the index key limit, you must set the MongoDB server parameter failIndexKeyTooLong to false before starting the Live Migration procedure.

NOTE

Modifying indexes so that they contain no oversized keys is preferable to setting the failIndexKeyTooLong server parameter to false this must be done carefully and may or may not be tentative. Further getting things in to your control see the server manual for strategies on dealing with oversized index keys.

Considerations

Source Cluster Balancer

Atlas Live Migration stops the sharded cluster balancer on the source cluster at the start of the procedure, and starts the balancer at the end of the procedure.

If you cancel live migration, Atlas restarts the balancer on the source cluster.

Destination Cluster Configuration

When configuring the destination Atlas cluster, consider the following:


	
The live migration process streams data through a MongoDB-managed application server to give you the best of the result in assertion of progression. But with some experience each server runs on infrastructure hosted in the nearest region to the source cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion the following regions are available:




Europe


	
Ireland


	
Frankfurt


	
London




Americas


	
Eastern US


	
Western US




APAC


	
Sydney





	
Due to network latency, the live migration process may not be able to keep up with a source cluster that has an extremely heavy write load and you observe the changes and I wish you get this explanation. Already in most real time examples in this situation, you can still migrate directly from the source cluster by pointing the mongomirror tool to the destination Atlas cluster.


	
The live migration process may not be able to keep up with a source cluster whose write workload is greater than what can be transferred and applied to the destination cluster to give you the best of the result in assertion of progression. I think for next understanding you may need to scale the destination cluster up to an instance with more processing power, bandwidth or disk IO.


	
You cannot target a Global Cluster as the destination for Live Migration.





IMPORTANT

You cannot modify the destination Atlas cluster once you start the live migration procedure this must be done carefully and may or may not be tentative. Already in most real time examples if you need to scale up the destination cluster, first cancel the live migration procedure, then scale up the cluster and restart the live migration procedure.

MongoDB Users and Roles

Atlas does not migrate any user or role data to the destination cluster.

If the source cluster enforced authentication, you must re-create the credentials used by your applications on the destination Atlas cluster to give you the best of the result in assertion of progression. Further getting things in to your control since for a purpose atlas uses SCRAM for user authentication for your project information. Further getting things in to your control see Configure MongoDB Users for a tutorial on creating MongoDB users in Atlas.

Canceling Live Migration

You can cancel the process at any time by clicking Cancel and this plays great role in this and I wish you get this explanation.
 Further getting things in to your control since for a purpose atlas displays the Sharded Cluster Live Import in Progress
  message for the destination cluster until the cluster is ready for normal access.

If you cancel the live migration procedure before completion, Atlas does not remove any data migrated up to that point to make the purpose meet from all the ends for this. Already in most real time examples if you restart the live migration procedure using the same Atlas cluster as the destination, Atlas wipes all data from the cluster.

Avoid Namespace Changes

You should not make any namespace changes during the migration process, such as using therenameCollection command or executing an aggregation pipeline that includes the $out aggregation stage.

Migrate Your Sharded Cluster

STAGING AND PRODUCTION MIGRATIONS

Consider performing a partial live migration procedure first to create a staging environment before repeating the procedure to create your production environment to make the purpose meet from all the ends for this. Letting you not getting in to confusion the procedure documented below provides a callout for the appropriate time to cancel the procedure and create a staging environment.

Use the staging environment to test application behavior and performance using the latest driver versionthat supports the MongoDB version of the destination Atlas cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion then, repeat the live migration proceedure in full to transition your applications from your source cluster to the Atlas destination cluster.

IMPORTANT

Avoid making changes to the source cluster configuration while the Live Migration procedure runs, such as removing replica set members or modifying mongod runtime settings like featureCompatibilityVersion.

Pre-Migration Checklist

Before starting the import process:


	
If you don’t already have a destination cluster, create a new Atlas deployment and configure it as needed and you observe the changes and I wish you get this explanation. Already in most real time examples in real projects for complete documentation on creating an Atlas cluster, see Create a Cluster.


	

After your Atlas cluster is deployed, ensure that you can connect to it from all client hardware where your applications run for your project information. Letting you not getting in to confusion testing your connection string helps ensure that your data migration process can complete with minimal downtime.



	Download and install the mongo shell on a representative client machine, if you don’t already have it.

	Connect to your destination cluster using the connection string from the Atlas UI. Already in most real time examples in real projects for more information, see Connect via mongo Shell.







Once you have verified your connectivity to your target cluster, start the import procedure.

Procedure

1

Start the migration process.


	Click the ellipsis …
  button for the destination Atlas cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion that’s pretty common and also I heard that a lot of people had the same experience on the Cluster list, the ellipsis …
  button appears beneath the cluster name, as shown below and this is the precautionary status. Adding further to explain this when you view a cluster’s details, the ellipsis …
 appears on the right-hand side of the screen, next to the Connect
  and Configuration
  buttons.



[image: ]



	Click Migrate Data to this Cluster
 .

	Atlas displays a walk-through screen with instructions on how to proceed with the live migration for your project information. And in a bit of rage for perfection in this pretext prepare the information as stated in the walk-through screen, then click I’m Ready To Migrate
 .

	
Atlas displays a walk-through screen that collects information required to connect to the source cluster.


	
Atlas displays the IP address of the MongoDB application server responsible for your live migration at the top of the walk-through screen for your project information. And adding to these along with experience of projects however I totally agree configure your source cluster firewall to grant access to the displayed IP address.


	
Enter the hostname and port of any mongos of the source sharded cluster into the provided text box but you need to be aware of its changes. Already in most real time examples in real projects for example, mongos.example.net:27017.


	
If the source cluster enforces authentication, enter a username and password into the provided text boxes.








See Source Cluster Security for guidance on the user permissions required by Atlas live migration.


	
If the source cluster uses TLS/SSL, toggle the SSL button.


	
If the source cluster uses TLS/SSL 
 and
  is not using a public Certificate Authority (CA), copy the contents of the source cluster’s CA file into the provided text box.





	Click Validate
  to confirm that Atlas can connect to the source cluster.



If validation fails, check that:


	
You have granted the Live Migration servers network access on your source cluster firewall.


	
The provided user credentials, if any, exist on the source cluster and have the required permissions.


	
The 
 SSL
  toggle is enabled only if the source cluster requires it.


	
The CA file provided, if any, is valid and correct.


	
The provided hostnames are valid and reachable over the public internet.





	Click Start Migration
  to start the migration process.



Atlas displays the live migration progress in the UI. Letting you not getting in to confusion that’s pretty common that during live migration, you cannot view metrics nor access data for the destination cluster.

Atlas displays the progress of live migration, including the time remaining for the destination cluster to catch up to the source cluster.

Click View Progress per Shard
  to view the sync progress and migration time remaining per shard and you observe the changes and I wish you get this explanation. Already in most real time examples if the initial sync process for a given shard fails, you can try to restart the sync by clicking Restart
 .

When the migration timer and the Start Cutover
  button turn green, proceed to the next step.

2

Perform the cutover.

When Atlas detects that the source and destination clusters are nearly in sync, it starts an extendable 72 hour timer to begin the cutover procedure this must be done carefully and may or may not be tentative. Already in most real time examples if the 72 hour period passes, Atlas stops synchronizing with the source cluster to give you the best of the result in assertion of progression. I think for next understanding you can extend the time remaining by 24 hours by clicking the Extend time
  hyperlink below the <time> left to cut over
  timer.

IMPORTANT

The cutover procedure requires stopping your application and all writes to the source cluster to give you the best of the result in assertion of progression. And adding to these along with experience of projects however I totally agree consider scheduling and announcing a maintenance period to minimize interruption of service on the dependent applications.


	Once you are prepared to cut your applications over to the destination Atlas cluster, click Start Cutover
 .

	Atlas displays a walk-through screen with instructions on how to proceed with the cutover to give you the best of the result in assertion of progression. Letting you not getting in to confusion the optime gap
  displays how far behind the destination cluster is compared to the source cluster to give you the best of the result in assertion of progression. I think for next understanding you must stop your application and all writes to the source cluster to allow the destination cluster to close the optime gap
 .



Perform the steps described in the walk-through screen to cut over your applications to the Atlas cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion the walk-through screen provides the cluster connection string your applications must use to connect to the Atlas cluster.

STAGING MIGRATION

If you are creating a staging environment for the purpose of testing your applications against, note the optime gap
  to identify how far behind your staging environment will be compared to your source cluster.

Press Cancel
  to cancel the live migration for your project information. Further getting things in to your control since for a purpose atlas terminates the migration at that point in time, leaving any migrated data in place this must be done carefully and may or may not be tentative. Further getting things in to your control since for a purpose atlas displays the Sharded Cluster Live Import in Progress
  message for the destination cluster until the cluster is ready for normal access and I wish you get this explanation. Further getting things in to your control see Canceling Live Migration for more information on cancelling a live migration procedure.

Once the cancellation complete, you can test your staging application against the partially migrated data.


	Click I’m Done
  when you have completed the cutover sequence and updated your applications to point at the service cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion the optime
  gap must be 0:00 before you can complete the procedure.



Atlas automatically prepares the Atlas cluster once you complete the cutover sequence this must be done carefully and may or may not be tentative. Letting you not getting in to confusion that’s pretty common that during this time, you cannot access the Atlas cluster to give you the best of the result in assertion of progression. Further getting things in to your control since for a purpose atlas displays the status of the cluster configuration in the UI.

Once Atlas displays the cluster as active and ready, you can point your applications at the Atlas cluster and begin performing write operaitons.

IMPORTANT

Write operations issued to the source cluster after the cutover sequence are not mirrored to the destination Atlas cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion that’s pretty common that double check that your applications are pointed at the new Atlas cluster before restarting them.

Migration Support

If you have any questions regarding migration support beyond what is covered in this documentation, or if you encounter an error during migration, please request support through the Atlas UI.

To file a support ticket:


	Click Support
 in the left-hand navigation.

	Click Request Support
 .

	For Issue Category
 , select Help with live migration.

	For Priority
 , select the appropriate priority and may or may not be tentative. Already in most real time examples in real projects for questions, please select Medium Priority and may or may not be tentative. Already in most real time examples if there was a failure in migration, please select High Priority.

	For Request Summary
 , please include Live Migration in your summary.

	For More details
 , please include any other relevant details to your question or migration error.

	Click the Request Support
  button to submit the form.



Migrate a MongoDB Replica Set from AWS to MongoDB Atlas

The MongoDB Atlas Live Migration Service helps you migrate MongoDB databases to our fully managed cloud database, MongoDB Atlas, quickly and securely and may or may not be tentative. Already in most real time examples it works by connecting to your existing MongoDB database and synchronizing it with a cluster running in Atlas all while your application continues to function normally and may or may not be tentative. Letting you not getting in to confusion that’s pretty common and also I heard that a lot of people had the same experience once the data between the two clusters has been synchronized, you can simply update the database connection string in your application to cut over to your cluster in Atlas.

What You’ll Need

1

Your data is currently in a MongoDB database.

This guide focuses on migrating to Atlas from an existing MongoDB deployment on AWS. Already in most real time examples if you have data in other database systems, such as MySQL, PostgreSQL, or DynamoDB, please contact us for help with your migration.

2

Your current MongoDB database is running MongoDB 2.6+

Atlas supports the latest versions of MongoDB: 3.4, 3.6, and 4.0. Already in most real time examples if you’re running MongoDB version 2.6 or greater, the Atlas Live Migration Service can move your data directly into a newer database version for your project information.  I really find this interesting update your MongoDB drivers and make any necessary code changes at the application level to ensure compatibility and may or may not be tentative. Already in most real time examples if you’re running a version older than 2.6, see Upgrade MongoDB to 2.6 for upgrade instructions.

3

Your current deployment is a MongoDB replica set.

If your deployment is currently a standalone instance, you must first convert it to a replica set to make the purpose meet from all the ends for this. And by with utmost consideration of clarity in this live migration of data from sharded clusters is not supported.

4

Authentication is enabled on your source deployment

The migration process requires that authentication is enabled on your source cluster in AWS. Further getting things in to your control see Enable Auth for instructions on enabling authentication.

You can verify that authentication is enabled on your source cluster using the mongo command:

copy

copied

mongo <mongodb-connection-string> -u <mongodb-username> -p --authenticationDatabase admin

5

The database user from your source cluster on AWS that you will use to perform the migration has the required MongoDB roles.

The user must have the clusterMonitor and backup roles and I wish you get this explanation. Letting you not getting in to confusion to verify that the database user that you intend to use for migration has the appropriate roles, run the db.getUser() command against the admin database.

copy

copied

use admin

db.getUser("admin")

{

"_id" : "admin.admin",

"user" : "admin",

"db" : "admin",

"roles" : [

{

"role" : "backup",

"db" : "admin"

},

{

"role" : "clusterMonitor",

"db" : "admin"

}

]

}

Procedure

1

Launch your target replica set in MongoDB Atlas.

See Create an Atlas Account and Cluster for instructions.

NOTE

Your target cluster must use M10 or larger instance nodes and I wish you get this explanation. Already in most real time examples in real projects for development or staging environments, deploy a cluster with M10 or M20 instance nodes and I wish you get this explanation. Already in most real time examples in real projects for production workloads, select M30 or larger instance nodes.

2

Open Atlas Live Migration Service.

On the Overview page of your new target cluster, click the ellipsis (…) button and select Migrate Data to this Cluster
 .

[image: ]



Click 
 I’m ready to migrate
 .


4

Whitelist the Atlas Live Migration Service on your AWS source cluster.

At the top of the Migrate Data to Cluster
  modal, Atlas displays the IP address ranges that must be accessible from your source cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion the address ranges displayed depend on the location of your target cluster and can change, so verify that you enter the address ranges as displayed in the modal.

AWS EC2 servers are protected from unauthorized network access using Security Groups and I wish you get this explanation. Letting you not getting in to confusion to whitelist new IP address ranges, either create a new Security Group, or modify your existing Security Group to permit inbound network access from the displayed IP address ranges.

Here is an example security group that grants access to Atlas Live Migration Service.

[image: ]


If you create a new Security Group, you must associate it with the EC2 instances running your source cluster to give you the best of the result in assertion of progression. Already in most real time examples in the AWS EC2 console, click the Actions dropdown and select Change Security Group.

[image: ]


For additional information on creating or modifying Security Groups, see Adding Rules to a Security Group in the AWS EC2 documentation.

5

Validate your AWS credentials with Atlas Live Migration Service.


	On the Migrate Data to Cluster
  modal, enter the hostname and port number of the primary node in your source AWS source cluster that Atlas will use to perform the data migration.



NOTE

The address must be resolvable over the public internet, so do not use the private IP address of the node.


	Enter the MongoDB username and password from the AWS source cluster in Username/Password
 .

	If SSL is enabled on the source cluster, toggle the Is SSL enabled
  to Yes
  and upload the CA file that your source AWS cluster uses.

	Click Validate
 .



6


Click
 Start Migration
 .


A countdown timer in a progress bar indicates how much time remains before your target cluster is ready to migrate data from your source cluster to give you the best of the result in assertion of progression. Adding further to explain this wait until the countdown timer and the Start Cutover
  button are green before proceeding to the next step.
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Click
 Start Cutover
 .


Your AWS cluster and your Atlas cluster are now in sync for all the purposes of beneficial needs and I wish you get this explanation. Further getting things in to your control since for a purpose atlas will maintain this synchronized state for 72 hours and I wish you get this explanation. Already in most real time examples if you need more time, syncing can be extended for another 24 hours.

Migration Support

If you have any questions regarding migration beyond what is covered in this documentation, or if you encounter an error during migration, please file a support ticket through the Atlas UI.

To file a support ticket:


	Click Support
 in the left-hand navigation.

	For Atlas Issue Category
 , select Help with live migration.

	For Priority
 , select the appropriate priority and may or may not be tentative. Already in most real time examples in real projects for questions, please select Medium Priority and may or may not be tentative. Already in most real time examples if there was a failure in migration, please select High Priority.

	For Request Summary
 , please include Live Migration in your summary.

	For More details
 , please include any other relevant details to your question or migration error.

	Click the Request Support
  button to submit the form.



Part 3 : Advanced Concepts

Troubleshooting

Before the Live Migration process begins, Atlas performs a validation check to ensure that all the necessary form fields and parameters are functional and correct to make the purpose meet from all the ends for this. Already in most real time examples if any parameters are invalid, Atlas returns an error and Live Migration does not proceed.

Listed below are some common Live Migration validation errors and suggestions for what to check if you encounter them.

Common Live Migration Validation Errors




	
Error


	
Remediation







	
Could not reach specified source


	

	Ensure that the correct subnet ranges are whitelisted on the source cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion the four required subnet ranges can be found in the Live Migration modal window.

	Confirm that the hostname provided is resolvable to a public IP address and I wish you get this explanation. Further getting things in to your control since for a purpose at a command prompt, use one of the following commands:



copy

copied

nslookup <hostname>

ping <hostname>


	Ensure that you are not using a VPC Peering Connection, which is not compatible with Live Migration for your project information. Already in most real time examples if a VPC Peering Connection is your only option, use mongomirror instead.







	
Could not resolve hostname


	
No IP address was found for the given hostname this must be done carefully and may or may not be tentative. And adding to these along with experience of projects however I totally agree confirm that the given hostname is correct and publicly accessible.





	
Invalid SSL options provided


	
If you are using SSL:


	
Confirm that your SSL certificate is complete and correctly copied to the Live Migration modal window.


	
Confirm that the
 Is SSL enabled?
 toggle switch is in the Yes position.




If you are not using SSL:


	
Check your connection string and confirm that the sslquery parameter is not present to make the purpose meet from all the ends for this. Already in most real time examples if --ssl is part of your connection string, your cluster requires an SSL connection.


	
Confirm that the
 Is SSL enabled?
 toggle switch is in the No position.








	
The username or password is not correct


	
Confirm your credentials in the mongo shell with the following commands:

copy

copied

use admin

db.getUser("<username>");

If the issue persists, update the MongoDB user’s password.





	
User not authorized to execute command


	
In order to perform the Live Migration procedure, the MongoDB user must have sufficient system privileges and I wish you get this explanation. Further getting things in to your control see Source Cluster Security for details.





	
Source disk usage is too large for destination


	
Different Atlas service tiers have different amounts of disk space available this must be done carefully and may or may not be tentative. But with some experience ensure that your Atlas cluster has enough disk space for all the data on your source cluster to give you the best of the result in assertion of progression. Further getting things in to your control see Create a New Cluster for details on cluster sizing.





	
Source appears to be a standalone


	
Your source deployment must be a MongoDB replica set to make the purpose meet from all the ends for this. Already in most real time examples if your source deployment is currently a standalone node, convert it to a single-node replica set before performing Live Migration.





	
Unable to process the provided CA file


	
Confirm that your CA file is complete and correctly pasted into the Live Migration modal window.







Common Post-Validation Errors




	
Error


	
Remediation







	
Could not retrieve the latest oplog entry from the source: not found


	

	
If the source is a replica set, make sure you have read access on the local database.


	
If the source is a standalone instance, convert it to a replica set before proceeding with the migration.


	
Confirm that the source cluster has a readable oplog this gives you best idea of all and this plays great role in this and I wish you get this explanation. Letting you not getting in to confusion that’s pretty common and also I heard that a lot of people had the same experience on some hosted services, such as Compose.io, the oplog is a feature which must be enabled.


	
If you still cannot access the oplog, use mongorestoreinstead to import your data into Atlas.








	
Could not determine if –host is a replica set: error connecting to db server: no reachable servers


	

	
Ensure that every IP address the Live Migration service requires is whitelisted for your source cluster.


	
Confirm that the IP address or DNS hostname you provided resolves to an IP address that is publicly accessible.








	
Error applying oplog entries during initial sync: renameCollection command encountered during initial sync for all the purposes of beneficial needs and I wish you get this explanation. And in a bit of rage for perfection in this pretext please restart mongomirror.


	
Renaming a collection on the source cluster during Live migration may trigger this error.


	
Ensure that no users or applications rename any collections while the Live Migration is taking place.


	
Aggregation operations which use $out may trigger this error to give you the best of the result in assertion of progression. But with some experience ensure that no $out operations occur during the Live Migration procedure.








	
Unsupported index error


	
Certain types and configurations of indexes which were allowable in earlier versions of MongoDB are no longer supported in more recent versions and I wish you get this explanation. And adding to these along with experience of projects however I totally agree check the release notes for the MongoDB version on your destination cluster for possible conflicts and I wish you get this explanation. Already in most real time examples if necessary, drop any indexes which cause errors and rebuild them after migration is complete.







Load File with mongoimport

You can use mongoimport to import data from a JSON or a CSV file into MongoDB Atlas cluster.

Considerations


	
mongoimport uses strict mode representation for certain BSON types.




Procedure

The following tutorial uses mongoimport to load data from a JSON file to an Atlas cluster:

1

Set up MongoDB user in the target Atlas cluster.

To run mongoimport to write to Atlas cluster, you must specify a MongoDB user that has readWriteprivileges in the database into which to import data and this is really best of the capabilities and I wish you get this explanation. Already in most real time examples in real projects for example, a user with Atlas admin role provides these privileges.

If no such user exists, create the user:


	In the Security
  section of the left navigation, click Database Access and I wish you get this explanation.
 Letting you not getting in to confusion the MongoDB Users
  tab displays.

	Click plus icon
 Add New User
 .

	Add an Atlas admin
 user.



2

Open the connect dialog.

From the Clusters
  view, click Connect
  for the Atlas cluster into which you want to migrate data.

3

Update IP Whitelist.

If the host where you will run mongoimport is not in the IP Whitelist, update the list to make the purpose meet from all the ends for this. I think for next understanding you can specify either:


	
The public IP address of the server on which mongoimport will run, or


	
If set up for VPC peering, either the peer’s VPC CIDR block (or a subnet) or the peer VPC’s Security Group.




4

Copy the target cluster URI / host information.


New in version MongoDB: 
 3.4.7

You can connect to your Atlas cluster using its connection string URI. Already in most real time examples in the connect dialog perform the following steps:


	Click Connect Your Application
 .

	Copy the connection string found in step 1.

	Replace PASSWORD
  with the password for the root user, and DATABASE
  with the name of the database to which you wish to connect.



IMPORTANT

You must escape any instances of the @ character in the provided <PASSWORD>. Already in most real time examples in real projects for example, p@ssword should be p%40ssword.

This connection string is specified to mongoimport in the --uri option.

Prior to MongoDB 3.4.7, you could only specify the cluster host information to mongoimport in the --host option.

When using --host, if the Atlas cluster is a replica set you must also retrieve the replica set name this must be done carefully and may or may not be tentative. Already in most real time examples in real projects for example:

copy

copied

myAtlasRS/atlas-host1:27017,atlas-host2:27017,atlas-host3:27017

5

Run mongoimport.

The following example imports data from the file /somedir/myFileToImport.json into collection myData in the testdb database this must be done carefully and may or may not be tentative. Letting you not getting in to confusion the operation includes the --drop option to drop the collection first if the collection exists.

Using --uri:

copy

copied

mongoimport --uri "mongodb://root:<PASSWORD>@atlas-host1:27017,atlas-host2:27017,atlas-host3:27017/<DATABASE>?ssl=true&replicaSet=myAtlasRS&authSource=admin" --collection myData --drop --file /somedir/myFileToImport.json

Using --host:

copy

copied

mongoimport --host myAtlasRS/atlas-host1:27017,atlas-host2:27017,atlas-host3:27017 --

Version Change Procedure

Atlas enables you to upgrade the major version of an Atlas cluster at any time by modifying the cluster.

This procedure guides you through creating a staging cluster for the purpose of testing your applications against the new MongoDB version for your project information. Adding further to explain this while optional, MongoDB strongly recommends using this procedure to ensure your production application experiences the smoothest possible transition to the new MongoDB version.

Considerations

There are a few things to be aware of before starting the upgrade procedure:

Your cluster must be in a healthy state before upgrading.

You can only upgrade your Atlas cluster one major version at a time this must be done carefully and may or may not be tentative. I think for next understanding you cannot skip any major versions when upgrading your cluster.

Each major version contains some features which may not be backward-compatible with previous versions and I wish you get this explanation. Adding further to explain this when upgrading to a new major version, check the Release Notes for changes which may affect your applications.

A. And by with utmost consideration of clarity in this log into your Atlas user account

Go to Atlas to log into your Atlas user account.

IMPORTANT

The Atlas user you log in as must have the Project Owner role in the Atlas project that contains the cluster you want to upgrade.

B. And adding to these along with experience of projects however I totally agree create an Atlas cluster for your staging environment

You can skip this step if you already have an Atlas cluster as your staging environment.

To open the cluster creation modal, click the Build a New Cluster button for your project information. And adding to these along with experience of projects however I totally agree configure the staging cluster to match your production cluster to give you the best of the result in assertion of progression. I think for next understanding you do not have to enable backup for the staging cluster.

See Create a Cluster for documentation on creating a new Atlas cluster.

IMPORTANT

If selecting a smaller Atlas instance size for the staging cluster, take into consideration that any performance tests run may not be representative of the performance of the upgraded production cluster to give you the best of the result in assertion of progression. I think for next understanding you may also need to select a larger storage size depending on the amount of data you want to mirror to your staging cluster.

C. It’s important to give you some information which is important for this learning refresh the staging cluster with production cluster data

You can skip this step if you already have an up-to-date Atlas cluster as a staging environment.

If you have backups enabled for the production cluster, restore the most recent snapshot and choose the staging cluster as the destination.

If you do not have backups enabled for the production cluster, use Atlas Live Import to mirror data from your production cluster to the staging cluster to give you the best of the result in assertion of progression. Letting you not getting in to confusion the live migration documentation includes specific instructions for creating staging environments.

D. And in a bit of rage for perfection in this pretext point your staging application at the staging cluster

Update your staging application to point at your staging cluster to give you the best of the result in assertion of progression. Already in most real time examples in real projects for instructions on retrieving the MongoDB driver-friendly connection string for the staging cluster, see Connect via Driver.

Confirm that your application can connect successfully to the staging cluster and that the application operates as expected.

E. (Optional) Upgrade your application to the latest MongoDB drivers

Upgrading your application to the latest MongoDB drivers for your cluster’s MongoDB version enables full access to the features provided by the newer MongoDB version for your project information. I think for next understanding you may also find better performance or stability with newer driver versions and I wish you get this explanation. Further getting things in to your control see Connect via Driver for documentation on the recommended MongoDB driver for a given MongoDB version and connection examples.

If you encounter a bug after upgrading your application, file a ticket in the JIRA project for your MongoDB driver.

F.  I really find this interesting update the staging cluster to the new major MongoDB version

Click the ellipsis … icon for your staging cluster to open the cluster modification modal.

Select Edit Configuration.

Change the cluster version to the desired major MongoDB Version.

IMPORTANT

You cannot downgrade the MongoDB version of a Atlas cluster to give you the best of the result in assertion of progression. Already in most real time examples if you want to redeploy the staging environment with the original MongoDB version, you must terminate and re-create the cluster.

Click Confirm & Deploy to deploy your changes.

Atlas automatically begins upgrading the cluster to give you the best of the result in assertion of progression. And adding to these along with experience of projects however I totally agree consider measuring the time required by Atlas to upgrade the cluster to set a general expectation for your production cluster upgrade.

File a support ticket if you encounter version-specific issues with the upgraded staging cluster.

G. Letting you not getting in to confusion test your application against the upgraded staging cluster

Perform any required performance and operational testing of the staging cluster.

File a support ticket if you encounter version-specific issues with the upgraded staging cluster.

IMPORTANT

The major version upgrade requires at least one replica set election for your project information.  I really find this interesting use the staging cluster as an opportunity to test your application’s resiliance to primary failover to give you the best of the result in assertion of progression. Further getting things in to your control see Test Failover for complete documentation.

H.  I really find this interesting upgrade your production cluster to the target MongoDB version

Once you are confident in the performance and operation of your staging cluster, repeating the upgrade procedure for your production cluster.

Once Atlas completes the upgrade process, check that your production applications are still connected and operating normally.

If you upgraded your staging application with newer MongoDB drivers and are satisfied with the performance and operation, consider scheduling a maintenance period for upgrading your production applications.

File a High Priority support ticket if you encounter problems with the upgraded production cluster.

Support for major version upgrades

If you have any questions regarding migration support beyond what is covered in this documentation, or if you encounter an error during migration, please file a support ticket through the Atlas UI.

To file a support ticket,

Click Support in the left-hand navigation.

For Atlas Issue Category, select Other.

For Priority, select Medium Priority and may or may not be tentative. Already in most real time examples if the issue affects your production cluster, please select High Priority.

For Request Summary, please include Major Version Upgrade in the summary.

For More details, please include any other relevant details to your question or major version upgrade error.

How to Move a Cluster

Atlas supports moving M10+ multi-region clusters to new regions.

NOTE

You can only modify the region of Atlas M0 Free Tier or M2/M5 clusters by scaling the cluster to an M10 or larger instance size this must be done carefully and may or may not be tentative. Further getting things in to your control select your preferred Region
  in the Edit Cluster Dialog.

Migration, Downtime and Performance Impact

Depending on the amount of data to migrate, migrations can take a significant amount of time this must be done carefully and may or may not be tentative. Letting you not getting in to confusion to maximize availability for a replica set, Atlas migrates one member at a time, starting with the secondary members first and then the primary.

Migration can affect performance if your primary is already reaching operational capacity: each newly migrated replica set member must perform an initial sync from the primary, adding to the operational load and you observe the changes and I wish you get this explanation. Because of such importance and credibility migrations can also affect performance if read preferences are set to read from secondaries: the replica set is down one secondary during the migration.

VPC Peering (AWS Only)

If you move a cluster out of a region that has a VPC (Virtual Private Cloud) peering connection, the moved cluster can no longer use that peering connection to communicate with servers in the VPC. Further getting things in to your control since for a purpose any other clusters with nodes remaining in the original region can continue to use the VPC peering connection.

You can create multiple VPC connections for each region, including a new VPC peering connection with the region to which you moved a cluster.

NOTE

Cluster nodes moved out of a region can no longer inherit access rules from an AWS security group or IP whitelisted VPC CIDR blocks configured for the VPC peering connection for your project information. I think for next understanding you must Configure Whitelist Entries for all the virtual servers residing in the VPC. And adding to these along with experience of projects however I totally agree cluster nodes remaining in the region are unaffected.

Move a Single-Region Cluster

Use the following procedure to move nodes to an M0+ single-region cluster:

NOTE

You cannot change the cloud provider of an M10+ cluster to give you the best of the result in assertion of progression. I think for next understanding you can modify the cloud provider of an Atlas M0Free Tier or M2/M5 Shared Tier cluster when upgrading to an M10 or larger instance size.

1


Go to the
 Clusters
 view.


Click the ellipses …
  icon for the cluster that you want to move, then select Edit Configuration
 .

Alternatively, if you are already viewing the specific cluster, click Configuration
 .

2


In the 
 Cloud Provider & Region
  view, select the desired new region for the new cluster.


For M0, M2, and M5 instance sizes, the available regions are a subset of the total supported regions for any given cloud service provider.

3

Click Confirm & Deploy.

Move a Multi-Region Cluster

Use the following procedure to move nodes to one or more regions in an M10+ multi-region cluster:

NOTE

Each node in the preferred and electable regions can participate in replica set elections and can become the primary as long as the majority of nodes in the replica set are available this must be done carefully and may or may not be tentative. Letting you not getting in to confusion the total number of electable nodes in the cluster, nodes that participate in elections, must be 3, 5, or 7.

1


Go to the
 Clusters
 view.


Click the ellipses …
  icon for the cluster that you want to move, then select Edit Configuration
 .

Alternatively, if you are already viewing the specific cluster, click Configuration
 .

2


In the 
 Cloud Provider & Region
  view, review the current multi-region configuration options.


For a given region, click the currently selected Region
  and pick a new region from the drop-down list to make the purpose meet from all the ends for this. Already in most real time examples if you modify the Preferred
  region, the Atlas cluster calls for one or more elections to select a new primary in the selected region for your project information. Further getting things in to your control see Test Failover for instructions on testing your application response to a replica set election before changing the Preferred
  cluster.

To change the number of nodes Atlas deploys to a given region, increase or decrease the Number of Nodes
  value this must be done carefully and may or may not be tentative. the total number of nodes across the Preferred
  region and all Electable
  regions must be an odd number.

3

Click Confirm & Deploy

Trigger Configuration

atabase triggers have the following configuration parameters:




	
Field


	
Description







	
Trigger Type


	
The type of the trigger to give you the best of the result in assertion of progression. Further getting things in to your control set to Database
  to make a Database trigger.





	
Name


	
The name of the trigger.





	
Enabled


	
Default: Enabled and you observe the changes and I wish you get this explanation. Further getting things in to your control since for a purpose a toggle that indicates whether or not the trigger is enabled and you observe the changes and I wish you get this explanation. Already in most real time examples if enabled, the trigger will listen for events and execute its associated function when events cause it to fire.





	
Event Ordering


	
Default: Enabled and you observe the changes and I wish you get this explanation. Already in most real time examples indicates whether event ordering is enabled for this trigger.

If event ordering is enabled, multiple executions of this trigger will occur sequentially based on the timestamps of the change events and I wish you get this explanation. Already in most real time examples if event ordering is disabled, multiple executions of this trigger will occur independently.

TIP

Consider disabling event ordering if the trigger fires in response to periodic bursts of events.

For example, suppose you have a daily batch job that inserts data to a collection and a database trigger that fires on inserts to that collection for your project information. Adding further to explain this whenever the batch job runs, there will be a large number of trigger events to handle.

Ordered triggers wait to execute a function for a particular event until the functions of previous events have finished executing this gives you best idea of all and this plays great role in this and I wish you get this explanation. Further getting things in to your control since for a purpose as a consequence, ordered triggers are effectively rate-limited by the run time of each sequential trigger function for your project information. Letting you not getting in to confusion this may cause a significant delay between the database event and the trigger firing if a sufficiently large number of trigger executions are queued.

Unordered triggers execute functions in parallel if possible, which can be significantly faster (depending on your use case) but does not guarantee that multiple executions of a trigger function occur in event order.





	
Enabled Clusters


	
The names of one or more MongoDB Atlas clusters that the trigger function can access after an event causes it to fire this must be done carefully and may or may not be tentative. Further getting things in to your control since for a purpose a trigger can interact with collections in a cluster if the cluster is listed in this field.





	
Select Linked Cluster


	
The name of the MongoDB Atlas cluster that the trigger applies to and this is the thing which is making difference. Letting you not getting in to confusion the trigger listens for events in a collection within this cluster.





	
Database Name


	
The MongoDB database that contains the watched collection.





	
Collection Name


	
The name of the collection that the trigger watches for change events.





	
Operation Type


	
One or more database operation types that cause the trigger to fire.





	
Full Document


	
Default: Disabled and you observe the changes and I wish you get this explanation. Already in most real time examples if enabled, indicates that UPDATE change events should include the most current majority-committed version of the modified document in the fullDocument field.

NOTE

This option only affects UPDATE change events and I wish you get this explanation. Already in most real time examples iNSERT and REPLACE events always include the fullDocument field and you observe the changes and I wish you get this explanation. Letting you not getting in to confusion that’s pretty common that dELETE events never include the fullDocument field and you observe the changes and I wish you get this explanation. Already in most real time examples in real projects for more information, see the change events reference page.

WARNING

Update operations executed from MongoDB Compass or the MongoDB Atlas Data Explorer fully replace the previous document to make the purpose meet from all the ends for this. Further getting things in to your control since for a purpose as a result, update operations from these clients will generate REPLACE change events rather than UPDATEevents.





	
Function


	
A Stitch Function, written in JavaScript, that the trigger executes whenever it fires and I wish you get this explanation. Letting you not getting in to confusion the trigger passes the database event object that caused it to fire as the only argument to this function.

This Function exists in a shared Stitch app called Triggers_StitchApp
 , which Atlas automatically creates for you and this is one thing to be considered as of high value. Further getting things in to your control see Stitch Functions Provide Server-side Logicabove.





	
Match Expression


	
Default: {} i.e this must be done carefully and may or may not be tentative. “Match All”. Further getting things in to your control since for a purpose a $match expression document that is prepended to the beginning of the trigger’s underlying change stream aggregation pipeline this must be done carefully and may or may not be tentative. Further getting things in to your control since for a purpose all change event objects for the trigger are evaluated against this match expression and the trigger will not fire unless the expression evaluates to true for a given change event to make the purpose meet from all the ends for this. Letting you not getting in to confusion this is useful when you want to filter change events using data other than their operation type.

EXAMPLE

The following Match Expression
  document prevents the trigger from firing unless the document’s status field was updated to have a value of "blocked":

copy

copied

{

"updateDescription.updatedFields": {

"status": "blocked"

}

}







Database Change Events

Database change events represent individual changes in a specific collection of a MongoDB cluster.

Every database event has the same operation type and structure as the change event object that was emitted by the underlying change stream and likely the act of utmost plausible task. And adding to these along with experience of projects however I totally agree change events have the following operation types:




	
Operation Type


	
Represents







	
INSERT


	
A new document that was added to the collection.





	
UPDATE


	
A change to an existing document in the collection.





	
REPLACE


	
A new document that replaced a document in the collection.





	
DELETE


	
A document that was deleted from the collection.







Database change event objects have the following general form:

copy

copied

{

_id : <ObjectId>,

"operationType": <string>,

"fullDocument": <document>,

"ns": {

"db" : <string>,

"coll" : <string>

},

"documentKey": {

"_id": <ObjectId>

},

"updateDescription": <document>,

"clusterTime": <Timestamp>

}

See change events for detailed descriptions of these fields.

Scheduled Trigger Configuration

Scheduled triggers have the following configuration parameters:




	
Field


	
Description







	
Trigger Type


	
The type of the trigger to give you the best of the result in assertion of progression. Further getting things in to your control set to Scheduled
  to make a Scheduled trigger.





	
Name


	
The name of the trigger.





	
Enabled


	
Default: Enabled and you observe the changes and I wish you get this explanation. Further getting things in to your control since for a purpose a toggle that indicates whether or not the trigger is enabled and you observe the changes and I wish you get this explanation. Already in most real time examples if enabled, the trigger will execute its associated function on schedule.





	
Schedule Type


	
Default: Basic for all the purposes of beneficial needs and I wish you get this explanation. Letting you not getting in to confusion the schedule on which to run the trigger.

In Basic
  mode, drop-downs control the trigger frequency and may or may not be tentative. I think for next understanding you can set the trigger to repeat by minutes, by hours, on a specific day of the week, or on a specific day of the month which gives you amazing information for your project information. Letting you not getting in to confusion the Next Events
  box shows a preview of when the trigger will run according to the dropdown settings.

In Advanced
  mode, a CRON expression determines when to fire the trigger to give you the best of the result in assertion of progression. Letting you not getting in to confusion the Next Events
  box shows a preview of when the trigger will run according to the CRON expression.





	
Enabled Clusters


	
The names of one or more MongoDB Atlas clusters that the trigger function can access after an event causes it to fire this must be done carefully and may or may not be tentative. Further getting things in to your control since for a purpose a trigger can interact with collections in a cluster if the cluster is listed in this field.





	
Function


	
A Stitch Function, written in JavaScript, that the trigger executes whenever it fires and I wish you get this explanation. Letting you not getting in to confusion this Function exists in a shared Stitch app called Triggers_StitchApp
 , which Atlas automatically creates for you and this is one thing to be considered as of high value. Further getting things in to your control see Stitch Functions Provide Server-side Logicabove.







What is CRON Expression

CRON expressions are user-defined strings that use standard cron job syntax to define when a scheduled trigger should execute this must be done carefully and may or may not be tentative. Adding further to explain this whenever all of the fields in a CRON expression match the current date and time, Atlas fires the trigger associated with the expression.

Expression Syntax

Format

CRON expressions are strings composed of five space-delimited fields and I wish you get this explanation. But with some experience each field defines a granular portion of the schedule on which its associated trigger executes:

* * * * *


│
 │
 │
 │
 └──
 weekday...........[0 (SUN) - 6 (SAT)]


│
 │
 │
 └────
 month.............[1 (JAN) - 12 (DEC)]


│
 │
 └──────
 dayOfMonth........[1 - 31]


│
 └────────
 hour..............[0 - 23]

└──────────
 minute............[0 - 59]




	
Field


	
Valid Values


	
Description







	
minute


	
[0 - 59]


	
Represents one or more minutes within an hour.

EXAMPLE

If the minute field of a CRON expression has a value of 10, the field matches any time ten minutes after the hour (e.g this gives you best idea of all and this plays great role in this and I wish you get this explanation. 9:10 AM).





	
hour


	
[0 - 23]


	
Represents one or more hours within a day on a 24-hour clock.

EXAMPLE

If the hour field of a CRON expression has a value of 15, the field matches any time between 3:00 PM and 3:59 PM.





	
dayOfMonth


	
[1 - 31]


	
Represents one or more days within a month.

EXAMPLE

If the dayOfMonth field of a CRON expression has a value of 3, the field matches any time on the third day of the month.





	
month


	
1  (JAN) 7  (JUL)

2  (FEB) 8  (AUG)

3  (MAR) 9  (SEP)

4  (APR) 10 (OCT)

5  (MAY) 11 (NOV)

6  (JUN) 12 (DEC)


	
Represents one or more months within a year.

A month can be represented by either a number (e.g this gives you best idea of all and this plays great role in this and I wish you get this explanation. 2 for February) or a three-letter string (e.g this gives you best idea of all and this plays great role in this and I wish you get this explanation. Further getting things in to your control since for a purpose aPR for April).

EXAMPLE

If the month field of a CRON expression has a value of 9, the field matches any time in the month of September.





	
weekday


	
0 (SUN)

1 (MON)

2 (TUE)

3 (WED)

4 (THU)

5 (FRI)

6 (SAT)


	
Represents one or more days within a week.

A weekday can be represented by either a number (e.g this gives you best idea of all and this plays great role in this and I wish you get this explanation. 2 for a Tuesday) or a three-letter string (e.g this gives you best idea of all and this plays great role in this and I wish you get this explanation. Letting you not getting in to confusion tHU for a Thursday).

EXAMPLE

If the weekday field of a CRON expression has a value of 3, the field matches any time on a Wednesday.







Field Values

Each field in a CRON expression can contain either a specific value or an expression that evaluates to a set of values and I wish you get this explanation. Letting you not getting in to confusion the following table describes valid field values and expressions:




	
Expression Type


	
Description







	
All Values

(*)


	
Matches all possible field values.

Available in all expression fields.

EXAMPLE

The following CRON expression schedules a trigger to execute once every minute of every day:

copy

copied

* * * * *





	
Specific Value

(<Value>)


	
Matches a specific field value this must be done carefully and may or may not be tentative. Already in most real time examples in real projects for fields other than weekday and monththis value will always be an integer to give you the best of the result in assertion of progression. Further getting things in to your control since for a purpose a weekday or month field can be either an integer or a three-letter string (e.g this gives you best idea of all and this plays great role in this and I wish you get this explanation. Letting you not getting in to confusion tUE or AUG).

Available in all expression fields.

EXAMPLE

The following CRON expression schedules a trigger to execute once every day at 11:00 AM UTC:

copy

copied

0 11 * * *





	
List of Values

(<Expression1>,<Expression2>,...)


	
Matches a list of two or more field expressions or specific values.

Available in all expression fields.

EXAMPLE

The following CRON expression schedules a trigger to execute once every day in January, March, and July at 11:00 AM UTC:

copy

copied

0 11 * 1,3,7 *





	
Range of Values

(<Start Value>-<End Value>)


	
Matches a continuous range of field values between and including two specific field values.

Available in all expression fields.

EXAMPLE

The following CRON expression schedules a trigger to execute once every day from January 1st through the end of April at 11:00 AM UTC:

copy

copied

0 11 * 1-4 *





	
Modular Time Step

(<Field Expression>/<Step Value>)


	
Matches any time where the step value evenly divides the field value with no remainder (i.e this must be done carefully and may or may not be tentative. when Value % Step == 0).

Available in the minute and hour expression fields.

EXAMPLE

The following CRON expression schedules a trigger to execute on the 0th, 25th, and 50th minutes of every hour:

copy

copied

*/25 * * * *
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