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“Data is transforming virtually every company in every industry, and every CEO and their Board of Directors must adapt to this new reality. Data has become one of the most valuable resources that enterprises own and leaders must learn to mine it for maximum returns and protect it with as much diligence as they do for every other asset on their balance sheets. Dominique Shelton Leipzig has laid out a clear playbook to assist the best leaders to differentiate their brands by building trust with their customers, shareholders, and employees.”

— Paul Witkay

Founder & CEO of the Alliance of Chief Executives

“Trust, authored by one of the nation’s leading technology and data privacy experts, is written for CEOs and board members who must lead on ensuring advancing technologies, like AI, are good for business and good for society. Shelton Leipzig’s book is a must read for any executive seeking to innovate with AI within governance and guard rails.”

— Dr. Lori Esposito Murray

President, Committee for Economic Development of The Conference Board

“AI, data, privacy, and cyber are constant discussion topics with today’s corporate board directors and executive management. Thus, leaders who are seeking strategies on how to decipher emergent technologies should read this book!”

— Agnes Bundy Scanlan, Esq.

President, The Cambridge Group, and Public and Private Company Independent Board Member

“Trust makes clear that successful AI deployment depends upon training the next generation of AI professionals on responsible, ethical, and trustworthy AI governance.”
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In 2019 I recall telling a group of CEOs in the healthcare, aviation, and financial businesses, “You are a data leader because your company is a data company.” Back then the response was this:

But wait… were not a data company.

Post-COVID-19, it is understood: every company is a data company. Today CEOs and board members understand that there is no such thing as a company that is not driven by data. From recruiting to marketing to operations to competitive advantage, every company needs data to grow, thrive, and develop now and in the future. The advances in generative artificial intelligence (AI), large language models, and quantum computing will only accelerate this fact.

I was honored to found and create the Digital Trust Summit1 at the Watson Institute at Brown University, where CEOs and board members from sixty-two companies, including Brian Moynihan, the CEO of Bank of America, and other speakers convened to discuss the importance of digital trust from everything ranging from generative AI to privacy to data security to national security.

Advances in technology will make so much possible. The use of AI identified an important cancer treatment and predicted results in just thirty days,2 and the prospect of democratizing personalized medicine is here. Generative AI models are being innovated to revolutionize the finance industry. Education is being reimagined. One article reported, “Generative AI could also be used to create adaptive learning experiences that would adjust in real time to students’ needs and abilities.”3 And strides have been made in protecting the environment and tackling poverty. The promise of generative AI, quantum computing, and technologies that we cannot even imagine yet will be based on data.

These technologies are and will continue to be game changers. With the dizzying possibilities for what evolving technologies such as generative AI can produce in our society and for your companies comes the imperative for responsible data stewardship so the innovations can be trusted.

I am writing this book to talk to you, the CEO or board member who exemplifies the leadership of the company you are associated with. I am using my experience to help guide leadership in the next generation of technology. If Web 1.0 and 2.0 could be characterized by the mantra “move fast and break things,” then what if we reimagined that mantra to deal with the awesome opportunities and responsibilities that data brings to us today?

What if we “moved fast” with trust? This book argues that innovation does not have to be synonymous with “breaking” anything. Instead, we can innovate by garnering the trust of our customers, business partners, and colleagues. Therefore, for the purposes of this book, digital trust means CEOs and board members ask the right questions to ensure trustworthiness so that the broader community can trust the technology that is already so crucial to key verticals in all of our lives—health, education, financial growth, critical infrastructure, and national security, to name a few crucial areas. This can only happen when senior leadership is driving the trust discussion and humans are at the core of how we leverage technology.

Why should we lead with trust? Because “breaking things” has cost our global economy over $7 trillion in market cap over a twelvemonth period. Put another way, the losses that have been incurred because of data privacy and security lapses last year are about equal to the $7 trillion it is estimated that generative AI will add to our global economy over the next ten years. Bluntly, companies that have responsible data stewardship have garnered trust from their customers, regulators, and business partners. In turn, as I detail in chapter 5, trust in the brand has propelled those companies to market leadership. In fact, the first company to achieve a $3 trillion market cap touts its commitment to trustworthy AI and privacy as a brand differentiator. Other companies that have not focused on trust have seen their stock tank.

This book shows you how, as a CEO or board member, you can be a data leader and how you can join the $3 trillion-plus market cap club by leading your organization with a focus on digital trust. To do this, you need to understand a few things: (1) trust cannot be delegated; (2) data leadership requires more than having an amazing chief information security officer (CISO), as the trust story goes beyond data breaches; and (3) the companies that “win” in the future will be the ones the consumers, international regulators, and business partners trust.

Also, from my thirty-plus years of experience as an attorney, I am writing to let you know that trust is achievable. Do not listen to those who encourage you to believe that disastrous data breaches, algorithmic bias, and privacy violations are “unavoidable” and the cost of leveraging technology. They are not. In fact, most things I see are totally avoidable and could be addressed if the “tone at the top” was encouraging of achieving trust.

Leaders ask me what they can do to address highly technical areas such as AI or other emerging technologies. There are several steps you as CEOs and board members can take to avoid these negative outcomes. You can

•get more involved with creating a trust culture within your own organization;

•take the time to understand that cybersecurity does not cover all data opportunities or risks (e.g., AI and data privacy are separate areas that your CISO may not be trained on);

•ensure that the right experts are in the room and part of the ongoing conversation to get “smart” on data impacts and trends (i.e., a combination of legal, technical, and board consultants is necessary now);

•establish policies that treat the company’s digital footprint as if it were the company’s DNA;

•make sure that this digital DNA is aligned with the brand expectations;

•treat your organization’s data like the asset that it is and regularly assess the enterprise opportunities and risks for that data, just like every other valuable asset of the company; and

•pledge to stay curious and be a continuous digital learner.

To ignore these issues is at your own peril. Challenges to trust can present themselves in reports of algorithmic bias, privacy violations in data sharing practices, and disastrous data breaches and disruptions. These, in turn, can lead to serious consequences, including regulatory oversight in the 160-plus countries with data protection laws, as well as leaving customers without the essential trust that their data is cared for properly. We only need to read the papers or browse our newsfeeds to see that those companies that customers do not trust inevitably experience free falls in market cap in the marketplace.

In addition, you risk potential inability to communicate and connect to your customers and clients and the resulting business losses—and worse.

The days when data was thought of as the purview of the IT department are gone. First, cyber risks are only part of the equation. Trust in terms of data collection use and sharing are the subject of 160-plus data protection laws.4 The IT team, acting alone, more often than not is not privy to all of these nuances. Nor is it realistic for them to be. While CISOs are common in large companies, they are focused on data breaches and not necessarily steeped in some of the risks associated with data privacy (e.g., collection and use of data) that have cost companies over $1 trillion in market cap. Two decades ago, few companies had a chief data officer or analytics officer. However, in 2022 NewVantage Partners’ annual data and AI leadership survey of Fortune 1000 companies titled “The Quest to Achieve Data-Driven Leadership: A Progress Report on the State of Corporate Data Initiatives” revealed a record 77 percent of companies have someone in the C-suite with that title.5 The challenge has been that while these roles are in the C-suite, they are not often speaking to the CEO and board at all or enough. This has created a disconnect between the information the CEO and board need to properly leverage opportunities and anticipate risks.

Consider this: Would a company’s board and CEO really make the calculation that it is best to lose $800 billion in market cap than to invest $1 million in responsible data stewardship? Does this seem like an outlandishly silly question? This is what I observe when I read the papers about companies losing ad revenue in 2022 based on data privacy trends that were detailed in draft legislation in most of the world ever since 2016. This is also the calculation many of you reading this book make every day unwittingly. Yet these issues can be overcome by engaging third-party advisors to get the necessary support to assess options. A realization needs to occur that among the third-party advisors that should be in the room are technologists, lawyers, and consultants who can quantify opportunity and risk to get the company where it needs to be.

I have observed that boards and CEOs rely on three sources of information that lead to blind spots that are harming reputations and market cap when the CEO and board do not take additional steps to inform themselves so they can manage risks appropriately. For innovation opportunities, CEOs and boards rely on consultants. While consultants are brilliant strategists as it relates to opportunity, it should be understood that they need the support of legal counsel to help structure system solutions in a manner that will be compliant with and anticipate legal requirements and trends. Many of the companies suffering nosedives in market cap had consultants. Losses have occurred because the companies, following consultant advice, have sunk trillions into systems only to learn after the fact that evolving legal frameworks challenge their structure. The missing piece of the equation here is not understanding that it is not necessarily the consultants’ job to scour hundreds of pages of existing or pending legislation to help CEOs and board members see legal trends before they happen so that the organization can build necessary systems in accordance with those trends. A legal board advisor with significant data experience is needed to achieve this. It takes my law firm with two thousand lawyers and one hundred employees devoted to data protection all day long every day to stay on top of the rapidly changing legal landscape in the areas of privacy, AI, cybersecurity, and national security. It is unrealistic to expect that your general counsel, who might come from an M&A or other background, will be able to anticipate all the opportunities and risks when this is not their background, nor do they have time to spend on these issues all day. They need support.

Similarly, many boards and CEOs take the approach that “our CISO” has the data issues covered and will alert them to risk. But this approach ignores the fact that CISOs are not generally trained in how to prevent algorithmic bias or ensure systems are built in accordance with the vastly enlarged legal landscape related to data privacy or IP rights for training data models.

Even as CEOs and boards delegate the oversight duties to consultants and technical teams that themselves do not have the full picture, they are increasingly being held personally accountable for the data of their company, even when they have not been fully briefed about all of the variables. Here are some recent cases that should give every single CEO, C-suite, board member, or leader pause because they are totally avoidable if the right constellation of advice has been activated by the CEO and board in real time.

Data Accountability Is a CEO’s Obligation

A direct-to-home alcohol delivery service based in Boston, a subsidiary of a major tech company, was recently the subject of an enforcement action by the United States’ Federal Trade Commission (FTC). The alcohol delivery service has a website that links the client—that person who has just discovered they did not buy enough wine for their dinner party when unexpected guests turn up—to retailers who offer delivery.

The company had a massive data breach, exposing the personal information of approximately 2.5 million customers. Worse, it was alleged by the regulators that the company and its CEO were informed that the company had significant security issues two years prior to the actual breach but did not put in place any steps to protect the data from nefarious hackers. The allegations that faced this company are pretty much a textbook example of “what not to do.”

The FTC has taken action against this company—and its orders have some teeth to them. All CEOs and boards of directors should pay close attention. The FTC’s proposed order against this major delivery company “not only restricts what the company can retain and collect going forward but also ensures the CEO faces consequences for the company’s carelessness…. CEOs who take shortcuts on security should take note.”6

In its complaint, the FTC alleges that the company and the CEO committed the following:

•Failed to implement basic security measures.

•Stored critical database information on an unsecured platform.

•Neglected to monitor the network for security threats.

•Exposed customers to hackers and identity thieves.7

The company and the CEO are required to do the following:

•Destroy unnecessary data.

•Limit future data collection.

•Implement an information security program.8

But perhaps most notably—and thus very important to point out to readers of this book—the order applies personally to the CEO. As we know, CEOs frequently move from one corporation to another, and if they leave a mess in their wake, there are generally few consequences. But the FTC’s order amounts to a so-called scarlet letter, following this CEO even if he leaves. Specifically, the CEO will be required to have an information security program at future companies if he moves to any business that collects consumer information from more than twenty-five thousand individuals and where “he is a majority owner, CEO, or senior officer with information security responsibilities.”9 He will also be obligated to report to the board of the existing company or any future company for ten years following the order about the state of the information security program.

Quoting the press release regarding the decision,

“Our proposed order against [the company] not only restricts what the company can retain and collect going forward but also ensures the CEO faces consequences for the company’s carelessness, said Samuel Levine, Director of the FTC’s Bureau of Consumer Protection. CEOs who take shortcuts on security should take note.”10

Algorithmic Bias Can Be Avoided

With the explosion of generative AI and other emerging technologies, the issue of algorithmic fairness/bias is front and center in the news. The United States Justice Department has demonstrated willingness to pursue companies for algorithmic bias.

On April 25, 2023, amid the excitement for the possibilities brought about by the commercialization of technologies such as generative AI, four federal agencies issued a “Joint Statement on Enforcement Efforts against Discrimination and Bias in Automated Systems.” In the statement, the Consumer Financial Protection Bureau (CFPB), the Department ofJustice’s Civil Rights Division, the Equal Employment Opportunity Commission (EEOC), and the FTC reiterated their intention to enforce civil rights, nondiscrimination, fair competition, consumer protection, and other legal protection.11

As the CFPB noted in a separate press release of the same date, “All four agencies have previously expressed concerns about potentially harmful uses of automated systems and resolved to vigorously enforce their collective authorities and to monitor the development and use of automated systems.”12

Without waiting to be investigated, CEOs and board members can anticipate and address these issues by asking teams whether an “algorithmic justice” or “algorithmic fairness/bias” review has been conducted. The statement lays out the areas of concern: (a) training data, (b) model transparency, and (c) design and use of the models are likely areas of enforcement, so board members and CEOs will want to ensure that these areas are covered in an algorithmic fairness audit. More details on this will be provided in the chapter covering AI.

The Crypto Headlines

The growth markets for many tech sector and consumer packaged goods (CPG) companies are in developing countries in Africa, Asia, and LATAM. Countries in those regions have been some of the fastest adopters of fintech, crypto, and digital assets. Because they lack long-standing legacies of formal banking structures, it has been easier for emerging markets, versus more developed economies, to become quick adopters of mobile options. So, especially for the global impacts involving users all over the world, it is bad enough that we have seen some of the biggest collapses and headlines of the crypto age emanating from the US-based companies, but certain crypto companies have also suffered data breaches that have destabilized digital asset markets in emerging economies.

By now all readers have seen headlines alleging executive incompetence and/or malfeasance in the crypto space and parading those CEOs across the media in virtual perp walks. In one headline, one crypto exchange accused another’s company and CEO of allowing a “[c]abal of roommates in the Bahamas [to run] his crypto empire.”13

In one case, in November 2022, over $600 million was siphoned from a crypto company in a breach. Its Telegram channel was compromised.14

In an interview on NPR, cybersecurity correspondent Jenna McLaughlin stated that the less-regulated crypto space does not have the cybersecurity requirements that the financial services sector has and that this has led to some large breaches in the past. For example, in October 2022, one of the biggest crypto exchanges reported potential losses of up to $500 million after a hack.15

Justice Is Coming: Are You Ready?

Recently, the US Department of Justice indicated that it will pursue new policies seeking C-level sign-off on corporate compliance programs and signaled that it will be expecting CEOs to vouch for corporate compliance programs.16 In addition, the recent criminal conviction of a CISO for a data breach has resulted in some commentators calling for the boards themselves to be accountable rather than only CISOs.

In short, the world of justice and legislation has realized the imperative that data must be cared for as an important and valuable asset for companies and society as well.

Data Breaches Are Not Uncommonbut Should Be

Unfortunately, data breaches are not as uncommon as we would like to think. In 2013 a major technology company had over 3 billion accounts compromised. In 2018 an Indian company saw 1.1 billion Indian citizens’ biometrics and identity information breached. In 2021 a business and employment social media company saw 700 million users’ information released on the dark web.17 Almost weekly, the media covers yet another breach for users to be concerned about.

Could your company be the next headline?

What Is Your Data Strategy?

Digital transformation/data innovation, once seen as an important trend for companies, has truly arrived and is here to stay. Business leaders must have a data strategy to effectively lead digital innovation. We’ll define digital transformation or data innovation as “the process of using digital technologies to create new—or modify existing—business processes, culture, and customer experiences to meet changing business and market requirements. This reimagining of business in the digital age is digital transformation” or data innovation.18 Digital transformation refers to a process of changing how a business operates and delivers value to its customers through implementing digital technologies. As a related concept, digital innovation refers to using digital technologies to create new products, services, or business solutions.

In reality, as I argued in my book titled Transform: Data as a PreTangible Asset for a Post-Data World (written before the pandemic), for most companies, data is the most valuable “pre-tangible asset” of your company—an asset that may not yet be fully realized by your business or anyone else in society but that nonetheless should be treated as a valued asset, much in the way that a hard asset is. Data is the fuel that drives innovation and is at the core of technologies such as generative AI. Just because data does not appear on a balance sheet, unless there is M&A, this does not make it any less valuable. Goodwill does appear on a balance sheet. The importance of data is all the more important because data carries with it the greatest risk of tarnishing your brand if ignored or mishandled.

Further, the ability to harness and optimize new technologies such as AI, machine learning, big data, and blockchain will make the difference between the companies that flourish tomorrow and the ones that die.

As many of those who are engaged in such efforts know, opportunities for digital transformation and innovation abound. Customerfacing companies with physical facilities (such as retail or healthcare) are actively exploring how to optimize new technologies to attract and retain customers, reduce operational costs and overhead, prevent overstocking of inventory, and target demand.

Business-to-business services (such as trucking) can use block-chain in the supplier context for perishable products (such as produce) to make deliveries more certain and verifiable. Each industry has its own unique set of challenges and opportunities. But one constant is the ever-evolving use of data across industry.


Key Definition

Blockchain: Blockchain is a shared, immutable ledger that facilitates the process of recording transactions and tracking assets in a business network. An asset can be tangible (a house, car, cash, land) or intangible (intellectual property, patents, copyrights, branding). Virtually anything of value can be tracked and traded on a blockchain network, reducing risk and cutting costs for all involved.19



At the same time, the move toward “smart” devices and the Internet of Things (IoT) is also generating quintillions of new data points. Smart cities are not the fantasies of tomorrow but are here today. For example, Hangzhou, China’s “City Brain” project, led by one large Chinese-based tech giant, uses camera systems and sensors across the city to collect data on road conditions in real time.


Key Definition

The Internet of Things (IoT) describes the network of physical objects—“things"—that are embedded with sensors, software, and other technologies for the purpose of connecting and exchanging data with other devices and systems over the internet. These devices range from ordinary household objects to sophisticated industrial tools. With more than 7 billion connected IoT devices today, experts are expecting this number to grow to … 22 billion by 2025.20



Similarly, US cities such as Denver, Houston, and Phoenix already have enhancements in place in the form of smart streetlamps, roads, parking lots, and homes.

Another growing application of IoT is eHealth. Each such application will deploy millions of sensors and gather terabytes of data.

The Post-Data World

These developments have ushered us into a “post-data” world. What does it mean to be post-data? It means that data is no longer a specialized subset or peripheral aspect of business practice—it now lies at the very core of business. Data has become ubiquitous and integral to business, and its range of potential uses is powerful.

That potential is even more apparent in a globalized, digitally connected world. Whether your company needs analytics to interpret and act upon health trends, financial markets, retail activity, manufacturing data, or marketing data or simply to optimize operations and human resources, your company is already in a post-data world. The challenge that remains is getting everyone at the leadership level on board with this realization and making this data orientation a routine part of the culture and expectations of your business in the C-suite and in the boardroom.

The International Data Corporation projected that global spending in the AI market would exceed a half trillion dollars by 2023. Even with these investments, the C-suite reports a frequent gap between aspiration and reality when it comes to truly functioning as a data-driven company or even valuing company data as an asset.21

Yet success in digital transformation and data innovation is a must for companies, lest they face disruption or simply irrelevance in our ever-evolving marketplace.

This wealth of possibilities goes hand in hand with risks. With all the promise that these technologies hold for companies and individuals in society, there are definite harms to be avoided; algorithmic bias/inaccuracies, privacy violations, cybercrimes, myopic thinking, societal impacts, ethical lapses, and misuse of data for harmful means are chief among them.

Further, companies now must become part of a global discussion about the norms and values that they wish to adopt and live by as they relate to their data. It is a mistake for any company to think that its data rests apart from its key product vertical or its brand reputation. If there is any aspect of your operations that is confidential or effectuated through the use of data, it is imperative to get your arms around a data strategy.

You do not need to become an IT specialist overnight to be a business leader in this digital age. Nor can you any longer afford to continue to take the risk of leaving this important pre-tangible asset to the far reaches of your digitization, IT, or legal departments to resolve. Big opportunities are at stake that are beyond the reach of compliance functions alone, such as your brand’s longevity and reputation for trust.

Why Data Trust Is So Important: Big Data Ethics

Our lives—mine, yours, most of the world’s—are increasingly stored online, in the cloud, on our devices, and within companies and organizations. Our electronic health records (EHRs), for example, contain details of our deepest personal information—our health and wellness. Our credit scores can make or break our ability to get jobs, car insurance, a mortgage, or an apartment lease. Data, in short, is sacrosanct.

These kinds of datasets are commonly referred to as big data— extremely large, varied, fast-growing volumes of data that can be analyzed computationally to extract meaningful patterns and other kinds of insights. Great value can be derived from mining big data using tools such as generative AI, but when it is misused, whether unintentionally or nefariously, it can destroy lives and companies. Here are a few examples:

• A large retailer’s pregnancy prediction: One very famous case involved a very large retailer. When we shop, retailers track our habits and purchases. In the case of this retailer, a man learned his daughter was pregnant because she was targeted for baby product coupons based on predictive AI analysis.22 Obviously, this breached all sorts of privacy considerations.

• A major insurer’s telemetry packages: A major car insurance company offered its customers a telemetric device to see how safe they were as drivers based on braking, speeding, etc. Positive telemetric results (safe driving) would result in discounted insurance rates. But insurance carriers can also rate roads as safe or not, which could penalize people from poorer areas with less-well-maintained roads.23

• Big data and credit: Credit scores can impact everything from mortgage rates to employment. Unfortunately, a lack of transparency means it is difficult to judge if credit rating companies are being fair and ethical. Consumers also have little recourse when disputing credit ratings and negative data.24

• Genomic companies: Multiple companies offer DNA and genetic makeup testing via saliva kits. However, these companies can also scan for genetic variations and disease risks, aside from simply what part of the world someone’s ancestors were from. In addition, they have served as evidence to law enforcement to identify criminal perpetrators who are family members of those using the kits. This makes protection of this data—and ethics regarding its use—paramount.25


Key Definition

Big Data: Data that contains greater variety, arriving in increasing volumes and with more velocity. This is also known as the three Vs.

Put simply, big data is larger, more complex datasets, especially from new data sources. These datasets are so voluminous that traditional data processing software just can’t manage them. But these massive volumes of data can be used to address business problems you wouldn’t have been able to tackle before.26



Convinced Yet? GPT Is

ChatGPT-4 is an open-source language processing model developed by the OpenAI research laboratory. It has recently been making global headlines. In a 2020 New York Times opinion piece, Farhad Manjoo noted that GPT can create poetry, memes, dialogues, computer codes, and more.27

Alarms are ringing about the use of ChatGPT in academia.28 These papers are exceedingly tough to recognize. Since the papers are original content from ChatGPT, typical plagiarism checks will not suffice. In addition, while at this moment professors may be able to “catch” students acting unethically, the way AI works is it grows more sophisticated by the moment, training itself—“learning.” We may be powerless to recognize its work in the future versus the actual student’s work.

I asked ChatGPT if data privacy was important. It expounded, quite eloquently, about why it was. ChatGPT also offered a vigorous defense of why data ethics is important.

On February 2, 2023, I asked ChatGPT the following questions:

Question No. 1 : Is algorithmic bias important?

Answer: Yes, algorithmic bias is important because it can lead to systemic discrimination and perpetuate existing social biases in the data used to train machine learning models. This can result in unfair treatment of certain groups and negatively impact people’s lives. It’s crucial for the development and deployment of AI systems to consider and address the potential for algorithmic bias to ensure they are designed and used in a socially responsible and ethical manner.

Question No. 2: Is data privacy important?

Answer: Yes, data privacy is important because it involves the protection of personal information and sensitive information that individuals and organizations have shared or stored electronically. It is a fundamental right and ensures individuals have control over their personal information and how it is used. Lack of data privacy can lead to identity theft, financial loss, and other harmful consequences. In addition, organizations have a responsibility to secure the data they collect, process, and store to prevent data breaches and protect their customers and clients. Ensuring data privacy is crucial for building trust and confidence in the digital world.

Question No. 3: Should CEOs know about algorithmic bias?

Answer: Yes, it’s important for CEOs to have knowledge about algorithmic bias and its potential consequences because they play a critical role in setting the strategic direction and culture of their organizations. As AI and machine learning become increasingly prevalent in business decision-making and operations, CEOs need to be aware of the potential for algorithmic bias and take steps to address it in order to ensure their organizations are operating fairly, ethically, and legally. Additionally, being informed about algorithmic bias can also help CEOs to identify new business opportunities and differentiate their products and services from competitors in the market.

Question No. 4: Should boards of directors know about algorithmic bias?

Answer: Yes, it’s important for the board of directors to have knowledge about algorithmic bias and its potential consequences. As a governing body responsible for overseeing the management of an organization, the board of directors has a responsibility to ensure that the company is operating fairly, ethically, and legally. Algorithmic bias can have significant impacts on an organization’s reputation, financial performance, and legal liabilities, and it is therefore important for board members to be aware of the issue and how to address it. In addition, board members who are informed about algorithmic bias can provide valuable guidance and support to management in their efforts to design and deploy AI systems that are fair, ethical, and socially responsible.

Question No. 5: Should boards of directors know about data privacy?

Answer: Yes, it’s important for the board of directors to have knowledge about data privacy. As a governing body responsible for overseeing the management of an organization, the board of directors has a responsibility to ensure that the company is operating in a manner that is compliant with relevant laws and regulations, protects the privacy of customers and clients, and upholds public trust. Data privacy is a complex and evolving area, and it is important for board members to be aware of the potential risks and consequences of data breaches, as well as the steps the organization is taking to protect sensitive information and maintain the privacy of individuals. Additionally, board members who are knowledgeable about data privacy can provide valuable input and guidance in the development of data protection policies and procedures.

If AI itself recognizes that it is a danger of sorts without safeguards, what does that mean? That data must be cared for in ways we are just coming to grips with. Surely we humans can recognize this is so.

About This Book

I wrote this book for you, the business leader: you’re a CEO, in the C-suite, or on the board. Your companies are entrusted with data, and you know, intuitively, that trust in technology is critical for the future. This book is designed to give you instant expertise, to provide the playbook to accelerate your company’s future, and to equip you with the core concepts and vocabulary so you can communicate your data vision. My goal is to give you a take-charge road map for the digital era while delegating in appropriate ways, as with other assets in your company. I haven’t let my full inner law nerd express herself in these pages; this book will not survey every law or every single (and changing) trend but rather will provide essential steps for responsible and profitable data management and strategy, even as laws and expectations continue to change.

This book also marks the second of a four-volume series called The Leaders’ Playbook, in which I draw from more than three decades as a lawyer representing and advising companies on best practices in data strategy development, privacy, data security, cyber preparedness, compliant product development, and other areas of regulatory compliance. Read on to learn more about how current industry and regulatory shifts present an opportunity not only to keep pace but also to add value to your business.

Looking at our society, there is not a single aspect that is not governed by data. Technology permeates education, healthcare, finance, and work. Yet the more reliant we are on data, the more trust is waning. As I write, there is hardly a day that goes by where data is not front-page news—and most times in connection with some disastrous account where data cannot be trusted.

While the news portrays corporations as lacking care, I know this is not the case. I know also that the pathway to responsible data stewardship and ethics, which is actually quite clear, has not been laid out clearly for nontechnical leaders such as CEOs and board members.

This book is being written to disrupt the presumption that data breaches, misinformation, privacy violations, danger for our children, and bias are the only paths forward with technology. Most of what I read about in the news is not “inevitable.” To the contrary, violations of privacy laws on the books and protections of the most vulnerable in society are nearly 100 percent avoidable. (And that’s great news because it means you can prevent it.) This book will give you the tips as a leader to disrupt the notion that we all must accept a society that is filled with disinformation, child safety issues, and bias. As leaders, you have the ability to thrive with your data by keeping your metaphorical eyes on the prize of trust.

I am looking forward to sharing the essential things that leaders can do today to transform from technology users to technology leaders based on trust. Companies who have gotten trust right are the data and financial leaders with market cap soaring above the data losers whose businesses are built on data that is inaccurate, flawed, biased, or otherwise untrustworthy.

I hope you enjoy demystifying the way that you can take control and make sure your company is a data leader and not a data loser. My years of legal practice and decades spent counseling companies on how to avoid problems help me see, with clarity, how every company can enhance digital innovation with trust.
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In the past decade, companies have been encouraged to become data driven and engage in digital transformation, innovation, or digitization to give themselves a competitive edge. Although these terms loosely concern transforming a business by leveraging data, little of the literature tells companies how to do this. This book provides that road map.

Without a real definition of digital transformation, corporate America has thrown tens of billions of dollars into new technological initiatives such as big data, AI, machine learning, deep learning, and e-learning. All of these initiatives are fueled by massive amounts of data collected through internet-connected devices to assist in algorithmic model development that will lead to tailored results for businesses’ needs. These devices are no longer just the desktop computers known to previous generations—they have rapidly expanded to include not only smartphones but also cars, watches, wearables, biometrics, smart home appliances, and a range of sensor-equipped devices.

Yet after ten years of effort, most companies in the financial, healthcare, retail, and manufacturing sectors—essentially every company besides big tech—have found themselves with large “data lakes” and the risks that come with them (such as data breaches) while the profits or competitive edge remain elusive. The promised transformation has not yet arrived.

Under these circumstances, it is not surprising that C-suite executives from Fortune 1000 companies seem wary of digitization. They know they need to do it, but they do not understand the return. In 2018 Fortune 1000 executives reported spending on average $50 million per company on data transformation efforts, including AI, machine learning, and the related big data initiatives.1 Yet a full 72 percent of those surveyed reported failures in forging a data culture.2 Another 53 percent of those surveyed reported that they “are not yet treating data as a business asset.”3 More recently, a survey of CEOs reported that “disruptive technologies” were one of their top three concerns. A total of 70 percent of the CEOs surveyed reportedly said that “they need to be quicker to shift investment to digital opportunities and divest in those areas where they face digital obsolescence.”4

The reality is that in order to understand what data means for your company, you must see digital transformation not as an ill-defined event that will arrive at some vague moment in the future but as something that is already here and that trust in your brand’s handling of data comes about through leadership and deliberate effort. (See our case example, “Precedent for the Power of Data.”)

Adding urgency to that effort is the fact that a general digital transformation is already well underway, though it often proceeds without sufficient guidance or insight. How many of you reading this book have data on enterprise cloud systems? How many of your innovation teams are already using AI to better enhance understanding your customers, operations, and supply chains? How much of your advertising spending is on digital (versus analogue) marketing?

I anticipate that for many of you some (or likely all) of these things are already happening. The key for the C-suite is to learn how to lead in an effective manner to bring about the specific benefits of the digital transformation their companies are already engaging in, which will be necessary to succeed.

The first step is to learn the tools for understanding, managing, and building with data and not delegate management of this important asset at this critical juncture.


CASE STUDY: Precedent for the Power of Data

The power of data is actually not a new concept. Consider the example of OAG, a company that arose from the data explosions that accompanied two transport innovations—first rail travel information and then, in 1929, flight schedule information. The first “Official Aviation Guide of the Airways” listed thirty-five airlines and covered three hundred flights.5

OAG’s capabilities and reach grew along with the commercial aviation industry, and in its various iterations, the company’s paper pocket guide became essential for travelers and airlines alike. By 1962 the company was providing data to early computer reservations systems, and a decade later, it was involved in the launch of the IATA Standard Schedules Information Manual, a set of protocols and formats for the interchange of schedule data that is still used today. The OAG Electronic Edition debuted in 1983 and its analytics tool in 2012.6 OAG’s products also became the data engine for many airlines’ mobile apps and other services.

Over time, OAG was able to monetize the airlines’ data to grow a huge business, which now functions as a global travel information and intelligence firm that consumes and analyzes data from airlines, related businesses, and government agencies.7

The company now exists in a more crowded business landscape with competing data service providers. That said, its unique position in amassing decades of data from airlines that did not start their own separate data businesses allows OAG to market a range of services that help client companies identify market gaps and new opportunities, forecast changes in traffic, respond more nimbly to route and schedule changes, and put an enormous amount of real-time data right into travelers’ hands.8

Unchanged throughout is OAG’s founding insight—that data generated in the normal course of business has value in itself. This realization, nearly a century old, is critical to the way all business runs today.



Your Data Knows Your Customers-Do You?

Data gathering and accumulation can amass a great deal of information on your customers. However, it is then up to your company to analyze it so it is useful. Do you know your customers as well as you think you do?

Know Who They Are

How many Fortune 1000 board meetings include a discussion or report of data analytics and what the data already in the company tells the business about demand, products, and development?

Typically, data transformation is discussed in boardrooms or with the C-suite only to obtain requisition for budget by demonstrating a catchy piece of new technology. Data is discussed again only when there is a threat of a catastrophic loss, such as a data breach. This failure to keep a continuous discussion about data within the C-suite and board meetings is a mistake.

The data in a company already tells a story about who the customers are. There are many touchpoints throughout an organization where isolated divisions of a business might be gathering information about customers or products that could be harnessed to the benefit of the company but currently are not.

Think about the thousands of product development ideas that flow to website operators, customer care hotlines, loyalty card operators, and promotions and sponsorship departments without any central repository or strategy. Nevertheless, each of these divisions is routinely touching important information that will tell a company something valuable, such as the age demographics of its customers, product improvement suggestions, and customer service suggestions, all of which could have a pivotal and transformative impact for your brand.

Digital marketing, or “ad tech,” is another fertile ground for information, as it reveals how potential and actual customers interact with your brand. How many C-suite executives have received a report of what the digital marketing teams have learned through their initiatives? This is an important area because digital marketing is undergoing a major disruption based on the lack of alignment with the way regulators are interpreting (and enforcing) data protection laws in jurisdictions such as the EU and California.

In addition, many companies have marketing teams that retain “social listening” vendors to monitor how a brand and its competitors are discussed online for advertising purposes and to gauge customer satisfaction. Often, the brands’ customer care teams will reach out to offer a gift card to customers who complain on social media platforms. You may have seen stories about famous airlines offering price discounts or perks to dissatisfied customers.

Yet very few of these customer care teams take the customer complaints or suggestions for improvement to the product teams so that they can be considered for future products and services. As we will discuss further, it is useful to lead your organization toward centralizing such learnings and regularly sharing data and information with product development teams that can improve subsequent iterations of your product/service offerings.

It is also good for senior leadership to be aware of ways to employ internal and social media data to better understand their customers. For example, Gen Z (those born from 1997 to 2012) is the most digitally savvy population in the United States. Controlling some $143 billion in consumer spend in 20 1 79—growing to $360 billion by 202110—this group is also the most diverse in the country’s history. A total of 48 percent self-identify as being part of an ethnically diverse group (such as African American, Hispanic/Latino, Asian American, or of mixed race).11 As with any other consumer demographic, understanding the degree to which you are already targeting Gen Z as your existing or future customer base is important for product messaging. Also, given the spending power and diversity of the group, it underscores the business necessity to avoid things that will undermine trust, such as algorithmic bias, in your company’s use of technologies such as AI.

Know What They Want

Do you have a system in place to track customer reactions to your products and services? For example, would it be valuable for you to know in real time what percentage of your customers are requesting the development of a product that is totally within your capacity to create at low cost? If you are not using AI to track your customers’ comments through your website, customer care hotlines, social media, or commercial forums, you are leaving revenue on the table.

For AI to be as useful as possible in your environment, you need the proper (and accurate) inputs to create useful models. That means your team needs to identify where customer comments are located, and others in the company need to be trained to share those data points in one central repository so that learnings can be extracted.

Know How to Reach Them

Armed with clear and real-time knowledge of who your customers are, you can develop a streamlined approach to marketing. The days of worrying about return on investment will be gone. You will be listening to customers directly and picking up on the “empathy” quotient to deliver what they want. Your marketing campaigns will be speaking to consumers in their own words and answering questions that they might not have asked while still solving problems that they have identified.

The company Communispace, for example, was founded in 2000 to develop and manage online communities for brands, in the process generating insights to help inform new products and campaign launches. What was a novel idea in the early days of e-commerce has come to be seen as conventional wisdom. The company, now known as C Space, has grown to include offices in Boston, London, Tokyo, and other major cities and calls itself a “global customer agency,” which helps companies “co-create” brands with the help of their consumers and other stakeholders.12

Knowing the customer and audience is a key part of technology in other sectors. AI is assisting with making predictive and customized healthcare available at scale.

Know How to Protect Your Brand and Stay on Mission

The benefits of knowing your customers cannot be overstated. In the case of Nike, for example, following the protests by football player Colin Kaepernick, the company launched a marketing campaign featuring him. The financial markets reacted with skepticism (and lower stock prices), assuming that the marketing campaign was a big financial risk. But Nike knew that a sizable portion of its customer base came from the extremely diverse Gen Z population. Because Nike had done its homework and was aware of its customers’ values and perspectives, it could predict that the campaign was not such a big risk after all. In fact, Nike’s sales soared.13

On the flip side, failing to understand customer sensibilities and values can have a deleterious impact. For example, Harley-Davidson’s brand image suffered when it was forced to disassociate its brand from a white nationalist/supremacist movement that was inconsistent with the company’s values.14 Similarly, Prada was caught off guard when it marketed monkey figurines with red lipstick that were offensive to African American consumers, forcing the company to make a public statement rebuking racism in December 2018.15 And many entertainment and tech companies faced embarrassment over their handling of #MeToo allegations when large percentages of their customer base proved sympathetic to the #MeToo movement.

A solid knowledge of your customer base and their opinions can be derived from data so as to avoid similar missteps in the future. Companies such as C Space, which provide services to help companies derive this intelligence, add value to a company by enriching its knowledge base about its customers.

A Data Strategy Leads to Smarter Product Development

Armed with a better understanding of your customers’/clients’ needs, your company will be poised to develop products that satisfy them now and into the future. Establishing a regular, digitally enabled feedback loop on products will allow for targeted product development and design modifications that will put your company intimately in tune with your customers.

Make Your Mergers and Acquisitions Strategy Demand Focused

Wouldn’t it be great to ground M&A efforts in the needs identified by your richest sources of preexisting revenue? If there are skills or services needed for product offerings that you do not have in the company, wouldn’t a blueprint for what to acquire externally, driven by clear evidence of demand, be helpful?

For example, if you are a healthcare provider considering whether to acquire a medical social media platform or a new physical facility, would it be helpful to have information that 93 percent of Americans use the internet, and 7 percent of all Google searches are healthcare related, amounting to seventy thousand every minute?16

Or if you are a financial institution and you learn that 97 percent of Gen Z17 is accessing all data through smartphone devices, would it help drive decisions about whether to invest in more robust mobile delivery of services (whether via app or hardware tie-ins)?

If you lead a retail company and discover that in-store activity peaks by 95 percent when coupled with an online strategy tied in with mobile apps and wearables, would acquisition of an affiliate network that is experienced in social referrals from Gen Z influencers make sense?

Similarly, if you are a consumer-facing business and considering how best to cast an advertising campaign focused on the Gen Z market, would it be helpful for you to know that this group is the most racially diverse group yet, with 48 percent from communities of color?18

And if a venture or private equity team is investing in a portfolio of companies, would it be best to understand the data their start-ups are collecting in order to better respond to how the start-up could add value to an acquisition target? This knowledge could facilitate a quicker exit strategy and sale.

Bottom line: If you are not certain that your M&A currently is as needs based (which is to say data driven) as it could be, this is your evidence of how to leverage data as a pre-tangible asset.19

Your Data Is a Pre-Tangible Asset

With all of the ways that data can enhance your operations, and the realization that it is critical to growing the business, why do so many business leaders still know so little about it? Why is its actualization and development not discussed in board meetings? Why are CEOs and boards not receiving regular technology/innovation briefings so they can be abreast of the technology? Why is it seen merely as a line item for data storage, expenditures on digital innovations such as AI, and cyber expense?

The emphasis has been on digital transformation expenditures without clear benchmarks on the one hand and avoiding crisis and regulatory hassle on the other. Companies are regularly faced with major data breaches, and the consequences can be grave: tarnishing their brand and calling into question how safe their data practices are. And given the bevy of privacy and data security compliance laws in effect in Europe, Asia, Latin America, and now California, it is difficult and time-consuming for companies to determine if they are obeying all of them.

This adds a thick layer of complexity to technological transformation, making it seem impossible to navigate for both companies and consumers. But what if you, as the leader, changed your approach? Rather than seeing data as a logistical and operational tangle, what if you reimagined it as something else: a pre-tangible asset in a post-data world? This means that rather than tether to the minimum standards that the law requires, what if your company differentiated itself as a data leader by becoming a responsible data steward that your customers can trust?

Much like intellectual property, the value of data as an intangible asset can be unrealized, rendering it invisible on the balance sheet. But if data is treated like a “tangible” asset such that it is discussed on a quarterly basis as an asset, it would go from being hidden on the balance sheet to what I have coined in my first book, Transform, into a “pre-tangible” asset of the company.20 The only way to address this situation is to know the following:

1.What data you need to actualize your business strategy.

2.What data you have and what it tells you.

3.What data you need to get where you need to go.

Only then can you use this understanding to actualize growth and innovation in all aspects of your company.

The need for this is now.

And the need will only increase in the years ahead. For example, Gen Z in the United States makes up a large segment of your target customers as well as your future employees. They already access most of their information via small screens and connected devices. To connect with this generation and with the global market they live in, a good rule of thumb is to “go data or go home.” If a brand does not know how to reach its customers, it won’t have a business in the future. A focused strategy, based on this pre-tangible asset, is needed to place your company among those that will flourish in the post-data world.
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These days every company is a data company. This is to say that whether you think you are in the “business” of data or not, data, as I detailed in chapter 1, is one of your most valuable assets.

Why do I use the word “post-data” to describe today’s society? The digital transformation that your marketing teams keep warning you about is, in fact, already here. Much of it is attributable to the revolutionary transition from a mostly stationary internet, accessed through desktop and laptop computers, to the mobile, always-on internet that drives so much activity today.

According to a 2021 Pew Research Center study, most American adults (97 percent) now own a cell phone. A total of 85 percent of adults use a smartphone, up from 35 percent in the Pew survey conducted in 2011. These numbers are particularly striking for ages eighteen to twenty-nine, with 100 percent of those surveyed ever since 2018 owning a cell phone, 94 percent of them smartphones. Younger users are also more likely to preferentially or exclusively use a smartphone to access the internet.1

Globally, there are approximately 6.84 billion smartphones in the world, accounting for around 85 percent of the eight billion global population.2

These mobile devices as well as other smart connected devices enabled by mobile apps have also helped usher in the era of big data. Services that have been developed to serve the mobile consumer— consider wearable health devices or the mobile navigation and ride-hailing apps whose use quickly became second nature—both consume and generate data in volumes unheard of less than a decade ago.

It is staggering to think that we are globally generating over 2.5 quintillion bytes of data per day. To put this number into perspective, 1 quintillion bytes has eighteen zeros behind it.

In addition, developments such as deep learning and generative AI make the value of data in the future even more certain. At its core, deep learning is a subset of AI and machine learning that seeks to emulate the human brain through architectures such as neural networks. The software is specifically designed to differentiate items in certain verticals, much like the brain. However, unlike the brain, which has certain limits on its ability to account for variables, computers enabled with deep learning software have the ability to sort through enormous amounts of data so that they can notice patterns far more quickly than humans. Generative AI has been described, in its simplest form, as a form of AI that uses deep learning techniques to generate new content, such as text or images. While the technology behind predictive analytics has been around for decades, large language model research scientists note that the game changer has occurred over the past several years (when the deep learning models began to be trained on increasingly large datasets, such as the entire internet). Also, once the technology became available to the public at scale in 2023, it unleashed the ability to be transformative in many ways. To give a sense of scale, one well-known generative AI company announced that it had one million users in just five days. In the past it took digital companies months, if not years, to reach that milestone.


Key Definitions

Deep learning is a subset of machine learning, which is essentially a neural network with three or more layers. These neural networks attempt to simulate the behavior of the human brain—albeit far from matching its ability—allowing it to “learn" from large amounts of data.3

Generative artificial intelligence (AI) describes algorithms (such as ChatGPT) that can be used to create new content, including audio, code, images, text, simulations, and videos.4



Once enabled, deep learning can reveal keen insights regarding your business at the touch of a dashboard. These deep learning techniques require massive quantities of data to be able to create models that will accurately differentiate data and notice patterns. In a 2018 video that went viral, a computer called to make hair appointments with local businesses, responding to questions intelligently, so much so that the live workers at the hair salon were unable to discern that they were speaking to a computer.5

Generative AI has taken these strides to a new level, predicting cures for cancer and passing the bar exam by the first quarter of2023.

For this and other reasons, companies today are data companies— or they are nothing. Sound harsh? To refute the notion that companies can be nondata companies, let us walk through a few examples.

Companies use data for marketing. Most companies have an online presence. Even if they do not have a website or mobile app, they collect information about their clients and customers through other means—sales calls, conferences, or business-to-business marketing events. Often, this information is housed in customer relationship management databases that are maintained in cloud computing environments.

In recent years companies have moved many vital functions to cloud services. Prominent examples are Workday (software as a service for employee management functions), Salesforce (platform as a service for sales and marketing), and major cloud hosting services (infrastructure as a service for a wide range of uses). These multibillion-dollar services host massive amounts of data for client companies.

Most enterprise cloud companies offer services to facilitate analytics in the cloud, and this has been supercharged by the offerings powered by generative AI starting in 2023.

Companies use business intelligence software to understand their business and for product development purposes. Intellectual property is often housed on computer systems within the company.

You will likely also discover that your company is already using a number of technologies that assist in data gathering, such as the following:

Cloud computing: If your data is stored in a public or private cloud, there are not only enhanced security options but also enhanced options to analyze your data using powerful tools, such as generative AI.

Digital advertising: Many companies have digital marketing teams that gather hundreds and thousands of data points on your customers using ad tech. Ad tech is a broad array of processes to target and track customers for analytics and advertising purposes; it includes everything from cross-device tracking of users on multiple devices in different locations at different times to using ad exchanges to retarget users who visit your website when they are on other websites. While this industry is being disrupted by data privacy enforcement in Europe, California, and elsewhere around the world, it will likely shift to AI solutions, which themselves will be subject to best practices and legal requirements, as we will explore in greater depth in the AI chapters later in the book.

Internet of Things: Your company may already be advertising over connected devices such as smart speakers or wearables such as smart-watches, fitness trackers, and other devices.

Sensor data: Your company may be obtaining information from connected locations, such as cars and buildings, that provide information about your customers or facilities.

Facial recognition, biometrics, and other information gathered for physical security: Your company may be collecting license plate information in parking lots, images of visitors to your offices, and thumbprints, retinal scans, and photographs to be able to recognize employees or authorized vendors. This information may be stored by service providers or on your own systems.

Data purchased from data brokers: Digital teams often purchase certain information from data brokers, such as customer purchasing history or car accident history for risk underwriting purposes. This type of “enhanced” information can be used to refine marketing strategy or product offerings.

These are just a few of the many ways in which your company is already a data company. The sooner you can develop a strategy to synthesize, study, and understand these thousands of gigabytes of data, as well as the governance practices that will make you a data leader, the better equipped you will be to grow in the future. I coined the current state of things as a “post-data” world in my first book, Transform. My point being that we are beyond the point of considering data governance as an “add-on” to business strategy. Instead, in the post-data world, every business must consider data as an integral part of its operations.6 Later in the book, we will provide you with the tools you need to implement an outstanding governance program to lead with your data.
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Cyberattacks are expected to cost our global economy $10 trillion by 2025. In the past, companies have mitigated risks in cyber through governance programs, contractual indemnities, and cyber insurance. While insurers have processed hundreds of millions of dollars in claims as cybercrimes continue to rise, this avenue may soon no longer be available to companies.

The Financial Times reported on December 26, 2022,

The chief executive of one of Europe’s biggest insurance companies has warned that cyber attacks, rather than natural catastrophes, will become “uninsurable” as the disruption from hacks continues to grow.

[The CEO observed,] “What will become uninsurable is going to be cyber,” he said. “What if someone takes control of vital parts of our infrastructure, the consequences of that?1

Indeed, data has not only served as an important mechanism for businesses to thrive during the pandemic and for the future thereafter, but it is also critical to nation-states as we navigate our digital age. Increasingly, we are seeing data being used as a political tool in disputes or negotiations between countries. For example, much has been made about the data collection practices of Chinese-based companies in the United States and vice versa. The two countries, both financial giants, have openly expressed concern about how data could be used to surveil people and present national security threats to the United States and vice versa.

It is important for companies to consider national security in their risk management frameworks. It has been reported that, according to Google’s Threat Analysis Group and its Mandiant cybersecurity division, cyberattacks against NATO nation are up 300 percent since the beginning of the war.2 Private companies outside of the region, whose countries might be deemed to be aligned with a particular side, have found themselves facing heightened cyberattacks. In 2017, the last time Russia invaded Ukraine, it is estimated that this cost US companies and others approximately $10 billion to remediate harms caused by cyberattacks.3 The United States government warned US companies to protect against Russian cyberattacks following Russia’s February 2022 invasion of Ukraine. Another example of how political developments can impact companies was the alleged state-sponsored ransomware attack of a major studio that was based on the release of a film that depicted the North Korean supreme leader in a way that the North Korean government objected to.

Building national security awareness into a risk framework makes sense given the geopolitical volatility in the world.

Companies need to be aware of this, as their own tools might be the subject of scrutiny, or their customers might express concerns about partnerships that companies have with jurisdictions that might be on lists that are considered threatening to national security. For example, recreational drones from China flying in US airspace were reported at the end of 2022.4 If companies have relationships in countries that are perceived to present national security threats, this can heighten the threat landscape for them and others in the region.

In the United States, we also have issues associated with the use of digital assets and currencies across nations, and this has been addressed through a list of countries that are associated with undesirable conduct, such as terrorism, that appear on the Office of Foreign Assets Control Sanctions Program List, or the open-print OFACS list.

In addition, in the European Union, Russia, many countries in Asia, Israel, and increasingly Africa, data localization regulation has emerged. Essentially, these trends encourage nation-states to ban the transfer of data to certain third countries, as well as to require certain privacy controls to be in place before data can be transferred, as is the case in the European Union through the General Data Protection Regulation (GDPR). Some data localization laws require that data must first be processed in that country before being transferred out—or must be processed within that country or region only.5 This is increasingly what we’re seeing between the European Union and the United States in light of the European Court of Justice’s decision that the United States lacked adequate safeguards for data and privacy controls because of the access that the US government has to data to investigate crimes.

Writing in the Financial Times in 2019, I encouraged then-candidate Joe Biden to address those European Court ofJustice concerns, primarily focused on providing Fourth Amendment constitutional rights to EU citizens to challenge US investigations based on access to their digital information, through an executive order.6 It was very rewarding to see that President Biden did adopt the executive order approach I’d suggested and, on October 7, 2022, issued “Executive Order on Enhancing Safeguards for United States Signals Intelligence Activities.”7 In addition, the EU issued an adequacy decision for the EU-US Data Privacy Framework8 to permit data flows from the European Union to the United States. Undoubtedly, this paradigm will be challenged in the European Union,9 but it’s important for companies to know that this balkanization of data is occurring.

When you are interacting globally, it’s important to understand the national security risk environment as well as the legal requirements that your company is subject to and then act in accordance with those factors. It is not necessary for the board member or the CEO to ensure compliance themselves or become a national security expert overnight. However, consulting with the right legal and national security experts is a must to protect the brand. This is the only way the CEO and the board can know the necessary and important questions to pose to their management team in order to assess (and protect against) these risks.
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There is an increasing trend of officers and directors in the United States being named in lawsuits following data privacy and security incidents. Plaintiffs allege that the officers and directors of a company are liable for failing to adequately implement internal controls to guard against privacy and security incidents and exercise their oversight duties by monitoring the company’s compliance with data privacy and security laws. Plaintiffs also allege that officers and directors are liable for failing to ensure that the company is transparent about its data handling practices, making false statements regarding the company’s readiness to comply with data privacy laws, failing to adequately inform the public regarding privacy and security incidents, and including false statements in filings with the US Securities and Exchange Commission (SEC).

In this chapter we will explore the common allegations triggering these lawsuits in the United States, the landscape in the United Kingdom and Europe, and the steps companies can take to mitigate this risk. We will also incorporate guidance provided in the Federal Financial Institutions Examination Council (FFIEC) Information Technology Examination Handbook (FFIEC IT Examination Handbook). In the back of this chapter, we list essential questions and issues that the company’s board and officers should consider to reduce the company’s data privacy and security liability. These issues and questions are based on a survey of lawsuits and best practices. These questions highlight how understanding the role of each officer and director and having open lines of communication between the board and C-suite are critical to reducing the risk of liability.

Lastly, it is critical for outside counsel to be involved in training your C-suite and board regarding these risks in order to help preserve privilege in the United States and other jurisdictions such as the UK and common-law countries in APAC/EMEA regions where litigation and regulatory risks exist. Why is this important? If your company should experience a privacy incident (i.e., one involving collection or disclosure of data vis-a-vis legal requirements in 160 countries) or a cyber incident (i.e., unauthorized access, exfiltration, or manipulation of the integrity of data), the conversations in the boardroom may be the subject of discovery requests. In particular, plaintiff’s counsel in shareholder derivative actions, as well as putative class actions, have often sought and obtained the following types of documents prepared and presented to the board long before the alleged incident:

Privacy Programs and Cyber Preparedness Efforts

•Prebreach or preprivacy incident, security or privacy risk assessments

•Privacy or security compliance audits

•Technical test results (e.g., red team exercises, pen tests, tabletops, and vulnerability scans)

•Privacy impact assessments

•Security impact assessments

•Vendor due diligence

•Vendor contracts

•Board meetings regarding privacy or security (Note: Where no such meetings can be identified, this has been used to challenge the board’s fiduciary duty of oversight by failing to stay informed, among other allegations.)

•Network logs

•Prior privacy or security incidents

•Training programs on privacy and cybersecurity, including trainings involving the board and CEO

Postprivacy or Security Incident Communications

•All internal communications investigating a privacy or security incident

•Forensic investigations

•Board meetings regarding reporting on an incident

•Mitigation

•Remediation

•Postincident reports

•Management meetings regarding cybersecurity

To permit candid discussion of data best practices and incidents, care needs to be taken to preserve privilege so that board discussions are not weaponized against the board and the organization.

Case authority indicates that in order to assert privilege, a company must demonstrate that the efforts of cyber preparedness or postbreach communications are under the overall direction and control of the legal department to help develop facts so that the legal department can advise the organization. This verbiage should be documented in contracts with those third-party advisors conducting training of your board and CEO. This is important to be able to preserve privilege while training and board discussions occur. Note that in one major retail breach that triggered a shareholder derivative suit in the United States, reports to the board made by IT leaders and other management were held not privileged because there was no evidence that such reports were part of the privileged investigation and because they were not made by the legal department. While the shareholder derivative suit was ultimately dismissed, this finding on privilege creates risks for board communications made by nonlegal members of the team. So even where boards receive technical training, this should be done at the request of the legal team.

It is best to preserve privilege that outside counsel be involved in requesting and overseeing the training in order to  provide legal advice to the company to avoid the argument that in-house counsel is providing “business” advice as opposed to “legal advice.” For example, a postbreach investigation report by a forensics consultant engaged by external counsel was held to be privileged under the work product doctrine.1 In that case, the company had engaged outside counsel that in turn engaged a forensic investigator. The court accepted the argument that the forensic investigator was engaged to enable the outside counsel to develop legal advice in anticipation of litigation. Incidentally, the court appeared to consider the fact that only a part of the report was handed over to the forensic investigator by the outside counsel to conclude that the purpose was to seek legal advice but not to otherwise investigate the breach for client.2 These legal trends extend privilege to prebreach activities such as security audits.3 It must be noted that in one case involving a major credit reporting company, the plaintiffs cited the company’s retention of the forensic investigator in other prebreach assessments as a basis for invalidating attorney-client privilege.4 This further underscores the need to ensure that incident response is under the direction and control of the legal department.

If the board reporting is not led by in-house and outside counsel, the organization risks the reporting and work papers becoming discoverable. This may still happen, but the company removes the ability to even argue privilege if the steps outlined in the procedures below are not followed. Board reporting on data issues should be commenced with a clear statement that they are being initiated by the legal department and that the communications are privileged.

•The legal department should make reports to the board and senior management regarding cyber preparedness investigations and postincident investigations.

[image: sq]Technical teams can and should certainly take the lead in certain portions of those presentations. However, any normative analysis of the company’s privacy/cyber/AI preparedness should be shared by the legal department to protect privilege.

•If third parties are hired to make or assist with the board presentation, they should be retained by outside or in-house counsel, and the appropriate language should be added to the agreement that the presentation is being requested for the board in order for legal advice to be provided to the company. The board reporting should be shared with the company’s legal department prior to the presentation to the board.

•Board reports involving a normative analysis of adequacy of a privacy/security/AI program (including system readiness) should be vetted and reviewed by the legal department.

•When possible, based on legal decisions allowing discovery of certain assessments when privilege has not been protected, there is a preference for verbal reports to senior management and the board.

•If slide decks must be prepared, they should be marked (as all other related communications) with the appropriate privilege marking, which should be based on the authorities discussed above and others that evolve. At a minimum the privilege marking should state, “Attorney-client privileged/ work product/at direction of counsel.”

In general the board and CEO will want to ensure that the management team is working closely with the legal department to preserve privilege.

Certain regulators are calling for boards to retain third-party advisors if they do not have sufficient expertise on the board to understand the rapidly evolving areas surrounding privacy and cyber or that underpin training data and output for generative AI as well. This is a good recommendation. I sit on the board of the International Association of Privacy Professionals (IAPP), and with over eighty thousand global members, it is a challenge for us to all stay on top of this exploding area of legal developments and trends. There were over three thousand pages of draft legislation on AI that came into being between November 2022 and August 2023, for example, and the privacy landscape went from one or two principal laws that were enforced to 160 countries with data protection laws by 2023. Further, for global companies based in the United States, there are multiple layers of breach notification regulations. While every state in the United States has breach notification laws, new obligations are being imposed domestically and internationally on companies via regulators and new international cyber notification regulations. These are discussed in greater detail in the book, but the point is that the laws are changing and evolving by the minute. It is no longer an area that any board member should approach without additional support. Even with a cybersecurity certification, it is unlikely the board member will have everything they need to understand the AI and privacy legal landscapes that involve different legal regimes without assistance.

In this environment the board should consider retaining outside counsel alone as the third-party advisor or retaining additional experts for reporting on the board’s behalf. More information on this is discussed later in the book, where we will cover recommendations from the New York State Department of Financial Services (NYSDFS) and other regulators in this regard.

As you saw in the introduction, and as you will see throughout this book, the threat of litigation is very real, but it would also be impossible to have a single person or even a board know all the up-to-the-minute legislature, lawsuits, and tech involved in today’s post-data world.

Overview of Lawsuits against Officers and Directors

United States

Below, we identify the common allegations against officers and directors in shareholder derivative actions filed following data privacy and security incidents and the steps companies can take to mitigate such risks. The analysis below also incorporates guidance provided by the FFIEC IT Examination Handbook.

•Failure to Stay Informed. Plaintiffs allege that officers and directors are liable if they fail to stay informed regarding the company’s data privacy and security practices. To mitigate this risk, there should be a direct line of communication between C-suite members responsible for data privacy and security (e.g., chief privacy officer [CPO], chief information officer [CIO], and CISO) and the board. (See, e.g., FFIEC IT Examination Handbook, I.A.2 IT Management, stating from an IT perspective that the CISO, for example, “should report directly to the board, a board committee, or senior management and not IT operations management” to ensure independence.)5 Officers and directors should also exercise effective oversight and stay informed about the company’s practices by, for example, retaining third-party auditors to vet the company’s data privacy and security practices and address any gaps not identified internally in the company. (See id., stating that the board should “provide for independent, comprehensive, and effective audit coverage.”)

•Lack of a Board Committee with Data Privacy and Security Oversight. Plaintiffs allege that the company’s board is liable for failing to have a committee with specific responsibility for overseeing data privacy and security. By not having such a board committee, plaintiffs allege that the board failed to implement internal controls that would enable it to manage risks related to data privacy and security.6 To mitigate this risk, the company’s board should ensure that it has a specific board committee dedicated to data privacy and security, document its roles and responsibilities, and approve high-level policies, procedures, and strategies related to data privacy and security. The board in general should also ensure that it receives adequate training in data privacy and security and has members who are qualified in these areas. Indeed, as explained in the FFIEC IT Examination Handbook, the board “sets the tone and direction” for the company and needs to understand the risks and approve the company’s strategies, policies, and procedures to mitigate such risks. (See FFIEC IT Examination Handbook, I.A.1 Board of Directors Oversight.)7

•Lack of Qualified Officers. Plaintiffs allege that the company does not have qualified officers to address data privacy and security risks. To mitigate this risk, companies should have a CPO, a CISO, and/or a CIO in their C-suite (or other like qualified officers) and ensure that they receive adequate training to address developments in data privacy laws and security standards.

•Failure to Safeguard Personal Data. Plaintiffs allege that officers and directors are responsible for ensuring that the company has sufficient safeguards in place to protect personal data and are liable if they do not fulfill this duty. To mitigate this risk, officers and directors should ensure that the company has adequate cybersecurity policies and procedures to protect personal data that are consistent with industry standards and practices.

•Failure to Respond to Known Cyber Threats. Plaintiffs allege that officers and directors are liable if they are aware of cybersecurity threats and fail to timely address the threats. To mitigate this risk, officers and directors should have effective communication in the company regarding known threats and ensure that the company is addressing the threats. (See FFIEC IT Examination Handbook, I.A.1 Board of Directors Oversight, stating that the board should “approve policies to escalate and report significant security incidents to the board of directors, steering committee, government agencies, and law enforcement, as appropriate.”)8

•Failing to Conduct Adequate Due Diligence. Plaintiffs allege that officers and directors are liable if they fail to conduct adequate due diligence when acquiring a company, which subsequently leads to a data security incident. To mitigate this risk, officers and directors should ensure that they do an adequate data privacy and security due diligence analysis before acquiring a company. The company can then address any deficiencies in the target company before closing.

•False SEC Filings and Other Public Statements. Plaintiffs allege that officers and directors are liable for making false statements in SEC filings and other public statements pertaining to the company’s handling of security threats, impact of data privacy and security laws on the company, and the company’s readiness to comply with data privacy and security laws. To mitigate this risk, officers and directors should carefully review the company’s SEC filings and other public statements and ensure that they accurately disclose how the company is handling security threats, whether emerging data privacy laws will have a material impact on the company, and the company’s actual readiness to comply with data privacy laws.

•Lack of Transparency. Plaintiffs allege that officers and directors are liable for failing to be transparent with consumers regarding the company’s data collection, use, and disclosure practices. To mitigate this risk, officers and directors should ensure that the company has adequate protocols for preparing an accurate data inventory and ensuring that the external public-facing privacy policy is consistent with the company’s data handling practices.

•Insufficient Oversight of Vendors and Third Parties. Plaintiffs allege that officers and directors are liable for failing to adequately vet and monitor the company’s vendors or other third parties that receive personal data from the company, which results in the company violating data privacy and security laws. To mitigate this risk, officers and directors should consider under what circumstances they want to use vendors or share personal data with other third parties and ensure that the company has adequate protocols in place for vetting vendors that receive personal data. (See FFIEC IT Examination Handbook, I.A.1 Board of Directors Oversight. “The board or a board committee should perform the following: ... [o]versee processes for approving the institution’s third-party providers.”)9

•Failure to Provide Timely and Adequate Notices. Plaintiffs allege that officers and directors are liable for failing to provide timely and accurate notice to individuals regarding security incidents. To mitigate this risk, officers and directors should ensure that there are adequate protocols in place to detect security incidents early and provide accurate notices regarding the incident to affected individuals and appropriate authorities.

•Compliance with Laws. Plaintiffs allege that officers and directors are liable for failing to ensure that the company complies with data privacy and security laws. To mitigate this risk, officers and directors should ensure that they have protocols in place to monitor data privacy and security laws and address any gaps in the company’s compliance.

In short, based on the above, lines of communication between the board and C-suite, training, and adequate oversight of data privacy and security are critical to reduce the risk of liability. At the end of this chapter, you will find questions and issues your board and C-suite should consider for evaluating your practices.

Europe and the UK

Overview of the Current Landscape

Data protection and cybersecurity breaches are sources of significant litigation risk against companies in Europe and the UK. These risks break down into three types: criminal litigation (i.e., prosecutions), civil litigation (i.e., claims for compensation and related relief, such as injunctions), and regulatory litigation (i.e., the enforcement of regulatory law by statutory regulators). Criminal law has not been applied against businesses or their directors and officers to a significant extent, so these risks are not addressed here.

Unlike the United States, the United Kingdom and Europe have not seen a high volume of lawsuits against officers and directors following a data privacy and security incident. That said, officers and directors are not immune from personal liability. As described in the chart10 below by the European Confederation of Directors’ Associations, countries in Europe can be broken down into three overarching groups, with some countries offering higher degrees of insulation to company directors, while other countries provide shareholders greater power over management.
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Source: London School of Economics and Political Science.

Thus, it is certainly possible that privacy advocates may follow the lead of the United States and start initiating lawsuits directly against officers and directors. Indeed, holding officers and directors personally liable is not an entirely foreign concept in the UK and Europe. For example, in a 2010 prosecution of a household name tech company in Italy, executives were prosecuted for violating the privacy of a child when they failed to quickly remove a video of that child being bullied from its site.11 Other examples of situations where officers and directors have faced personal liability include when they illegally sold consumers’ information for personal profit,12 initiated junk text campaigns for debt collection,13 placed nuisance calls,14 illegally obtained the personal records of a businessman,15 and failed to comply with enforcement authority orders related to nuisance calls.16

Regulatory Risk for CEOs and Boards in Europe

The principal sources of regulatory risk for businesses are the GDPR and those national laws based on the Cyber Security Directive and the Privacy and Electronic Communications Directive. New laws have been adopted in the EU that will have a direct impact on CEOs and boards.

Some examples are as follows:

•EU Digital Operational Resilience Act (DORA) (effective 2025) covers financial services, crypto, payments, and others.

[image: sq] DORA places specific obligations on management bodies that can include boards and executive management. DORA points to other applicable regulatory guidance for the definition of management bodies. Other EU legislation (such as the Capital Requirements Directive17) allows the interpretation that this could include (i) corporate bodies that “are empowered to set the entity’s strategy, objectives, the overall direction” (board of directors); (ii) corporate bodies that “oversee and monitor management decision-making” (supervisory board); and (iii) other corporate bodies that include “persons who effectively direct the business of the entity” (i.e., the persons primarily responsible for operationalizing and maintaining the company’s arrangements in connection with DORA [executive management, management board]).

[image: sq] There is a board training link on one vendor’s DORA training website. It reminds board members of their fiduciary responsibility of oversight.

›“According to Preamble 45 of the Digital Operational Resilience Act (DORA): The financial entities’ management bodies should be required to maintain a pivotal and active role in steering and adapting the ICT risk management framework and the overall digital operational resilience strategy. The approach to be taken by management bodies should not only focus on the means of ensuring the resilience of the ICT systems, but should also cover people and processes through a set of policies which cultivate, at each corporate layer, and for all staff, a strong sense of awareness about cyber risks and a commitment to observe a strict cyber hygiene at all levels. The ultimate responsibility of the management body in managing a financial entity’s ICT risk should be an overarching principle of that comprehensive approach, further translated into the continuous engagement of the management body in the control of the monitoring of the ICT risk management.”18

[image: sq] The vendor’s DORA’s board training website states, relying on the statute,

›“Members of the management body shall, on a regular basis, follow specific training to gain and keep up to date sufficient knowledge and skills to understand and assess ICT [information and communications technology] risks and their impact on the operations of the financial entity.”19

›“It is a clear requirement from the Digital Operational Resilience Act (DORA) that the Board of Directors and the CEO must have the knowledge and skills necessary to assess cybersecurity risks, challenge security plans, discuss activities, formulate opinions, and evaluate policies and solutions that protect the assets of their organization. The failure to maintain adequate risk oversight can expose companies, officers, and directors to liability.”20

•NIS2 was enacted to update the current EU network.

[image: sq] NIS2 imposes direct obligations on “management bodies” concerning implementation and supervision of their organization’s compliance with the law. Failure to take responsibility could lead to fines for the management bodies and include a ban from leadership for senior C-suite management.

•The United Kingdom’s National Cyber Security Centre (NCSC) has a Cyber Security Toolkit for Boards website that contains “resources designed to encourage essential cyber security discussions between the Board and their technical experts.”

Enforcement actions brought by regulators under these laws are treated as a form of litigation, and if sanctions are imposed (e.g., a fine), they can result in actual litigation if the sanction is appealed.

Data protection laws can create situations whereby a director or an officer of a business can be personally pursued. This can happen when, through their personal actions, a director or an officer takes on the status of a “controller” or “processor,” which can result in those individuals being directly regulated. There are also examples in the law (e.g., within the UK Privacy and Electronic Communications Regulations, related to direct marketing and nuisance phone calls) where directors and officers can be pursued personally (i.e., fined) for acts of legal noncompliance committed by their companies. Indeed, the UK Information Commissioner has a policy of seeking the disqualification of directors from holding office in the future following nuisance call offenses.

On the international front, boards are increasingly the focus of global cybersecurity and privacy guidance—for example, the United Kingdom’s NCSC’s Cyber Security Toolkit for Boards mentioned above.21 The EU’s DORA was adopted and will take effect January 1, 2025.22 It contains specific requirements for “management bodies” of financial institutions, including a requirement that “members of the management body shall, on a regular basis, follow specific training to gain and keep up to date sufficient knowledge and skills to understand and assess ICT risks and their impact on the operations of the financial entity.” Under EU law, “management bodies” include CEOs and board members.23

In December 2019, Denmark’s Centre for Cyber Security published cybersecurity guidance for boards of directors, highlighting that while management must take the lead in prioritizing cybersecurity, boards have duties of oversight pertaining to risk assessment, vulnerabilities, plans, processes, and preparedness, as well as culture and people.

The trends toward board accountability are not limited to Europe. For example, the Australian Securities & Investments Commission recently published key questions for an organization’s board of directors. And the Mauritius Financial Services Commission issued a circular letter to boards of directors of financial services companies reminding them of their duty of oversight over management’s mitigation of cyber risks.

Currently, the main areas of regulatory risk for businesses relate to security breaches; direct marketing, profiling, and ad tech breaches; unlawful data sharing (including international transfers); failures of transparency; and failure to comply with rights requests.

Civil Litigation

The litigation risk in the UK and Europe is represented by civil society organizations, privacy activists, claims management companies, litigation funders, and claimant law firms. Representative actions (similar to class action lawsuits in the United States) are permitted under the GDPR, with high-profile litigation underway in the UK24 and in the Netherlands25 and intimated in Austria (by NOYB).26 Ireland has been a major focus of litigation by civil society organizations and privacy activists. (See, the Schrems 1 and 2 cases about international transfers to the United States.) In the United Kingdom, there is also a large-scale “group litigation” risk.

The litigation risk in Europe, while large, has not yet developed a focus on directors and officers as in the United States, but it is inevitable that this sort of attention will turn to directors and officers in due course. Moreover, under company law legislation around Europe, there are provisions that can be enabled to pierce the corporate veil, as described in the chart above.

Questions the Board Should Consider

[image: sq1]Do we have a board committee specifically dedicated to overseeing data privacy and security in the company? Is it briefed on a monthly basis regarding privacy and security issues?

[image: sq1]Are there board members with specific expertise in data privacy and security issues?

[image: sq1]Is our C-suite properly structured so that we have direct communication with the CPO, CIO, and/or CISO?

[image: sq1]Are data privacy and security topics addressed during our annual board meetings?

[image: sq1]Do we have periodic training scheduled so that the board is adequately apprised of developments in data privacy and security issues?

[image: sq1]Are we involved in tabletop exercises so that we understand our role during a data breach?

[image: sq1]Are all of our data privacy and security governance documents centralized in one location?

[image: sq1]Do we have adequate channels in place directly with each member of the C-suite and others within the company for immediate communication of data privacy and security incidents?

[image: sq1]Have we implemented an enterprise-level compliance program with a data privacy and security framework?

[image: sq1]Have we adequately considered the risks associated with data privacy and security incidents and the type of data we collect, use, and share? If so, do we have a plan to address this risk by mitigating it or transferring the risk through insurance?

[image: sq1]Have we exercised our responsibilities to audit our company’s internal controls for data privacy and security?

[image: sq1]Have we considered our company’s outsourcing plan when it comes to the use of service providers and vendors, and do we understand the risk posed by outsourcing? What percentage of our services do we want to outsource in light of the data privacy and security risk?

[image: sq1]Has the company allocated enough funds for complying with data privacy laws and addressing security incidents?

[image: sq1]Do we have a business continuity plan in case of a security incident?

Questions the Chief Executive Officer Should Consider


[image: sq1]Have I properly allocated data privacy and security responsibilities within the company?

[image: sq1]Do I have recurring meetings with my CPO, CIO, and/or CISO to discuss data privacy and security risks?

[image: sq1]Have I hired a public relations professional internally or retained an outside consultant to advise our company regarding public communications in the event of a data privacy and security incident?

[image: sq1]Do I have appropriate channels of communication with the board to report a data privacy and security incident?

[image: sq1]Do I have adequate training in data privacy and security, including understanding my role in our company’s response to a data security incident?

[image: sq1]Have I instituted company-wide training for all employees regarding data privacy and security?

[image: sq1]Have we committed the company to comply with an enterprise-level data privacy and security framework?

[image: sq1]Do I have access to our company’s data inventory? Have I considered the risks presented by the type of data my company collects, uses, and shares and whether we have adequately mitigated or transferred the risk through insurance?

[image: sq1]Do I regularly conduct tabletop exercises with the board, the C-suite, and other data privacy and security stakeholders in the company to ensure that we are ready to respond to a data security incident?

[image: sq1]Do I have access to our internal policies and procedures regarding data privacy and security governance?

[image: sq1]Have I ensured that our public-facing privacy policy represents our company’s stance on data privacy and security?

[image: sq1]Have I considered what aspects of our company’s function we should outsource to vendors and what other third parties we should transfer personal data to?

[image: sq1]Do we have adequate cybersecurity insurance coverage in the event of a data security incident?

Questions the Chief Privacy Officer Should Consider


[image: sq1]Do I adequately track developments in data privacy and security laws and apprise the CEO and others in the company regarding such developments?

[image: sq1]Do I have recurring meetings with the CIO and CISO so that we can jointly report data privacy and security issues to the CEO?

[image: sq1]Do I know my role during a data privacy and security incident and participate in regular tabletop exercises with the C-suite, board, and other data privacy and security stakeholders?

[image: sq1]Have we completed an adequate data inventory and updated our inventory every year?

[image: sq1]Have I worked with general counsel and outside counsel to understand which data privacy laws apply to our organization and identify gaps in our compliance?

[image: sq1]Have I considered the risks associated with our company processing high-risk data, such as those pertaining to children, medical data, financial data, location data, and other forms of sensitive data?

[image: sq1]Have we completed a privacy impact assessment for high-risk processing activities?

[image: sq1]Have we mitigated the risks identified in our gap analysis and the privacy impact assessments by

(A)preparing an accurate and legally compliant externalfacing privacy policy;

(B)preparing internal policies and procedures for compliance with data privacy and security laws, including, for example, those pertaining to vendor management, responding to data subject requests, human resources data, and responding to and reporting of security incidents, as well as an umbrella policy;

(C)training employees regarding compliance with data privacy and security laws; and

(D)establishing protocols for data subject requests under applicable data privacy laws?

[image: sq1]Am I adequately keeping track of and responding to enforcement actions related to data privacy and security incidents?

[image: sq1]Do we have an auditable record regarding our compliance with data privacy and security laws in a centralized location?

Questions the Chief Information Officer Should Consider


[image: sq1]Do I have recurring meetings with the CPO and CISO so that we can jointly report data privacy and security issues to the CEO?

[image: sq1]Do I know my role during a data privacy and security incident, and do I participate in regular tabletop exercises with the C-suite, the board, and other data privacy and security stakeholders?

[image: sq1]Do I know where our company’s data is stored and how it can be accessed?

[image: sq1]Do I understand the types of personal data we collect, the source of collection, the reason for the collection, and whom it is shared with?

[image: sq1]Do I understand the parties that we sell personal data to, as defined by applicable law?

[image: sq1]Do I understand the company’s data sharing practices in the ad tech ecosystem, if applicable?

[image: sq1]Do I know all of the vendors used by the company and the types of personal data the vendors receive to perform a business function?

[image: sq1]Have I considered data minimization so that we collect only the personal data that we need for our business functions?

[image: sq1]Have I established a retention schedule so that data is kept only as long as necessary to fulfill legal, business, accounting, and/or regulatory functions?

[image: sq1]Have I adequately trained employees in the company regarding data retention?

[image: sq1]Do I regularly update our data inventory and provide appropriate updates to the CPO regarding the updated inventory?

[image: sq1]Have I reviewed the company’s internal and external privacy policies to ensure that they accurately reflect the data handling practices in our data inventory?

Questions the Chief Information Security Officer Should Consider


[image: sq1]Do I stay updated regarding developments in cybersecurity laws and standards?

[image: sq1]Do I have recurring meetings with the CPO and CIO so that we can jointly report data privacy and security issues to the CEO?

[image: sq1]Have I adequately defined the roles of the members in the C-suite, the board, and throughout the organization in the event of a data privacy and security incident?

[image: sq1]Have I organized periodic tabletop exercises with the C-suite, the board, and other stakeholders regarding how to respond to data privacy and security incidents?

[image: sq1]Have I prepared protocols and procedures for preparing for and responding to data privacy and security incidents?

[image: sq1]Have I discussed with the CEO the enterprise-wide cybersecurity framework our company should implement?

[image: sq1]Do I ensure that the organization is complying with the cybersecurity framework our company has agreed to abide by?

[image: sq1]Do I conduct regular internal and third-party audits of our cybersecurity and address any gaps in compliance?

[image: sq1]Do I conduct regular audits of our vendors to ensure they have adequate cybersecurity practices?

[image: sq1]Do I provide adequate training to employees regarding potential cybersecurity threats?
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Nasdaq-listed companies lost over $1.4 trillion in market cap in 2022, with impacts on the Dow and other global exchanges. The headlines scream about the losses in the market. Yet missing from the coverage is the stated cause for the losses in ad revenue that led to the sell-off in the first place, which are grounded in data privacy. Data privacy and responsible data stewardship have gone from a legal compliance issue to a business imperative. The concept is straightforward. Lack of responsible data privacy leadership leads to distrust with consumers and employees, which eventually translates into losses in market cap. Your customers and business partners will not continue to work with your company if the data practices cannot be trusted. This is especially true if one of your competitors adopts trustworthy data practices and gives customers an alternative they can flock to. If your customer base takes a nosedive, it is hard to drive investors to purchase stock in your company.

Because the fundamentals of data privacy pertain to the use of data and not any particular sector, the trends we are seeing will not be limited to the tech sector. Any sector that relies on data analytics, algorithms, data innovation, and digital advertising is vulnerable to losses if data leadership is not mastered. Sectors such as financial, health, CPG, entertainment, automated vehicles, hospitality, travel, and utilities are some of the top sectors impacted by data. A recalibration is necessary to avoid the current collision course between data innovation and data privacy.

As discussed in greater depth in chapter 6, data privacy relates to control over the conditions of sharing data and is distinct from data security, which refers to protecting data from unauthorized access or theft. For many companies, data privacy developments are hardly discussed in the boardroom. This is a significant issue because data privacy has been behind what is moving our markets. For many years now, consumers have been pressuring lawmakers and regulators to erect guardrails around the scope of personal data collected about individuals and the uses for that data. In a field largely unregulated prior to 2018, there are now 160 countries with data protection laws, including the European Union, Brazil, China, and Australia, along with states such as California. The Middle East and Africa region, a perceived growth market for CPG, retail, pharma, and tech, is brimming with data protection laws. Thirty-four countries in Africa have data privacy laws. Nine countries in the Middle East have privacy laws.

Regulators around the globe have been fixated on digital advertising and data security, in particular. At the 2022 Global IAPP Summit, Federal Trade Commissioner Lina Khan decried the collection of personal information to create ad profiles as “surveillance capitalism.”1 The SEC has promulgated new proposed rules, and the EU has adopted a new law (DORA) that imposes criminal liability on boards for data breaches. Gartner estimated that as of 2023, 75 percent of the world’s population would be covered by privacy laws,2 and that prediction has proven to be remarkably accurate. Further, Gartner forecasted that by “2024, modern privacy regulation will blanket the majority of consumer data, but less than 10% of organizations will have successfully weaponized privacy as a competitive advantage.”3

CEOs such as Tim Cook have stood by decisions to proactively require affirmative consent before allowing companies to track consumers’ behavior online.4 When given the opportunity, 85 percent of consumers have elected not to be tracked, which has made ads less effective. These incremental refusals, grounded in privacy trends, have caused companies to lose billions of dollars in digital ad revenue,5 and this is what made Nasdaq tumble.

Data privacy issues are not limited to the tech sector. The tech sector is just the tip of the iceberg. All companies have become data companies, and even B2B companies depend on digital advertising to drive revenue. Companies spent $500 billion last year on digital advertising to generate trillions in revenue.6 Some of the industries that are spending the most on digital advertising are retail, CPG, financial,7 and, increasingly, healthcare.8

During the pandemic, public opinion forced a shift that is impacting our markets. The more technology becomes essential for society to manage health, education, work, finances, groceries, transportation, and even US democracy, the more public opinion shifts toward requiring transparency regarding how data is used/stored/ protected. These trends around heightened consumer awareness will only grow. We are currently generating globally 2.5 quintillion bytes of data per day.9 (A single quintillion is followed by eighteen zeros; put a different way, 2.5 quintillion is the equivalent of 2,500 quadrillion!) The security issues surrounding data are themselves significant. In 2021 data breaches cost our global economy $6 trillion and are estimated to reach $10 trillion by 2025.10 To put this in perspective, if economic costs of data breaches were compared with the nations of the world, those collective damages would be greater than the GDPs of every country except the United States and China.11 Said differently, if “data breach” were a country and the $6 trillion losses were, in fact, GDP, the country of “data breach” would be the third-largest GDP in the world behind the United States and China.

The fix is straightforward. Like anything, leadership is needed. Officers and directors need to be engaged in the data discussion from the standpoint of considering data as their biggest asset. While data does not show up on a balance sheet, it does need to be managed as the key asset of the enterprise. Further, as an asset of the company, data needs to be strategic, aligned with mission-critical strategies. In addition, an understanding of both the applicable legal landscape and customer expectations is essential. Just as officers and directors have retained specialists when other legal issues have become business issues—think Sarbanes-Oxley, real estate investment trusts, and antitrust matters, among many others—so, too, should leadership consult legal experts to manage data-related issues.

On a positive note, just as data privacy can tank share prices, it can also elevate them. Profitable companies have made data privacy and security their brand differentiators. During the 2022 IAPP Summit, leaders of top technology companies advocated for the positioning of privacy as a business imperative. In 2022 the ten largest companies by revenue have gone on record with commitments to protect consumer privacy and security.12 For example, one major retailer has promised responsible data stewardship and posts its ethical use of data and responsible use of technology statement on its website.13 Other major retailers and companies have joined the Data & Trust Alliance, which is dedicated to the adoption of responsible data and AI practices so as to prevent algorithmic bias.14 Similarly, the world’s largest power grid company announced the use of blockchain technology to secure its interdepartmental infrastructure.15

These examples show that, although not easy, focused leadership can sustain a company’s commitment to data privacy and stewardship. In this context, it’s important for directors and officers to understand the following three things:

1.As with other global enterprise environmental, social, and corporate governance (ESG) issues that present both risks and opportunities, data privacy and security require board-level focus. Data privacy is already being evaluated by proxy companies such as Institutional Shareholder Services that score companies’ data privacy and security through the “governance” prong of ESG.

2.Global legislators and regulators should align with best practices to promote business and consumer interests and create uniformity in legal requirements. The proliferation of different standards around the world that are similar but slightly different creates overly onerous hurdles to legal compliance for companies. While the laws are substantially similar around the world, the variations do not promote greater privacy or security and increase costs for companies and consumers eventually.

3.Data privacy and security require partnership and leadership among government entities, consumer groups, and industry experts to develop global strategies on how to manage through our fourth revolution—digitalization. In 2022 data privacy and responsible data stewardship were on the World Economic Forum annual meeting agenda, as approximately two thousand leaders in Davos discussed issues ranging from the future of work to the metaverse.16

Business leaders should remain engaged in the data discussion because data may be their biggest asset—as evidenced by the volatile stock market—able to sink their shares or elevate them to new highs, depending on whether they have taken all the necessary steps to ensure consumer and stakeholder trust.
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As today’s explosive headlines make clear, privacy and cybersecurity1 have moved beyond IT and legal compliance issues2: they are now essential ESG benchmarks vitally affecting market caps and shareholder values.

To understand the scope of the issue, it is important to clarify the terminology. At a high level, data privacy concerns the personal information companies collect, use, and share and how they communicate about their practices. Cybersecurity, on the other hand, concerns what companies do to protect personal and business-critical data and maintain resilience. Privacy and cybersecurity were largely unregulated until 2018, when Europe’s GDPR went into effect. Currently, there are over 160 countries with data protection laws.

Beyond the legal landscape, privacy and cybersecurity are impacting the bottom line in a big way. Privacy issues arguably triggered a $1.4 trillion loss in market cap for publicly listed companies in Q1—Q2 of 2022.3 In 2021 cybercrimes cost our global economy $6 trillion, and this figure is expected to increase to $10.5 trillion by 2025.4 If privacy and cybersecurity were a country, they would have the third-largest GDP behind the United States (GDP of $20.89 trillion) and China (GDP of $14.72 trillion).5

Privacy and cyber preparedness have become market differentiators, thereby presenting opportunities for forward-looking companies to contribute to market recovery.6 If boards heed the call of stakeholders and regulators to prioritize oversight of privacy and cybersecurity, more companies may become market leaders.

The investor community is watching to see what boards do. Proxy advisors such as Institutional Shareholder Services have been quietly rating companies on their cyber and privacy practices via the governance prong of ESG scoring.7 Top global investors recently ranked cybersecurity as their second-highest ESG concern prior to 2022, seventh-highest concern in 2022,8 and Bloomberg reported in 2021 that its review of SEC filings from the past five years “shows a burgeoning pattern of companies explicitly categorizing their compliance with data privacy regulations and voluntary standards as an environmental, social, and governance (ESG) matter.”9

Frameworks for ESG reporting are providing guidance for privacy and cyber ESG reporting. The Global Reporting Initiative, relied on for ESG reporting by many companies, has issued a specific “Customer Privacy Standard,” stating that breaches of customer privacy should be reported as part of enterprise risk management (ERM).10

In addition, investors are proactively engaging on the topic of board oversight of cybersecurity and privacy. One multinational investor, managing $10 trillion in assets, has reported interactions with companies to heighten board engagement.11 For example, it reported,

In an engagement with a pharmaceutical company we discussed the board’s oversight of cybersecurity risk and management’s focus on early detection rather than what it viewed as the unattainable goal of total prevention.12 [Emphasis added]

Putting Data Leadership into Practice

While many boards understand the significance of cybersecurity and privacy, individual directors may struggle with how best to oversee these highly technical disciplines in a rapidly evolving legal landscape. Recent proposed guidance from regulators (e.g., FTC, SEC, NYSDFS) sheds light on what is expected of boards. Review of this guidance can allow boards to take proactive steps now before they are required by law.

On April 8, 2021, the FTC published “Corporate Boards: Don’t Underestimate Your Role in Data Security Oversight.”13 In that document, the FTC called for boards to “build a team of stakeholders” who can “bring a different perspective to the issues.” In addition to the CIO and the CISO, the team that reports to the board should include nontechnical leaders such as the CEO, CFO, and general counsel.

The FTC also encouraged boards to review their committee structure to ensure that board oversight over cybersecurity occurs either at the audit committee level or via a stand-alone committee devoted to cybersecurity. In this regard, the FTC observed,

Irrespective of how an organization structures its cyber risk oversight duties, the key takeaway is that cyber risks should be a priority within the board room. Board-level oversight helps to ensure that cybersecurity threats, defenses, and responses have the attention of those at upper echelons and get the resources needed to do the job right.14

The FTC also encouraged boards to receive regular cyber briefings and commented, “When it comes to security, board members need to be in the know, but research suggests many of them are out of the loop.”15

On February 9, 2022, the SEC issued its proposed rule titled “Cybersecurity Risk Management for Investment Advisers, Registered Investment Companies, and Business Development Companies.” In that document, the SEC called for investment advisors and registered investment companies to adopt written cybersecurity policies and to prepare written reports to be overseen by the board as follows:

Proposed rule 38a-2 would require a fund’s board of directors, including a majority of its independent directors, initially to approve the fund’s cybersecurity policies and procedures, as well as to review the written report on cybersecurity incidents and material changes to the fund’s cybersecurity policies and procedures that … would be required to be prepared at least annually.16 [Emphasis added]

The SEC made it clear it believed that “[b]oard oversight should not be a passive activity”17 and called for boards to receive and read written reports. The SEC observed,

The required written reports … would provide fund directors with information necessary to ask questions and seek relevant information regarding the effectiveness of the program and its implementation, and whether the fund has adequate resources with respect to cybersecurity matters, including access to cybersecurity expertise. We anticipate that a fund’s board’s review of the written reports would naturally involve inquiries about cybersecurity risks arising from the program and any incidents that have occurred.18

In March 2022 the SEC issued a proposed rule titled “Cybersecurity Risk Management, Strategy, Governance, and Incident Disclosure.” In that proposed rule, the SEC described its intention to require disclosure from public companies regarding whether their boards have members with cybersecurity experience. The SEC explained the rationale for this proposed new disclosure requirement as follows:

Cybersecurity is already among the top priorities of many boards of directors and cybersecurity incidents and other risks are considered one of the largest threats to companies. Accordingly, investors may find disclosure of whether any board members have cybersecurity expertise to be important as they consider their investment in the registrant as well as their votes on the election of directors of the registrant.19

On July 26, 2023, the US SEC issued a release20 adopting its final cybersecurity rule amendments. As part of the final rulings,21 the SEC streamlined Item 106(c)(1) of Regulation S-K to require less granular disclosure than had been proposed in the rule development. The Final Rules under Item 106(c)(1) require that registrants describe in 10-K reports filed for fiscal years ending December 15, 2023, or after the following information:

•the board of directors’ oversight of risks from cybersecurity threats and, if applicable, identify any board committee or subcommittee responsible for the oversight of cybersecurity risk

•if applicable, the processes by which the board or the applicable committee is informed about cybersecurity risks

On July 29, 2022, NYSDFS proposed amendments to its regulations titled “Cybersecurity Requirements for Financial Services Companies,” which impose obligations on banks and insurance boards. If finalized, the proposed rule would require board approval of cybersecurity policies that cover fifteen distinct topics, ranging from information security to customer data privacy. Specifically, Section 500.3 of the proposed “Cybersecurity Requirements for Financial Services Companies” expects boards to approve cybersecurity in the following areas:

1.Information security

2.Data governance and classification

3.Asset inventory, device management, and end-of-life management

4.Access controls, including remote access, and identity management

5.Business continuity and disaster recovery planning and resources

6.Systems operations and availability concerns

7.Systems and network security

8.Systems and network monitoring

9.Systems and application development and quality assurance

10.Physical security and environmental controls

11.Customer data privacy [emphasis added]

12.Vendor and third-party service provider management

13.Risk assessment

14.Incident response

15.Vulnerability and patch management22

This is a telling statement that the NYSDFS is making it clear that it expects boards to master fifteen separate areas of cybersecurity and privacy. The idea that board members would have the ability to master fifteen specific legal areas, when there are over 160 countries with data protection laws around the world, is quite a reach. In our law firm, for example, we have some hundred-plus attorneys focused on data protection laws covering the globe and thirty-eight languages. We would be hard-pressed to see any one attorney being an authority in all fifteen subareas identified by NYSDFS for boards.

The NYSDFS did provide a trust and safety option for boards to rely on third-party advisors to remain briefed on the fifteen areas. The proposed regulations specify that if the board lacks expertise in all of the areas, it should

be advised by persons with sufficient expertise and knowledge, to exercise effective oversight of cyber risk and a committee or subcommittee assigned responsibility for cybersecurity.23

It appears that given potential direct liability for boards and CEOs, it would be prudent for boards to seek third-party advice to ensure proper handling of data issues. (Are you worried yet?)

The litigation landscape in the United States against public companies is transforming. In an article titled “Personal Liability for Directors Who Disregard Cybersecurity,” one writer observed that “[i]n recent months, a trend has begun to emerge among plaintiffs’ lawyers seeking to file cybersecurity incident-related shareholder derivative lawsuits—attorneys are increasingly now filing claims specifically based on failures surrounding duty of oversight.” A review of court dockets reveals more than seventy-three shareholder derivative actions filed against public companies in the United States pertaining to alleged data breaches or privacy violations.24

In addition to the cybersecurity issues, privacy has also been a focus for regulators. Since 2018, over 1,100 companies have been fined under the European Union’s GDPR, legislation we will discuss elsewhere in the book. In fact, by October 2023, it was estimated that GDPR fines had been levied against 1,701 companies totaling €4,001,455,789.25 The types of business practices that triggered investigations and fines include the following:

•A global technology company was fined €1,200,000,000 for unlawful data transfers pertaining to ad tech/cookie data.

•An American multinational technology company focusing on e-commerce, cloud computing, online advertising, digital streaming, and AI had a GDPR fine of €746,000,000.

•A global social network was fined €405,000,000 relating to digital advertising and tracking data.

•A mobile calling app was fined €225,000,000.

•A global cloud provider was fined €90,000,000.26

In the United States, the FTC also issued fines and lengthy consent decrees. For example, in 2022 the FTC fined a major microblogging company $150 million.27 In addition, on October 24, 2022, the FTC announced an enforcement action for a data breach against a privately held company, including enforcement provisions directly aimed at the CEO who had been involved in a prior breach concerning the same technical issues (unsecured administrative credentials that were used to access and compromise the system). After public comment, the FTC finalized their Decision and Order on January 20, 2023. The Order mandates that for ten years following the Order (until 2033), the CEO has an affirmative obligation to ensure that the relevant business has a comprehensive security program (defined as a Business ISP in the Order). The Order extends not only to the CEO but also to “any Relevant Business that he is: 1) majority owner; or 2) employed or functions as a Chief Executive Officer or other senior officer with direct or indirect responsibility for information security.” Moreover, the CEO is required to ensure that the new company has “established and implemented” a comprehensive security program within 180 days of arriving in the role. The FTC is didactic in the Order in delineating what is necessary to “satisfy this requirement.” It states that the CEO must ensure that any new business, at “a minimum,” do the following:

•Documents in writing the content, implementation, and maintenance of the Business ISP.

•Provides the written Business ISP and any evaluations thereof or updates thereto to any Relevant Business’s board of directors or governing body or, if no such board or equivalent governing body exists, to a senior officer of the Relevant Business responsible for the Business ISP at least once every 12 months.

•Designates a qualified employee or employees to coordinate and be responsible for the Business ISP.

•Assesses and documents, at least once every 12 months, internal and external risks to the security, confidentiality, or integrity of Covered Information that could result in (1) the unauthorized collection, maintenance, alteration, use, disclosure of, or provision of access to, Covered Information or (2) the misuse, loss, theft, destruction, or other compromise of such information.28 [Emphasis added]

Read more about CEO liability in chapter 9 on AI.

In addition, more stringent fines are on the horizon. Since her swearing in on June 15, 2021, FTC Chair Lina Khan has been direct about her plans to write rules outlawing specific “unfair and deceptive” acts and practices. The agency’s rulemaking authority comes from Section 18 of the FTC Act, added by Congress as part of the Magnuson-Moss Warranty Act—Federal Trade Commission Improvements Act of 1975. This type of rulemaking is distinct from the Administrative Procedure Act authority available to most federal agencies and to the FTC with respect to certain laws. Some commentators have argued that the FTC is choosing to begin rulemaking rather than rely on its traditional enforcement-first approach so that the FTC can get money penalties for first-time violators.29 In recent remarks Commissioner Kahn has described the interest in rulemaking where a practice has become so pervasive that it is necessary to move beyond the case-by-case approach to more systematic rules to guide corporate practices.

To that end, on August 11, 2022, the FTC voted to file an Advance Notice of Proposed Rulemaking (ANPRM) that would regulate the protection of consumers’ privacy and data security in a rulemaking titled “Trade Regulation Rule on Commercial Surveillance and Data Security.”30 It was published in the Federal Register on August 22, 2022. The deadline for public comments was sixty days after the ANPRM was published in the Federal Register, which concluded at the end of October 2022.

The release of this ANPRM signals the FTC’s desire to police a wide range of potential privacy harms related to the “information asymmetry” between companies and consumers. The FTC is particularly interested in potential harms stemming from “dark pattern practices” and “lax data security practices,” among many others in the detailed release.31

With respect to dark patterns—digital design elements that mislead users into making potentially harmful choices—the FTC noted that consumers are often ill-equipped to provide consent.

The permissions that consumers give may not always be meaningful or informed. Studies have shown that most people do not generally understand the market for consumer data that operates beyond their monitors and displays. Most consumers, for example, know little about the data brokers and third parties who collect and trade consumer data or build consumer profiles that can expose intimate details about their lives and, in the wrong hands, could expose unsuspecting people to future harm. Many privacy notices that acknowledge such risks are reportedly not readable to the average consumer.32

The FTC went on to question the concept of consent as it relates to user profiles and big datasets used by many companies these days. To that end, it stated,

Many consumers do not have the time to review lengthy privacy notices for each of their devices, applications, websites, or services, let alone the periodic updates to them. If consumers do not have meaningful access to this information, they cannot make informed decisions about the costs and benefits of using different services.33

The regulatory focus is on “asymmetry.”

This information asymmetry between companies and consumer runs even deeper. Companies can use the information that they collect to direct consumers’ online experiences in ways that are rarely apparent— and in ways that go well beyond merely providing the products or services for which consumers believe they sign up. The Commission’s enforcement actions have targeted several pernicious dark pattern practices, including burying privacy settings behind multiple layers of the user interface and making misleading representations to “trick or trap” consumers into providing personal information. In other instances, firms may misrepresent or fail to communicate clearly how they use and protect people’s data. Given the reported scale and pervasiveness of such practices, individual consumer consent may be irrelevant.34

Like the FTC, state regulators have also been focused on dark patterns and asymmetry. California has been at the forefront of the privacy discussion at the state level. The California Privacy Protection Agency (CPPA) became the first agency in the United States focused on data privacy. It certainly will not be the last. The CCPA recently focused on dark patterns and asymmetry in its proposed rulemaking to effectuate the California Privacy Rights Act (CPRA), which took effect on January 1, 2023. On November 3, 2022, the CPPA agency included this definition of dark patterns in proposed regulations to effectuate the CPRA:

A user interface is a dark pattern if the interface has the effect of substantially subverting or impairing user autonomy, decision-making, or choice. A business’s intent in designing the interface is not determinative in whether the user interface is a dark pattern, but a factor to be considered. If a business did not intend to design the user interface to subvert or impair user choice, but the business knows of and does not remedy a user interface that has that effect, the user interface may still be a dark pattern. Similarly, a business’s deliberate ignorance of the effect of its user interface may also weigh in favor of establishing a dark pattern.35

It is important for boards to be aware of these pivotal privacy trends, as they have impacts on key digital innovation efforts, particularly in the areas of AI, digital transformation, cloud computing, and more. (Chapter 9 will discuss AI in more depth.)

On the international front, boards are increasingly the focus of global cybersecurity and privacy guidance. For example, the United Kingdom’s NCSC has a Cyber Security Toolkit for Boards website that contains “[r]esources designed to encourage essential cyber security discussions between the Board and their technical experts.”36 The EU’s final DORA sets forth a number of obligations for “managing bodies” of financial institutions, including a requirement that

to ensure full alignment and overall consistency between financial entities’ business strategies, on the one hand, and the conduct of ICT risk management, on the other hand, the financial entities’ management bodies should be required to maintain a pivotal and active role in steering and adapting the ICT risk management framework and the overall digital operational resilience strategy.37 [Emphasis added]

Denmark’s Centre for Cyber Security published December 2019 cybersecurity guidance for boards of directors.38 In particular, the guidance highlights that while management must take the lead in prioritizing cybersecurity, boards have duties of oversight pertaining to risk assessment, vulnerabilities, plans, processes, and preparedness, as well as culture and people. The Australian Securities & Investments Commission recently published key questions for an organization’s board of directors. Among other things, the Australian Securities & Investments Commission counseled board members to ask themselves,

Does the board need further expertise to understand the risk? Although boards may not require general technology expertise, for many companies it may be advisable to have one or more directors who have a strategic understanding of technology and its associated risks, or who have a background in cybersecurity.

In some circumstances, the board should consider the use of external cyber experts to review and challenge the information presented by senior management.39 [Emphasis added]

The Mauritius Financial Services Commission issued a circular letter to boards of directors of financial services companies reminding them of their duty of oversight over management’s mitigation of cyber risks.40

The attention on privacy and cybersecurity is only likely to expand given the vast amount of data that is being generated globally per day. Every second, 127 new connected devices are coming online, making for eleven million new connected devices being added daily. In 2022 it was estimated that the world would “produce and consume” 94 zettabytes of data. To put this number in perspective, 1 zettabyte has twenty-one zeros behind it.41

In the current environment of(1) looming (but not yet finalized) legal requirements on the horizon, (2) US shareholder derivative litigation risks, (3) heightened global criminal and geopolitical cyber risks, and (4) global regulatory director guidance, boards should consider the following five steps to anticipate privacy and cyber issues:

Step 1: Ensure that adequate privacy and cyber competence exists in the boardroom either through board appointments or third-party advisors. Boards should seek to ensure that they have cybersecurity and privacy expertise in the boardroom. If a board does not have board members with privacy and cybersecurity experience, it should consider following the recommendations of the SEC and NYSDFS to retain third-party advisors to support the board.42 As the NYSDFS said in its proposed amendments,

If the covered entity has a board of directors, the board or an appropriate committee of the board shall require the covered entity’s executive management or its delegates to develop, implement, and maintain the covered entity’s information security program. The board or an appropriate committee of the board shall have sufficient expertise and knowledge, or be advised by persons with sufficient expertise and knowledge, to exercise effective oversight of cyber risk and a committee or subcommittee assigned responsibility for cybersecurity. [Emphasis supplied]

Note that in the NYSDFS proposed amendments, a cybersecurity program is defined to include both customer privacy and cybersecurity.43

Step 2: Execute a board-level strategy for data risk governance and resilience. Leadership should determine which data may advance the company’s success and, conversely, which is extraneous. The board should ensure that they are obtaining reporting on privacy and security, and they need to make sure they understand that reporting. Failure to do so could lead companies to run afoul of regulatory expectations in the United States and the European Union.44 Boards need to consider how to balance strategic goals with increasing investor expectations around tracking metrics, such as those relating to ESG, human capital management matters, and consumer expectations relating to resilience and personal data privacy. Many companies do not realize that proxy companies such as Institutional Shareholder Services are already rating companies on their cyber and privacy maturity.45

One way to achieve this is for the company to consider what data it needs to effectuate its strategic plan and goals. Data that is not crucial to the mission could be eliminated to lower risks. On the other hand, data that is necessary to effectuate business goals should be identified, treated in a manner that is consistent with ESG governance expectations, and protected. Policies that are aligned with data privacy and maintaining resilience from cybersecurity threats should be consistent with a company’s brand. If your company is known for trust, its digital DNA should reflect that. At the board level, policies are necessary to ensure that data is evaluated like any other asset of the company and that privacy/cybersecurity-focused questions are developed to demonstrate oversight of management.

Step 3: Contextualize cyber risk to financial exposure. Cybersecurity and data privacy should be integrated into a company-wide ERM strategy to enhance overall growth. While cyber threats are reaching new levels of sophistication, only 17 percent of companies say they delivered meaningful cyber risk metrics to the executive teams and boardroom, according to a 2021 World Economic Forum report.46 The report acknowledged that boards need “diverse sources” of cybersecurity expertise and that boards should “[s]eek out third-party advisers and assessors—who report to the board regularly—to ensure effective oversight of management.”47

Boards should be educated about the degree to which their company is exposed to various forms of digital risks as well as potential business and financial impacts. Grounding the discussion in quantifiable risks is a critical first step to maximize opportunities. Some useful tools that management can use to manage risks and report metrics to the board include the National Association of Corporate Directors Cyber Risk-Reporting Service48 (powered by X-Analytics and now accessible to twenty-three thousand corporate directors49), which includes key risk indicators that measure material financial risk exposure to cyber threats impacting the organization. These types of reports should be provided to boards by management of the key risk indicators impacting the company and its industry.

Step 4: Ensure the board is educated enough to meaningfully participate in data strategy. Taking a “what we don’t know can’t hurt us” approach to digital strategy is no longer an option. According to a Deloitte report, 41 percent of C-suite executives feel their board provides sufficient technology oversight.50 Meanwhile, two-thirds of board members indicated that education on the latest digital innovations would effectively improve their ability to provide oversight. Other imperatives include elevating leaders proficient in data issues to the board and bringing in experts, counsel, and vendors to educate the board on a quarterly basis. Nasdaq educates its own board by developing a risk matrix.

Step 5: Look at the big picture. Technological innovation is bringing about a Fourth Industrial Revolution. By leveraging data effectively, companies can be disrupters rather than the disrupted. As the world recovers from the coronavirus pandemic, forward-looking companies may utilize data to mitigate weaknesses and identify areas for investment. Boards can take advantage of this moment of global transformation to help reposition their brands as industry leaders in digitalization.

We are generating 2.5 quintillion bytes of data per day globally. Too often companies are blindsided by developments with data. Companies need to get their arms around the issue of privacy and see around corners so they can anticipate new issues such as algorithmic bias, data privacy, digital finance, and so much more that goes along with data innovation.

The board’s leadership on data privacy and cybersecurity is a critical component to company oversight. A proactive approach on those issues is key to advancing excellence in the boardroom and beyond.

The overriding principle for any board overseeing data privacy is that it should be approached as an ERM issue rather than a technology problem for the information technology team to handle. The administration of data risks is just one element of the company’s risk management; watching over such risks should be part of the board’s oversight of the execution and performance of the company’s ERM program (or, lacking an official ERM program, the company’s risk assessment and mitigation activities). Accordingly, while directors may not understand all the technological details surrounding data protection systems and processes, the board nevertheless needs to ensure that it is comfortable that management is effectively addressing the company’s data risks, as with any other risks the board monitors through the ERM process.


The overriding principle for any board overseeing data privacy is that it should be approached as an ERM issue rather than a technology problem for the information technology team to handle.



To fulfill its duty of care with respect to overseeing the company’s data risks—and to be able to demonstrate it has fulfilled this duty—the board should ask thoughtful and strategic questions to understand how management is processing digitalization and data privacy and to ensure that it is comfortable that the protocols in place or being taken in this regard are sufficient and appropriate. By asking questions and exercising good judgment, directors can successfully oversee the data risks facing the company and the company’s plan to mitigate and respond confidently to those risks.

Chapters 4, 8, and 9 offer insights into the types of questions you need to be asking … yesterday.
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You already know that Gen Z is the first generation to be born into a digital-first world. Accordingly, the way that they access, relate to, and communicate with data is different from the generations before them. Their predominant use of smartphones is just the beginning— they also engage with advertising quite differently. Social media is critical to how they understand brands, and instead of receiving ads passively, they prefer to interact with brands on platforms such as Twitch, Fortnite, Snapchat, Instagram, and YouTube via activities including commenting and participating in challenges. This is the largest generation in the United States and, as previously mentioned, is already responsible for $360 billion in consumer spend.1

From a company’s perspective, these trends represent 360 billion reasons to adopt a targeted data strategy.

The top ways that a data strategy can enhance your revenue by billions are by offering the following:

•Heightened awareness of demand

•Targeted communications with customers

•More focused product development

•Strategic hiring advantage

We will discuss each of these in depth below.

Heightened Awareness of Demand

As discussed in chapter 1, a data strategy will allow you to understand your customers better and know what they want. This can be as simple as understanding a niche.

For example, over a decade ago, a multibillion-dollar business got its start when an entrepreneur decided to build an application programming interface, or API, to organize a referral network for social influencers on the luxury market.

RewardStyle is an exclusive, invitation-only affiliate platform for fashion, beauty, family, and home bloggers. The majority of its network consists of the top female influencers in those niches. Reward-Style was founded by Dallas-based blogger Amber Venz Box and took the fashion world by storm, becoming the first affiliate network to successfully persuade fashion brands to pay the bloggers promoting their products with affiliate marketing. Although a platform for paying influencers already existed, this entrepreneur listened to the marketplace demand in the form of female influencers who wanted micropayments for referrals.

The company has since grown to include offices in Dallas, London, New York, Sao Paulo, Shanghai, and in all total about a dozen major locales. By 2016 the company had more than $1 billion in sales for 4.000 retailers and 575,000 brands through its approved network of 20.000 influencers. RewardStyle also holds an annual conference for lifestyle influencers.

Similarly, several leading entertainment companies recently took “risks” by developing and distributing Crazy Rich Asians (Warner Bros.) and Black Panther (Marvel Studios and the Walt Disney Company). While both films were blockbuster productions, with Black Panther garnering $1 billion and Crazy Rich Asians over $200 million, the conventional wisdom would not have supported the investment in these undertakings because it was perceived that feature films with ethnically diverse casts would not fare well outside of the United States. But the global markets and Gen Z audience did embrace the casts and stories, which validated the choice to go forward with these projects.

Not only did both films garner the support of the ethnically diverse communities; they were also embraced across all communities to drive massive ticket sales and merchandising revenues in the United States and abroad. The studios that financed these efforts took what seemed to be a risk, but as risks go, it was very well calculated, focused as it was on building on the inherent audience within the community reflected on screen, then branching out from there to create a groundswell.2

The box office record-breaking success of the Barbie film is another example. By August 2023, Barbie had broken global records by collecting $1.34 billion at the box office. It was only the second movie to join the $1 billion club in 2023.3 In August 2023 it was determined that the film was the second-highest-grossing film in Warner Bros.’ history.4 Yet based on traditional metrics, even the film’s protagonist doubted it would be made.5

Targeted Communications with Customers

A targeted message that responds to consumer demand is what marketers long for. Being able to speak in terms of what your customers are looking for and beyond is one of the easiest ways to have impact. For example, many companies use social listening as a way to understand how their brands and competitors are being discussed in social media. Marketing teams ingest this information from relevant social media platforms, but often, little is shared with the company for nonmarketing purposes. The information exchange is important to help companies increase their knowledge of the value proposition they can provide to customers, as discussed further below. As discussed at greater length in chapter 9, AI will permit companies to gather more feedback at scale from customers. Savvy companies will create a continuous feedback loop such that this feedback can expand everything from product development to recruiting the best talent to address customer demand.

Focused Product Development

In addition to marketing purposes, data derived from social listening tools can be very helpful for product development. GoPro is a good example. As reported after the release of the HERO3+ camera, customers voiced a number of suggestions online for features that could improve the customer experience.6 It manifestly appears that this information was shared with GoPro’s product development team because many of those suggestions were incorporated in its successor, the GoPro HERO4.

As evidenced by GoPro HERO4’s experience, having a strong handle on your data will allow for more focused product development. Not only will products be more focused on what customers want, but you will also be able to better leverage insights garnered in other aspects of the company. If product designs and other prototypes exist in different divisions of your company, the process for discovering and managing development can be centralized. Further, in the product development phases, appropriate compliance as it relates to consumer privacy and data security, among other things, can be factored into the product development and design from the inception.

Armed with information from both within and outside the company, products can be developed that are targeted to the company’s optimal growth. Sources of valuable product improvement information can include business intelligence research to gain insights on what competitors are doing, social listening, and consumer complaints and comments expressed to the help desk, website “contact us” portals, and customer care departments.

Strategic Hiring Advantage: Sourcing the Best Employees

Every company is as good as its last hire. Developing a workforce that is innovative, metrics driven, and focused depends much on your digital strategy. What does your company’s digital footprint look like? Is your company seen as an innovator and thought leader in your field? This is what Gen Z and the generations after it will care about. To attract the best, make sure that your digital brand presence matches the innovation within your company.

Be where your future employees are. Beyond social media, members of Gen Z are engaged on other platforms, such as esports (i.e., multiplayer video game competitions). These global online games can draw audiences that can, by some measures, exceed those for celebrated conventional mass media events.7 The number of unique viewers for the November 2018 League of Legends tournament final was estimated at 99.6 million, a figure in line with audiences for recent Super Bowl games.8

Other enterprising companies have forged innovative partnerships to perform a recruiting function.

A Japanese chain, Shiru Cafe, opened its first US location near Brown University’s campus in Rhode Island (since closed). Shiru already has more than twenty locations near the most prestigious universities in Japan and India, including Tokyo University and the Indian Institutes of Technology, where it works with sponsor companies such as Microsoft and Accenture. Those who register with their smartphones receive access to free drinks, Wi-Fi, electrical outlets, and study spaces, along with the opportunity to meet with sponsor companies in person.

The only way to order anything at the cashless cafe is by signing up through its website. In order to create an account, a user needs a university ID from any school, and although faculty members can buy a one-dollar coffee or tea, the cafe is not open to the general public.

The amenities are provided to university students in exchange for personal data that they share with companies interested in hiring those students. In addition to name, university, ID, and class year, a form asks about specific skills, internships, and company characteristics the student may be interested in.9

Companies, in turn, pay Shiru to advertise internships and other positions on promotional cups, customers’ smartphones, and screens in the cafe.10

In Japan this recruiting method has already proven successful for sponsor companies. JPMorgan sponsors Shiru in Japan, and last year, 40 percent of JPMorgan Japan’s new hires were cafe patrons.11

As discussed, companies such as those that sponsor Shiru Cafe and esports are visible in the locations where their future hires are. This is critical to being able to attract the talent that they want.

The Time to Implement These Ideas Is Yesterday

Reaching digital Gen Z, as well as all your customers in this rapidly evolving digital world, the time to be devising your strategy is yesterday. It’s imperative that every company know what data they are collecting and how to use it as a pre-tangible asset.

And though quite a bit of this chapter involved the marketing discussion, ultimately you cannot forget about privacy, security, potential data breaches, and trust, which goes hand in hand with marketing. Consumers do not frequent brands they do not trust. We have seen in the headlines over and over again that companies that lose trust inevitably lose the enterprise.

Next, we’ll discuss devising that strategy and the questions those in the C-suite need to be asking to ensure not only compliance but also how to boldly face the future.
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By now I hope I have convinced you that your data has value, even though standard accounting practices do not generally allow such holdings to be put on the books. This dilemma has been described as “accounting’s twenty-first century challenge.”1 Commentators have observed that company data may be worth more than the company.2 Some companies have had third-party assessments of their data being valued two to three times the companies’ market cap.3

How can we solve this dilemma? While the Financial Accounting Standards Board is currently considering methods to include such nonstandard asset valuation, there are still steps you, as a company leader, can take to value your data and develop and execute a strategy that optimizes value. Asking the following four key questions will set you on the right course:

1.What data do you need, and what is the value of your data?

2.Where is the data?

3.Who in the company is responsible for the data?

4.What teams should collaborate to best leverage the data?

Let’s look at each important topic in turn.

How to Value Your Data

The first question is actually two closely related questions. Arriving at a valuation of your data takes attention to and understanding of what data you have overall, as mentioned in the previous chapter. Comparing the data you have with the goals and mission of your company will reveal quickly which data is worth keeping and which should be divested.

The reality is that not all data is necessary or even helpful for your business growth and development. Attention should be focused only on the data that will help enhance your strategic goals, ranging from data about consumer demand to data on market trends or on business intelligence. The key is to determine which information and insights you need to enhance your business so that you can then focus on determining where the data resides.

Once you establish which data is critical to the growth of your business, you should assign a value to it. Different metrics can be used, depending on the type of data. For data derived from digital marketing efforts, consult your marketing executives to determine the propensity the data will have to convert customers. Analytic tools can be used to assess how many marketing touches are needed (and which data is required to carry them out) before a sale is made. This metric may in turn allow you to assign a value to a data point, such as an email, an advertising device ID, a cookie on a website, or conversion rates based on audience matching using AI to identify customers.

Many e-retailers and brick-and-mortar businesses are turning to AI (discussed in more depth in chapter 9) to help identify redundancies in operations with the aim of lowering overhead. Companies might find, for example, that they are overordering certain products and consequently paying increased warehouse costs. Many vendors (large companies and small start-ups alike) are creating and using AI algorithms to predict inventory and space needs. A valuation for these types of technologies could be based on the dollars saved by realizing greater efficiencies in product orders, space, and warehousing.

Partnering with a valuation expert and the right business units in your company can help you arrive at a line item to value your data, taking it from a pre-tangible asset to a concrete one that can be followed at every board meeting. Creating a valuation is also a great way to force a discipline of tying your digitization efforts to value creation for the company.

Valuing digital assets is still a new practice, with no standard formula and no guarantee that a company is getting it right. Writing in the MIT Sloan Management Review, researchers James E. Short and Steve Todd describe challenges that should not surprise anyone who has read this far: companies “awash in data,” stored data increasing by 40 percent a year, companies that largely had no data valuation policies, and classification efforts that fell short in the face of paralyzingly large data volumes.4

They outline three sources of value: customer data that directly or indirectly generates value, the value of data as it is being used (such as with holiday sales figures or navigation apps), and the “expected future value,” including “cost incurred to develop or replace” the data assets.5 While Short and Todd don’t use the term, the last item is relevant to our definition of pre-tangible assets and also to companies that offer price differentials, loyalty programs, or free products and services in exchange for personal data.


Case Study

For another perspective on this challenge, see the guest contribution below from David Mao, managing director at Ironside Advisory, and Steve Stewart, managing director of Valuation Services at Ironside Advisory.

The backdrop: Quantifying business enterprise value in the twenty-first century

For most of the twentieth century, the value of business enterprises was heavily concentrated on their underlying financial assets (such as securities) and tangible assets (such as land, buildings, and equipment). As the economy transitioned away from a manufacturing-based economy to a knowledge-based one, the focus of business enterprise value has gradually shifted from tangible to intangible assets (such as brands, technology, and customer-related assets, including consumer data). This gradual change has led us to a point where, today, the overwhelming majority of total enterprise value resides in intangible assets.6 As the shift in business enterprise values has occurred, there has been an ever-increasing focus on the value associated with intangible assets and on quantifying the value of intangible assets. Early efforts to value intangible assets often related to requirements associated with various tax regulations. In June 2001 US Generally Accepted Accounting Principles adopted new rules that required companies to record the fair value of assets acquired (financial, tangible, and intangible assets) in business combinations. Today most intangible asset values are still not presented on corporate balance sheets because of US Generally Accepted Accounting Principles rules.

Valuation approaches: When it comes to valuing intangible assets, a variety of methods may be used to determine value. However, these methods all generally fall into three broad approaches: income approach, market approach, and cost approach.

Income approach: The income approach can be used to estimate the value of intangible assets based on the income, such as cash flow or earnings, associated with that asset. The general concept of this approach is that the value of an income-generating intangible asset is directly related to the future income attributable to the intangible asset. Based on our reading of Section 999.337, the relevant income approach methods to value consumer’s data (refer to #1, #2, #3, and #6 of Section 999.337 above) include the with-and-without method and the multiperiod excess earnings method.

With-and-without method: The with-and-without method estimates the value of the consumer’s data by quantifying the impact on cash flows under a “with” scenario in which all of the assets required to operate the business are in place and a “without” scenario in which all of the assets required to operate the business are in place, except the consumer’s data. The difference in the cash flows (i.e., the lost profit) is discounted to the present to calculate the value of the consumer’s data.

Multiperiod excess earnings method: The multiperiod excess earnings method measures cash flows by calculating the income attributable to the consumer’s data after appropriate returns are paid to contributory assets used in conjunction with the consumer’s data to produce cash flows, commonly referred to as contributory asset charges. Under this method, the value of the consumer’s data is the present value of the revenue and earnings generated by the consumer’s data adjusted for contributory asset charges.

Market approach: Under the market approach, the value of an intangible asset reflects the price at which similar assets are purchased or sold. The market approach may rely on sale or licensing transactions for similar intangible assets. Although not specifically identified in Section 999.337, we believe that market approach can serve as a “practical and reasonably reliable” method. However, in the valuation of intangible assets, the market approach has limitations because of the lack of reliable and verifiable market-comparable transactions or because specific asset attributes were not available to conduct sufficient levels of market research.

Cost approach: The premise of the cost approach is that a buyer would pay no more for an intangible asset than it would cost them to replace or reproduce the intangible asset. The method under the cost approach can be broadly classified as the replacement cost method.

Replacement cost method: Under this method, the value of the consumer’s data is a function of the following several components:

•Direct costs associated with recreating or replacing the asset

•Indirect costs (e.g., general and administrative overhead)

•Developer’s profit (or entrepreneurial incentive)

•Time period required to recreate or replace the asset

•Opportunity costs

•Obsolescence (if applicable)

Selecting the appropriate method to value: The selection of the valuation methodology is critical to appropriately value the consumer’s data. When thinking about the valuation of your data, it may be appropriate to consider one or more methods that fall under the three broad categories outlined above, depending on the specific facts and circumstances.



The California Consumer Privacy Act Should Be an Impetus to Value Data

Valuation has also become a protective effort for companies using certain promotional techniques ever since the arrival of the California Consumer Privacy Act (CCPA), which was enacted in June 2018, amended in September 2019, and again effective January 1, 2023, by the CPRA adopted by California voters on November 3, 2020. I was honored to represent the California Chamber of Commerce for several rounds of comments on draft regulations, which became final. Most notable of these was the six-week negotiation with the proponent of the CCPA, Alastair Mactaggart, and his consultant, Ashkan Soltani, in the fall of 2019, when Alastair proposed CPRA amendments as a ballot initiative. Many of the business-friendly terms in the CPRA came about through those negotiations.

After the CPRA amendments to the CCPA were adopted by California voters in November 2021, Alastair went on to become a member of the administrative enforcement agency created by the CPRA called the California Privacy Protection Agency (CPPA or Agency). The CPPA is the first governmental agency in the United States to focus solely on data privacy. And Ashkan went on to become the CPPA’s executive director.

I remember the eighteen thousand professionals that I trained on the CPRA amendments to the CCPA, and the shock that executives experienced when I explained to them that the CCPA, before and after the CPRA amendments, prohibits “discriminating” against consumers based on whether they opt out of the sale or sharing of their personal data since the law’s inception in 2018.

Discrimination includes (a) denying goods or services or (b) charging different prices for goods or services through discounts or other benefits, among other things.

What? We cannot offer a loyalty card in California?

Actually, things are not that bad. The CPRA makes clear that companies can still offer “loyalty, rewards, premium features, discounts, or club card programs” in California.7 The law permits businesses to offer financial incentives if “reasonably related” to the “value provided to the business [emphasis added] by the consumer’s data.”8

The CPRA regulations define financial incentives as “a program, benefit, or other offering, including payments to consumers, for the collection, retention, sale, or sharing of personal information. Price or service differences are types of financial incentives.” In order to offer a financial incentive, a business must post a Notice of Financial Incentive.

The CCPA regulations provide that the Notice of Financial Incentive should include the following elements:

1.A succinct summary of the financial incentive or price or service difference offered;

2.A description of the material terms of the financial incentive or price or service difference, including the categories of personal information that are implicated by the financial incentive or price or service difference and the value of the consumer’s data;

3.How the consumer can opt in to the financial incentive or price or service difference;

4.A statement of the consumer’s right to withdraw from the financial incentive at any time and how the consumer may exercise that right; and

5.An explanation of how the financial incentive or price or service difference is reasonably related to the value of the consumer’s data, including:

(A)A good-faith estimate of the value of the consumer’s data that forms the basis for offering the financial incentive or price or service difference; and

(B)A description of the method(s) the business used to calculate the value of the consumer’s data.9 [Emphasis added]

The CCPA regulations provide guidance on how the law envisions that “the value of the consumer’s data” to the business be calculated. Section 7081 of the CCPA regulations provides the following:

Section 7081 Calculating the Value of Consumer Data

(a) A business offering a price or service difference subject to Civil Code section 1798.125 shall use and document a reasonable and good faith method for calculating the value of the consumer’s data. The business shall consider one or more of the following:

(1)The marginal value to the business of the sale, collection, or deletion of a consumer’s data.

(2)The average value to the business of the sale, collection, or deletion of a consumer’s data.

(3)The aggregate value to the business of the sale, collection, or deletion of consumers’ data divided by the total number of consumers.

(4)Revenue generated by the business from sale, collection, or retention of consumers’ personal information.

(5)Expenses related to the sale, collection, or retention of consumers’ personal information.

(6)Expenses related to the offer, provision, or imposition of any financial incentive or price or service difference.

(7)Profit generated by the business from sale, collection, or retention of consumers’ personal information.

(8)Any other practical and reasonably reliable method of calculation used in good faith.

(b) For the purpose of calculating the value of consumer data, a business may consider the value to the business of the data of all natural persons in the United States and not just consumers.10

The California attorney general was initially the enforcer of the CCPA, and effective July 1, 2023, the CPPA also has administrative enforcement powers. Until January 1, 2023, the California attorney general’s office was required under the CCPA to provide companies with a thirty-day notice to cure violations of the CCPA. The California attorney general’s office issued a press release on January 28, 2022, advising businesses as follows:

California Attorney General Rob Bonta today announced an investigative sweep of a number of businesses operating loyalty programs in California and sent notices alleging noncompliance with the California Consumer Privacy Act (CCPA). Under the CCPA, businesses that offer financial incentives, such as discounts, free items, or other rewards, in exchange for personal information must provide consumers with a Notice of Financial Incentive.

The California attorney general office’s updated CCPA enforcement website reflects that

in an enforcement sweep, multiple businesses were found to be operating loyalty programs that offered financial incentives (including product discounts, service differences and/or reduced prices) for the collection of consumers’ personal information without posting a compliant Notice of Financial Incentive.11

The enforcement report goes on to reflect the specific compliance steps taken thereafter.

Note that if your company is operating in California, it would be worth asking whether the data has been valued. The thirty-day cure period is no longer required with the effective date of the CPRA amendments to the CCPA being January 1, 2023. Therefore, overlooking this issue could lead directly to enforcement activity by the California attorney general’s office.

Given the law in California and the enforcement that has already occurred, businesses would do well to document the value of their data for the additional reason that it might later be the subject of legal disputes, at least as it pertains to California residents.

Valuation of Data to Pay Consumers or for Taxation: Will We See This in the Future?

The idea of treating data as a pre-tangible asset is becoming not just a best practice but also may soon become a legal imperative.

With the commercialization of generative AI, lawsuits in the United States have followed. Some IP owners have sought licensing fees for copyrighted/patented material used for model training.

Technological developments might reignite discussions dating back to 2019 regarding monetizing data. For example, in February 2019, California governor Gavin Newsom announced that his team is developing a proposal for a new “Data Dividend for Californians.” It would operate on the idea that, because companies monetize consumer data for their own benefit, consumers should get a cut of the profits. The San Francisco Chronicle published an editorial the same week criticizing the idea for being overly simplistic and unlikely to succeed, which had the effect of giving the topic national attention. Community groups representing disadvantaged groups also expressed concern that impoverished communities may be harmed by such a proposal because they would be the most vulnerable to accepting money in exchange for sharing personal data, because they have a financial imperative to do so.12

First, in order for companies to pay a data dividend, they will need to know what value the data has.

Also, Assembly Bill 950, proposed in February 2019, would require that a business that collects a consumer’s data disclose to the consumer the monetary value to the business of their consumer data by posting the average monetary value to the business ofa consumer’s data, including that information in its privacy policy posted on its internet website, and also including in its privacy policy disclosure of any use of a consumer’s data that is not directly or exclusively related to the service that the consumer has contracted the business to provide, as specified. The bill would also require a business that conducts business in California, that collects a California resident’s consumer data, and that sells that data, to disclose to the consumer the average price it is paid for a consumer’s data and to disclose to the consumer the actual price it was paid for a consumer’s data upon receipt of a verifiable request for that information from the consumer. This bill would also establish the Consumer Data Privacy Commission comprising members of academia, civil society, and industry to provide guidance to the Legislature regarding appropriate metrics and methodology for determining the value of consumer data.13 [Emphasis added]

Several states have followed in California’s footsteps and have proposed laws similar to the CCPA.

Other states have passed laws similar to California’s, including Colorado, Connecticut, Iowa, Utah, and Virginia. While they do not expressly call for data valuation, time will tell whether they will be enforced in a manner similar to the California law.

Further, the American Data Privacy Protection Act (ADPPA) went the furthest any other federal proposal has before failing to be enacted in 2022. Other federal efforts may emerge that will raise the data valuation issues.

What is clear is that in the days ahead, companies will need to address this issue (i.e., valuation of data to support price/services differentials) at a minimum in California. With the fourth-largest economy in the world, this is not a state that can be ignored.

Where Is Your Data?

The CEO and board do not need to know the details of where every megabyte of data is stored. However, once you have aligned your mission with the data that is necessary to achieve it, you will want to know whether you have the data or you need to acquire it in some other way (e.g., M&A or buying the data from a third party).

Also, as a matter of oversight, you will want to ensure that your data teams understand where the data resides.

The data you need to effectuate your mission may be inside the walls of your company or may actually reside elsewhere. To understand what you have, you need a technical/governance leader—a data strategist, if you will—to report to you about whether the company has the data necessary to effectuate business goals or if it needs to acquire this data in another way.

In the short-term and long-term strategic planning, the CEO and board should list next to each goal what broad category of data is needed to effectuate the plan. Once the type of data that will help you effectuate your goals is identified, you can turn to the appropriate leader of the data team (perhaps a chief innovation officer, chief data strategy officer, or even chief trust officer) and ask whether that type of data exists in the company.

When you ask this question, don’t be surprised if no one knows. This is your opportunity as a leader to get on top of issues to ensure that you are maximizing value by focusing on collecting data that is mission and value driven. Doing so will accelerate goals and also minimize risk by allowing the company to see where they could minimize risk and storage costs by getting rid of the data that is not needed. This process is called, in legal terms, a “data inventory” or “data map.” You want to make sure your company has one so that data can be optimized. In addition, many regulators and judges look poorly on companies stockpiling data that nobody needs or is using.

In the likely event that an enterprise data map does not exist, ask the questions to get this done as a priority.

For a large enterprise, it is a good idea to ask your data team whether they have looked into using privacy engineering tools to get a data map in place. There should also be focused conversations with various teams across the enterprise in order to understand exactly what data is being developed, purchased, collected, or otherwise processed that aligns with strategic needs. After undertaking this exercise, some companies have identified redundancies within the enterprise, such as multiple divisions purchasing the same data repeatedly or behavioral marketing data maintained for years when its usefulness was only ninety days.

The types of data collected and where it resides will depend on the nature of the business. For example, while the launch of fully autonomous vehicles is currently delayed by regulation and technical issues, the sensors that are used to facilitate automated vehicle technology are already in place and in use in many vehicles. Smart vehicle sensors not only ingest street names and curbs to facilitate machine learning and avoid accidents, but they also capture data in the surrounding areas, which could include images of persons (although not linked to names or other identifiers), addresses, and other information. Similarly, the sensors in smart streetlamps facilitate videos of streets. (These videos can be useful for law enforcement to prevent crime, but they can also be used for purposes that raise privacy and ethical questions. For example, in the United Kingdom, there are over seven million CCTV cameras for surveillance, and London is one of the most surveilled cities in the world, nearing one million CCTV cameras.14)

Smart cities are already in existence in the United States. Los Angeles leads among US cities with efforts such as its Open Data initiative, which shares eleven hundred datasets for the purpose of empowering individuals, companies, and nonprofits to make their own improvements to city life.15 It has also entered into public-private partnerships with the likes of AT&T to make disaster preparedness and public safety improvements.16

In 2018, twenty-two cities were selected to participate in a smart city collaborative focused on the development of smart technologies relating to transportation wherein everything from automated vehicles to Wi-Fi in public transportation will be explored.17 A report was issued about best practices the year after. Smart city initiatives are underway around the world.

•Singapore has been recognized for “contactless payment technology” and its digital health system, in addition to the use of wearable IoT devices for patient monitoring.

•Helsinki, Finland, has been recognized for smart city achievements through its work to reduce traffic emissions by 69 percent by 2035, the electric bus fleets, and other transportation innovations. Through smart construction, it is working toward reducing heat/energy consumption by 80 percent.

•Zurich, Switzerland, has implemented smart traffic light technology to dim lights when traffic is light, resulting in a 70 percent reduction in energy. More innovations are expected through reliance on sensors and other technology to accelerate energy savings.

•New York, New York, has garnered attention for its smart city initiative commenced in 2020 that has deployed hundreds of smart sensors throughout the city that have allowed operations such as waste management to operate more efficiently and created Wi-Fi hubs for residents.

Other such efforts are underway in certain jurisdictions in China. “Smart Longgang,” a collaboration between the Longgang district in the city of Shenzhen and the controversial ICT giant Huawei, headquartered in Longgang, is a far-reaching system that integrates devices, network, database, image, and cloud technology. It involves eleven projects aimed at enabling intelligent infrastructure to enhance the efficiency and convenience of public services and livability of the urban environment18 in one of the largest districts in China’s Guangdong province, with a population approaching two million.19

In each of the examples above, there are a plethora of public and private entities involved. For a smart city initiative, there are semiconductor manufacturers, chipmakers, sensor manufacturers, cloud storage providers, and generative AI, and new innovations thereafter will play significant roles.

The example of the smart city is provided to help you, as a CEO, board member, or leader, think expansively about the entities/players that might be involved with the collection, use, and storage of your data. This will help you ask the right questions to find out whether you have the data necessary to effectuate goals.

Who Is Responsible?

Ultimately, as we have seen in the enforcement orders, congressional testimony, and headlines discussed earlier, the CEO and board are responsible for data in the company.

As a CEO or board member, you need to know who in the company has responsibility for the critical data of the company.

It is a good idea for this information to exist in a governance policy that you approve. But if anything goes awry with the use of data, this is the first question regulators want you to know the answer to: Who is in charge of the data function?

Don’t be surprised if you get a long list the first time you ask this question.

Don’t be discouraged. This question will spur your company on a data journey to streamline the governance structure and get a handle on who is handling data at the management level.

Different divisions in the company might have ownership of different types of critical information that could impact your enterprise. For example, your data innovation team might have the data mapped for what will be used to train AI models, while your accounts payable team will have all of your vendors’ data, and the sales and marketing teams will have customer information, digital campaigns, and bounce rates. Customer care hotlines and website portals may also take in product suggestions, complaints, or compliments about products that would be helpful for future design or marketing efforts.

Who Should Collaborate?

Many companies have several people who have responsibility for data in the company. Their titles might include chief data officer, chief data strategy officer, chief innovation officer, chief privacy officer, chief information security officer, and, increasingly, chief trust officer.

Whatever the titles are in your company, as the CEO or board member, you want to ensure that they understand and can explain to you at a high level that they have a clear handle on and can identify key stakeholders involved with your company. For example, AI (used to drive innovation and revenue) is based on the development of algorithms, which in turn require models and massive amounts of data to test those models. The algorithm will only be as useful as the relevance of the data. Accordingly, AI often involves the need to inventory data that might be most useful for model development.

Many companies also inventory data as part of the foundational exercise to protect systems from cyberattacks and meet data security standards, such as the National Institute of Standards and Technology (NIST), International Organization for Standardization 27001, or Payment Card Industry Data Security Standard.20 Additionally, to comply with new privacy compliance regimes such as the EU’s GDPR, and most recently the new California Consumer Protection Act, privacy compliance and governance teams are also mapping data. This means that the same business divisions are being interviewed or surveyed multiple times for different purposes, creating inefficiencies and potentially inconsistencies.

As a CEO or board member, you want to ask the question about how the AI/innovation team is collaborating with the chief privacy officer and CISO. At the end of the day, you want a coordinated team that has a handle on the data assets in the company, and you want to ask the right questions to ensure this is the case. This might mean that resources will need to be expended to get your company to a good place. But with technology/privacy engineering tools, it is possible to have a real-time inventory that tells you what you have at all times.

It is worth pushing through to get to that goal state to unlock the power of the data and avoid pitfalls in the way of regulatory woes later.
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Artificial intelligence (AI) is the future. And the future is now. In fact, if you are just now addressing AI and its impact, you are already behind. As the pandemic has laid bare, every company is a data company, and understanding data is key to a company’s survival today and longevity in the future. Companies that did not accelerate their digital transformation during the pandemic, much of which depended on cloud computing and AI, were left weakened or did not survive.

The key to the success and acceptance ofAI, however, will be trust.

There are specific ways in which regulators, community groups, and legislators are thinking of the issue of trust in AI, which is important for business leaders to understand. This is both in the United States and across the globe. The global spend on AI was $434 billion in 2022.1 In 2023 it is projected to exceed $500 billion. By 2029 it is anticipated that the AI market size will grow to $1.4 trillion.2

CEO and Board Priorities in the Artificial Intelligence Age

As we’ve already seen, boards can no longer think of data as solely the purview of IT. This is a post-data world, and every board should be thinking proactively, not reactively, to data issues. Corporate reputations can be damaged beyond repair by missteps, mismanagement, and misgovernance.

There are essential steps that boards must take to address AI risk— and earn and keep the trust of their stakeholders. The groundswell of regulatory and legislative interest leads to the following list of priorities that boards should embrace:

1.Human oversight is key to AI success.

2.Accuracy and cybersecurity will be important to protect the integrity of the data that’s collected for the AI, as well as the algorithms’ output. Accordingly, attention should be paid to the integrity of the data that is used to train models. Attention also needs to be paid to the integrity of the data that is generated from the output, especially in the machine learning context, where the machines will be generating their own patterns.

3.Processes should be in place for testing and monitoring algorithms before they are put into the wild for general consumption. After they are in place, processes should ensure that unintended consequences do not emerge.

4.If your company is a large technology company creating generative or other AI offerings as a service, take care to conduct an antitrust analysis. Increasingly, US regulators are focused on whether there is anticompetitive deployment of AI. The antitrust analysis can help companies protect themselves against monopolization charges based on AI.

5.Make sure to update testing and to verify accuracy even after routine changes have been made to systems, such as operating system changes or software changes.

6.Ensure that a diverse team works on the development of the algorithms, the training of the data, and the decisions about what data should be used to train models. Diverse teams should be involved in the protection of the systems, including technical controls as well as governance. This will help insulate the company from claims that it has not considered and embraced diverse perspectives.

Before going into the legislative proposals, it is important to have a basic business understanding about how AI technology works. This chapter will offer a nontechnical description of how AI operates that is geared toward the business leader. Then it will explore legislative developments and trends and key takeaways for companies to incorporate in their day-to-day practices so that business leaders can understand these principles in order to ensure they are occurring properly within their respective companies. Finally, this chapter will offer a detailed and important look at the global ramifications of corporate digital policy.

AI Explained for the Nontechnical Business Leader

Many data scientists and other scholars have laid out in technological detail how AI works. For the purposes of this book, we want to give leaders an overview of the basic concepts necessary to understand how AI impacts businesses, clients and consumers, stakeholders, and more.

First, and perhaps surprisingly for some, AI involves humans. Even Hal in 2001: A Space Odyssey was first birthed in a lab. AI often starts with data scientists attempting to prove a hypothesis.

A good way to think of traditional AI is as follows. The initial question or problem is what the data scientists are trying to prove. An example might be whether CEOs who read this book will be more knowledgeable about data leadership in five years. The question to be proved/the hypothesis could be thought of as the “numerator” of a fraction. The denominator is all of the data needed to determine if there is any correlation between reading this book and being a data leader in five years. The data in the denominator is often referred to as “big data.” Imagine if there were a data lake of every CEO in the next five years and how they lead through major data crises, whether it involved data privacy, cybersecurity, algorithmic bias, antitrust, or other issues. This lake of data (denominator) would be used to feed into the numerator (“model”) to determine the correlation. The algorithm is the result of the relationship of the CEOs who read the book and those who managed data crises well. While the algorithm is just a percentage (e.g., 100 percent), it is the result of the correlation between the data (i.e., those CEOs who read this book) and the hypothesis (those who would manage data crises well). In this hypothetical the algorithm would be 100 percent! More broadly, AI runs iterative processing algorithms on large datasets to learn patterns and regularities that, with each round of processing, enable it to develop more skill and predictive capabilities based on tests of these patterns.

Machine learning is when the data scientist allows machines to determine whether there are other factors that correlate, such as the CEOs listening to my podcasts or other correlations that might have not been part of the original hypothesis. Sometimes, the machines will see other correlations, such as the CEOs who were great data leaders, read my book, but also wore green shirts on Fridays. The different and additive correlations that may not have been hypothesized at the inception by the original data scientists are the results of machine learning.


Machine learning: A branch of artificial intelligence (AI) and computer science that focuses on the use of data and algorithms to imitate the way that humans learn, gradually improving its accuracy.3



Generative AI is powered by deep learning and has been around for decades. The commercialization of generative AI in 2023 in the form of chatbots that the public could generally interact with has been described by many as “transformative,”4 a “game changer,”5 and a “Promethean moment.”6

Generative AI uses deep machine learning to operate more like the human brain. Specifically, generative AI is based on “neural networks” (i.e., complex computer systems that learn skills by analyzing data).7


Generative AI creates content by using “neural networks"—i.e., complex computer algorithms that learn tasks by analyzing vast amounts of data.8



At some point in the process, humans are needed to train AI models. For example, research scientists provide generative AI models with training data (e.g., the internet). Prior to generative AI, content moderation for social media required people to help identify what images represent. This involves people, often in a developing country, reviewing images and tagging them with associated nomenclature so that the model can recognize the content. This work can come with all-too-human impacts. Workers in Kenya have brought a lawsuit against one social media company for post-traumatic stress disorder experienced by workers who spent hours reviewing violent, pornographic, or other socially undesirable content in order to facilitate content moderation for the platform.9

Subchapter 9A: How We Use Artificial Intelligence

AI has resulted in many benefits to society, in addition to profits for companies. It is used in big ways and small and in all aspects of our lives (sometimes without us even realizing it). The following are some use cases to give a sense of the scope of AI in our world both pre- and postcommercialization.

Generative AI Use Cases

The technology for generative AI was in existence long before it took the world by storm in the fall of2022. However, OpenAI’s November 30, 2022, launch of ChatGPT captured attention primarily because it became available broadly to the public. By the first quarter of2023, nearly all of the major technology companies announced the development of commercial offerings for generative AI offerings.

As set forth in the introduction to this book, the postcommercial availability of generative AI is creating a world of possibilities that are just at their nascence in terms of advances that can be achieved in the areas of healthcare, industrial planning, education, finance, retail, and nearly every sector of our daily lives. These developments are only at their beginning stages because the neural networks can learn training data to create fresh content. Generative AI use cases range from cancer research to computer code development to marketing copy creation to asset management predictions, and much more.

Companies are using generative AI for the following types of internal operations:

•Customer service10

•Cybersecurity/fraud management11

•Digital personal assistants12

•Customer relations management13

•Inventory management14

•Content production15

•Product recommendations16

•Accounting17

•Supply chain operations18

•Recruitment and talent sourcing19

•Audience segmentation20

•Other AI use cases21

In addition to the generative AI use cases that are at their inception as described above, there have been uses of AI that have been established over the years. Some examples of those preexisting use cases are below.


Agriculture

Microsoft 4Afrika program partnered with AGRA, the World Bank One Million Farmers campaign, and agriculture ministries across Kenya, Nigeria, South Africa, and Egypt to accelerate digital transformation and drive impact in agriculture through policy initiatives, a chatbot to help farmers, and developments in water forecasting using AI and Microsoft Cloud.

AI has been used in agriculture for predictive analysis (best time to plant crops, pricing forecasts), analyzing pesticide use, soil analysis, and more. For example, CattleEye, an AI agriculture company, uses AI to monitor cattle behavior and health via camera and computer vision algorithms.22


Healthcare AI Use Cases

COVID-19 Vaccines and Responses

AI played an important role in COVID-19 vaccine development,23COVID-19 contact tracing via mobile devices,24 and managing supply chains for food and other essential supplies.25 The World Health Organization (WHO) has established both a Department of Digital Health and Innovation and the WHO Hub for Epidemic Intelligence,26 recognizing that healthcare and pandemic response will be intrinsically linked to AI now and in the future.

Artificial Intelligence and Specialized Healthcare

Artificial intelligence is integral to health services today. It is seen in robotics in the operating room. (Over sixty-seven hundred da Vinci robots are in use in hospitals around the world.)27 EHRs are a part of medical care today, but EHRs remain time-consuming for doctors and hospital staff. AI can help streamline processes for EHRs. AI is increasingly used as a diagnostic aid and also to compensate for healthcare provider shortages in rural areas of the United States and in developing economies.

For example, M’Care, a Nigerian company, is an offline and online mobile health assistant designed to help community health workers provide care to patients in low-resourced communities.28These community health workers are volunteers with literacy skills, and they link their communities to the nearest primary healthcare centers. They administer free drugs and vaccines, conduct healthcare sanitation exercises, manage primary diseases, and are the first to spot a potential epidemic through their outreach. With the guidance of the AI-driven health assistant, they are able to perform triage and get helpful advice to patients who do not have the means or access to a doctor.

Financial Services AI Use Cases


The financial services industry takes advantage of AI in everything from analyzing loan risks to fraud detection to customer service. It helps streamline processes as well as doing what AI does exceptionally well: notice patterns.

Anti-Money Laundering and Reducing False Positives in Fraud Detection Processes

AI is being used to identify patterns within historical data that may point toward money laundering, which helps the bank stop payments before they violate regulations. Financial institutions are also using AI vendors to enable the technology.29 AI software analyzes the sources and destinations of customer payments to make sure the funds are coming from legitimate sources.30

For example, several British financial institutions were victims of a money laundering scandal that was called “the Global Laundromat.”31In response, and to combat money laundering and other fraud, AI is being used to identify “complex fraud patterns and cut down on the number of false positives by consolidating large volumes of data, such as geolocation tagging, IP addresses, phone numbers, usage patterns, etc.”32 AI can also provide linkage detection between “accounts, customers, and related parties … identify insider trading and bribery by analyzing multiple sources of information including emails, phone calls, messaging, expense reports, etc.”33

Customer Service

Financial institutions are using AI-powered virtual agents (chatbots, voice, etc.) to assist with customer issues. These intelligent virtual agents (IVAs) interact with customers online to resolve issues. The IVA solution uses advanced conversational AI to understand languages, accents, and dialects. It can also pinpoint the intent of a call by making sense of the customer’s word choices, meaning customers can speak using their own communication style and be understood. Some of these advances are being driven by smartwatches, laptops, GPS devices, smart homes, and even cars that now respond to and learn from oral/speech commands, enhancing the development of AI that understands and reacts to human speech.

Quantitative Trading

Banks are using experts to collect, clean, and organize more than 150 million data points—both publicly available data and proprietary data—to train the AI model called the Predictive Intelligence Analytics Machine (PRIAM). The PRIAM predicts the best investors for a deal based on the equity offering details, historical deal participation, trading and client touchpoint information, and market data. The PRIAM uses a network of supervised machine learning algorithms to understand relationship trends between equity capital market deals and investors.

Expert Matching

Many major financial institutions have entered into a strategic partnership with an AI analytic provider to help their customers make better, more informed investment and business decisions. The idea is to use more AI and data analytics to drive banks’ digitization. The company uses machine learning algorithms and AI to index individuals based on their experience and expertise to match users with subject matter experts on its platform for a variety of engagement formats, from a quick conversation to consulting project, to make knowledge sharing faster and easier than ever. It matches investment clients with vetted experts.

Complaint Management

Banks are incorporating AI and machine learning initiatives to accelerate operations, streamline services, and enhance customer experiences. The AI uses feedback connections to process data and extract intent from the phrasing pulled from the data to determine best courses of action and to move quickly on them. The AI uses long shortterm memory in natural language processing and spoken language understanding.

AI has also been used in financial services to advance asset management and credit and loan offerings (which highlights the need to guard against bias in AI).

Cloud Computing Use Cases: Insights/Analytics

Major cloud providers are applying AI to drive insights and act on their customers’ behalf by understanding and interpreting their needs using natural methods of communication.34

The more data being fed into the cloud computing model by utilizing AI enhances prediction, including accuracy. In addition, AI improves data management and organization itself.

AI and software as a service (SaaS) are increasingly integrated today in all aspects of commerce. “This benefits businesses in the areas of customer service, personalization, and security. This combination helps businesses to provide more functionality and value to clients. The AI and SaaS integration allows enterprises to track consumer behavior, demand and thus, provide better service.”35

AI also reduces errors (and the subsequent costs of human error), enables faster decision-making, and increases security. For example, AI “reduces unauthorized access and human errors along with detecting and blocking unusual events or interference.”36 One global enterprise cloud provider reflected that its strategy involved investing in its infrastructure to have a comprehensive cloud solution that included AI-based security.37

Recruiting/Employment

AI has been used to help employers prescreen applicants, as well as source talent for job openings and ascertain criteria for successful candidates. According to the American Bar Association, “The Equal Employment Opportunities (EEOC) Chairwoman, Charlotte Burrows, said that more than 80 percent of employers are using AI in some form of their work and employment decision-making. And with the move towards remote hiring and work spawned by the COVID-19 Pandemic, federal, state, and local governments are racing to keep up with regulations to address AI’s proliferation in the workplace.”38The algorithms can analyze resumes and even predict future job performance. However, as we will discuss in the next section, there must be great care taken to avoid bias.

Subchapter 9B: AI and Bias Risk

While the use cases for AI cross all sectors in our lives, there is increasing concern among regulators and the public about unintended consequences associated with AI, such as inaccuracy (e.g., “hallucination” and bias) and anticompetitive uses.

This has led to legislative and regulatory efforts to impose accountability and governance in the realm of AI pertaining to the fairness and accuracy of algorithms.

Let’s briefly look at three real-life examples.

1.Racism in healthcare. One well-known bias example was an algorithm that processed the data of two hundred million people in US hospitals. One piece of data the algorithm used was healthcare cost in the history of patients. This was found to skew in favor of White patients over Black patients in terms of providing additional care.39

2.One rather famous case involved an algorithm called COMPAS (Correctional Offender Management Profiling for Alternative Sanctions), which was used to predict which prisoners were likely to reoffend. False positives for Black prisoners were nearly double those of White offenders.40

3.A titan of e-commerce was found to have a bias against women in its employment algorithms. This was based on a decade of resume data—which favored men because more males had applied for jobs over the previous ten years than women.41

These biases were the unintended consequences ofAI. Yet they can be devastating to these companies’ public reputations and to the sense of fairness and nondiscrimination for which they strive. This makes algorithmic fairness—to counteract algorithmic bias—a key data issue for corporate leaders to tackle. This section will outline developments in the United States, European Union, United Kingdom, Brazil, and Africa that are most important for business leaders to know.

There are two caveats before we go into the details. The first is that no matter what I write and present here, tomorrow there will be new developments. That is the speed at which the issues around data security and ethics, AI, etc., are evolving. The second is that some of this is technically dense “legal speak.” Nonetheless, there are broad trends that are discernable in the over four hundred pages of legislative proposals that were introduced between November 2022 and January 2023 alone. The legal nitty-gritty is provided in the following text below to help you realize it is absolutely imperative for you in the C-suite and other decision-makers to be fully aware of the importance of trust (hence the title of this book!) and data ethics. To make it easier to digest, I have included the key takeaways first before diving into the reasons for them.

Subchapter 9C: Questions the CEO and Board Should Ask of the Data Teams Regarding AI

Based on the legal developments around the globe described below, I have pulled together this “cheat sheet” for the questions every CEO and board member should ask regarding the use of generative AI in their company. These questions are mapped to the governance best practices outlined in the hundreds of pages of legislation introduced around the world. As a CEO or board member, you should request a briefing on AI uses in your company and cover the following questions:

•How are we using AI?

•Have we segregated training data so we know the provenance of the data used to train our model?

•Are we using protected data to train the model that can be subject to opt out or removal requests?

•How are we testing, monitoring, and auditing for accuracy, fairness, elimination of bias, and privacy, separate and distinct for cybersecurity, product safety, IP, and antitrust considerations? Are our testing, monitoring, auditing, and mitigation efforts reflected in our logging and metadata emanating from the AI system itself?

•How can we review and approve governance policies for AI that include human review by management?

•Are we developing AI in accordance with putative legislative and regulatory expectations? Are we mapping our governance to the draft EU AI Act?

The reasons to ask these questions are laid out in the detailed summary I am providing of the legal developments to date. Note that in summarizing the legal trustworthy AI draft legislation, I can say from experience, with similar paradigms in the privacy world, that once a tsunami of legislation continuously calls for the same types of protections around the world, it is rare that less governance will be contemplated by regulators.

What this means for you as a CEO or board member seeking to build a culture of trust is that it is better to build your AI in accordance with regulator expectations from the outset rather than spend potentially trillions of dollars investing in AI that will be deemed noncompliant five years later.

Subchapter 9D: Global Artificial Intelligence Governance Developments

Warning: most of this subchapter goes into great detail to explain the synergies in AI legislation that is pending around the world. My point in doing this is so that you can appreciate the commonality in the various legal frameworks under consideration in seventy-six countries and six continents. Do not worry! I am not going to lay out the details of all the legislation, and to give a sense of the highlights, the subchapter titled “AI Overview—What You Need to Know about the Synergies in AI Draft Legislation around the World” distills the key things that every CEO and board member needs to know about the way legislation is being framed because it will impact the governance that you decide to apply. For those of you who relish the details, the remaining subchapters will dive into granularity to help you appreciate the similarities that exist around the world. If you have stayed with this so far, join me on a journey of AI legislation around the world!

Subchapter 9D-1: AI Overview-What You Need to Know about the Synergies in AI Draft Legislation around the World

At this particular juncture in our examination, it is essential to take a moment to more fully consider the AI legal frameworks that are currently pending in seventy-six countries and across six continents. (That’s their current status as of the time of writing, but their number and the jurisdictions that they cover will certainly increase in the near future.) Specifically, my intention here is to facilitate C-suite executives and board members in connecting the dots between these myriad legal frameworks and both the increasing focus on board and C-suite accountability, as well as various aspects of the SEC’s adoption of amendments to its cybersecurity rules. (Both of these individual elements are discussed in greater detail in chapter 4.)

In addition, it’s imperative to highlight several facets of these trusted legal frameworks because important details may not yet have come to your attention due to the voluminousness of the regulatory language currently under consideration. In total there are currently more than three thousand pages of relevant draft legislation, and it’s completely understandable that most C-suite executives, board members, and their legal counsel would not yet have had the opportunity to wade through all of these various provisions. For my part, however, I’ve read every single page as part of my research for this book and in preparation for the Digital Trust Summit that I founded at the Watson Institute at Brown University in March 2023. Suffice it to say that I’ve done this advanced reading so that others don’t have to—at least not yet!

Because of this, I’m uniquely able to distill from all of these pieces of legislation exactly what CEOs and board members need to know now about the trusted AI legal frameworks that are in the offing.

First, it’s important to comprehend the sheer volume of draft legislation that currently exists, not just in the EU but also on six different continents and in seventy-six countries. This sits on top of the existing (less comprehensive AI laws) in 127 countries that are already in place, having been enacted since 2016.42

Second, among the nations drafting regulations to govern AI, the United States led the way. Largely inspired by the commercialization of generative AI, at the time of this writing there were 146 state and federal bills pending in state capitols and the US Congress in the first half of 2023.

Third, you need to know that substantial similarities exist among the vast majority of these legislative measures. As I’ve mentioned previously, between preparing for the Digital Trust Summit, researching this book, and doing my own legal practice, I have spent the better part of a year performing a deep dive on these provisions, comparing and contrasting them at the most granular of levels. In doing so, one of our most important takeaways has been the discovery of these overriding patterns existing among even the most diverse points of origin.

There are certainly numerous explanations for these commonalities. To begin with, although this technology might be bleeding edge, these aren’t new ideas or concepts. To the contrary, these trusted AI legal frameworks have been contemplated and in development by governments around the globe, in conjunction with research scientists, for a relatively long time, since at least 2017.43 This expenditure of time has created an ample opportunity for the governmental regulators and the AI research scientists to reconcile and (generally speaking) align their intentions and goals. This, in turn, combined with the rapid commercialization that is occurring with generative AI, has produced unprecedented legislative action in pushing forward this mass wave of draft legislation in 2023.

Over the course of my practice, I have, of course, learned that mapping pending legislation must be undertaken with a significant degree of restraint and reservation. Nevertheless, I have also discovered that with careful and deliberate examination, which is what I applied to the Web 1.0 and 2.0 privacy trends, it is possible to get ahead of the curve. That is, when you have a tsunami of draft legislation that is all in accord on certain core criteria, as is the case with the current AI provisions being deliberated and considered, it only makes good sense (and better business) to future-proof your digital activities by mapping those legislative trends into a reasonably predictable future. And it’s for that reason that I want to address in some degree of depth just what the “trusted AI” legal frameworks say in those seventy-six countries and across six continents.

In breaking down these significant similarities, it’s very important for our C-suite, board, and in-house communities to understand that one of the most obvious similarities among these regulatory efforts is that the vast majority do not attempt to legislate by dealing with the AI technology in the abstract. To the contrary, these legislative provisions almost uniformly hone in on the particular use case and trigger governance with that very specific focus and intention.

Of particular importance, the vast majority of these efforts call for a ranking of risk according to the categories of prohibited uses,44high risk,45 minimal risk,46 and low risk.47

For a more thorough discussion and additional examples of prohibited and high-risk cases and criteria, please refer to AI chapter appendices A-B at the end of this chapter. For example, there are at least fifteen prohibited AI use cases in the EU’s draft legislation. (See AI chapter appendix B for the full list of all use cases.) It’s critical that enterprise leaders and their legal counsel familiarize themselves with this content in order to assess whether one of the AI use cases under development in their company comes under any of these categories of prohibited activity.

Within the high-risk category, there are over fifty specific use cases that are referenced in the trusted AI legal frameworks, plus a catchall clause that contemplates what might be materially impactful to the psychological or physical well-being of individuals (See AI chapter Appendix B for a list of sample use cases, and see my website for an up-to-date list).

Because of this broad scope, analysis within the enterprise’s executive suites and boardrooms needs to happen as a team and with a focus on that team effort.

As a first step, the board and CEOs will want to ensure that the AI governance teams are identifying each and every use case, including a ranking of the same. In so doing, it should be firmly understood by all that each of these levels has very technical definitions about what constitutes prohibited, high, minimal, and low risk and examples in each of them. Fully identifying and accurately labeling each use case accordingly are critical at this stage of the process.

In the event that high-risk use case profiles are identified, the prevailing trends that I’ve identified strongly indicate that regulators and legislators intend to see licensors of AI models (referred to as “providers” or “developers” in many of the draft laws) as well as licensees (or “deployers”/“users”) make sure that their enterprises are following a seven-step AI governance program, as follows:

Step One: Confirmation of High-Quality Data Use

The first step in the process is to determine whether any of the developing projects utilize high-quality data. Please be aware that this will be a specifically defined term in each piece of legislation, and special attention will need to be paid to the exact language of those applicable provisions. But at a high level and for the purposes of this discussion, “high-quality data” generally means that the data you are using for high-risk AI is relevant and material to the exercise. Again, keep in mind that in real-world applications, there may be specific additional factors that will need to be considered, but for brevity’s sake, this comment will suffice for these immediate purposes.

Step Two: Continuous Testing, Monitoring, and Auditing48

Once identified, the second step is to ensure there is continuous testing, monitoring, and auditing, pre- and postdeployment of the high-risk AI, in the following areas: (1) algorithmic impact or fairness/ bias avoidance49; (2) IP50; (3) accuracy51; (4) product safety52; (5)

privacy53; (6) separate from privacy, a separate testing on cyber54; and (7) antitrust.55

The US SEC adopted Final Rules for Cybersecurity Risk Management, Strategy, Governance, and Incident Disclosure in July 2023. The Final Rules require less granular disclosure for annual report filings than originally proposed. The streamlined 106(c)(1) for Form 10-K filings require that registrants describe

•the board of directors’ oversight of risks from cybersecurity threats and, if applicable, identify any board committee or subcommittee responsible for the oversight of cybersecurity risk, and

•if applicable, the processes by which the board or the applicable committee is informed about cybersecurity risks.

(A more detailed discussion of these developments is included in chapter 4.)

As discussed above, the trusted AI legal frameworks are calling for testing of high-risk AI in the area of cyber. As part of their oversight role, will boards want to ensure they are receiving cyber reports regarding high-risk AI?

The EU Draft AI Act is likely to be adopted in Q4 2023. Boards might wish to understand the following:

1.The examples of high-risk use in the jurisdictions where the company is deploying AI

2.Whether the capacity for testing, monitoring, and auditing exists within the AI systems themselves

Step Three: Risk Assessment56

Third, there needs to be a risk assessment based on the predeployment testing, auditing, and monitoring.57 This risk assessment needs to be reflected in both the logging and the metadata of the AI system itself. In addition, all mitigation efforts need to be logged there as well.

Obviously, this means that it isn’t the best course of action for an enterprise engaged in these sorts of operations to wait until after everything is built to then break in the capacity in order to conduct the required testing. Instead, C-suite executives, board members, and their legal counsel need to establish close communications with the enterprise’s AI governance team to ensure that the necessary measures for soon-to-be required testing, auditing, and monitoring are in place and have been kept current in order to future-proof the AI.

Step Four: Technical Documentation58

It is important to factor into operational strategies that these required testing, monitoring, auditing, and mitigation measures need to be appropriately documented and reflected in the AI technical system itself.59

Admittedly, there’s some degree of distinction when comparing the granular fine points of these trusted AI frameworks; for example, Singapore, the EU, Australia, Canada, and many of the other jurisdictions are contemplating these measures. But the common bottom line that runs uniformly through them all is that the capacity to test is essential, and the leaders of every enterprise need to discuss these crucial concerns with their entire AI governance teams.

In addition, this same team needs to make sure that they are generating and maintaining all of the required technical documentation of the tests that have been run, the mitigation steps that have been taken, and the continuous monitoring process that is expected to be present in the AI system itself.60

On the one hand, for the providers of the AI and their use cases, which are general, and on the other hand, these draft pieces of legislation that are being put forward all around the world and are synergistic are all calling for the users, licensees, and deployers of AI to conduct their own testing, auditing, and monitoring.

For those who are licensing large language models, in order to be able to develop their own customized use cases within the enterprise, they need to make sure that their IT teams and the technical professionals who are programming high-risk AI have enabled the ability to conduct the requisite testing within the AI system itself. But more than that, even after initial testing has been completed, there need to be systems in place to ensure that continuous monitoring and auditing exists within the AI system itself so that the logging data and metadata reflect the continuous testing, monitoring, mitigation, and auditing considerations that have been discussed above.61

Obviously, a degree of coding is necessary within the AI system to be able to perform these required functions of testing, monitoring, and auditing, but the expense to include these features while still in the building phase is relatively negligible. It should be noted, however, that the expenses related to incorporating these features after these AI-customized systems have already been built can prove to be a much more expensive proposition.

For that reason, it is important that C-suite executives and board members direct their collective attention to these technical matters because in Q4 2023, they will come into effect and remain in force thereafter. And that’s not the optimal time to take these matters under consideration. When these provisions that are just now being proposed are finally codified and the laws become final, these enterprises will face the obligations we’ve discussed, and that will be well past the optimal time to make strategic decisions in this regard if the systems and the tech components are already built.

A more detailed up-to-the-moment discussion of these issues can be found at my website: dominiquesheltonleipzig.com.

Step Five: Transparency62

The licensors and licensees of high-risk AI will be expected to be transparent with end users regarding the capabilities and limitations of the AI. In addition, the systems will need to be explainable to a third-party auditor or regulator if necessary. The fifth consideration is that whatever an enterprise may learn based on this required testing, monitoring, and auditing, taking into consideration the risk mitigation measures discussed in step 4, it is likely to be subject to what the pending trusted legal AI frameworks are calling for in terms of transparency to customers/users that they are interacting with AI and the relative degree of the AI’s abilities.

Keep in mind that this is evolving technology, so the reason for the transparency is to give adequate notice to the users (a) that they’re interacting with an AI, (b) the relative abilities and deficiencies of the AI, and (c) that third-party auditing can be conducted. Accordingly, almost all of the pending legislation contemplates a degree of transparency with that kind of information.

Step Six: Human Oversight63

In addition to the technical processes described above, these trusted AI legal frameworks also intend that there is a degree of human intervention involved to correct deviations from expectations as close as possible to the time they occur. This human oversight can protect the brand in real time and prevent things such as product safety issues from festering for months before an annual audit occurs.

For example, consider a hypothetical scenario involving a board member or the CEO of a health app. If real-time testing or monitoring were to reveal that the high-risk AI use for their medical app has departed from the product safety parameters set by the AI governance team, they would certainly want to be assured that a “human” AI research scientist/engineer from within their company would have the ability to adjust the AI model to bring it back into the safety parameters the company has set.

Under these hypothetical circumstances, the board members and executives would certainly want to know whether there is a dashboard or some other notification system in effect to sound the equivalent of an alarm—bing, bing, bing, bing, bing—to notify the AI governance management team that “AI has left our parameters for testing and is now in an area that we predetermined is not safe for use.” In this way, those individuals programming the AI and the AI governance team can be alerted in real time to make the necessary adjustments to bring the AI back on track as soon as possible and consistent with the goals that the brand would want to put forward.

Step Seven: Fail-Safe64

In the event that the AI cannot be restored to the approved parameters set in the testing phase, the trusted legal AI frameworks share a clear intention to make sure that there is a fail-safe in place to kill the AI use if remedial mitigation steps cannot be effectuated.

There is obviously a need to explore and discuss these factors in greater detail and at a more granular level so that all of the ramifications can be examined more sufficiently. In the meantime, this summary of opinions about the proposed legal frameworks will provide necessary, actionable information to empower board members and CEOs to be able to make well-informed risk, opportunity, and avoidance decisions.

Appendix: 9D-1A to AI Overview Subchapter

Examples of Prohibited AI

1.Real-time and “post” remote biometric identification systems in publicly accessible places are prohibited.

2.Continuous AI surveillance in public accommodations is prohibited.

3.Continuous monitoring systems should not be used in public educational institutions.

4.Continuous monitoring systems should not be used in physical or digital workplaces (regardless of employment status).

5.Continuous monitoring in housing or in other contexts where the use of such surveillance technologies is likely to limit rights, opportunities, or access is prohibited.

6.Continuous monitoring systems should not be used in public accommodations.

7.Continuous surveillance and monitoring systems should not be used in a way that has the effect of limiting access to critical resources or services or suppressing the exercise of rights, even where the organization is not under a particular duty to protect those rights.

8.AI using subliminal techniques to distort behavior likely to cause physical or psychological harm is prohibited.

9.AI that deploys subliminal techniques beyond a person’s consciousness in order to materially distort a person’s behavior in a manner that causes or is likely to cause physical or psychological harm is prohibited.

10.AI that exploits vulnerabilities based on age, physical, or mental disabilities is prohibited.

11.AI for social scoring is prohibited.

12.AI surveillance relating to the exercise of democratic values (e.g., voting) is prohibited.

13.AI group identification that triggers further AI surveillance is prohibited.

14.AI that categorizes natural persons by assigning them to specific categories based on sensitive data is prohibited.

15.AI intended to detect emotional state is prohibited.

16.AI resulting in algorithmic discrimination is prohibited.

17.A deployer shall not use an automated decision tool that results in algorithmic discrimination.

Appendix: 9D-1B to AI Overview Subchapter

Examples of High-Risk AI

1.Health

2.Family planning and care

3.Employment

4.Education

5.Criminal justice

6.Personal finance

7.Data and metadata pertaining to an individual in a sensitive domain

8.Data and metadata generated by technologies used in a sensitive domain

9.Data and metadata that can be used to infer data from a sensitive domain

10.Sensitive data about an individual includes the following:

[image: sq]Disability-related data

[image: sq]Genomic data

[image: sq]Biometric data

[image: sq]Behavioral data

[image: sq]Geolocation data—data related to interaction with the criminal justice system, relationship history

[image: sq]Legal status such as custody and divorce information

[image: sq]Data concerning home, work, or school environmental data


[image: sq]Data that could have the reasonable potential to be used in ways that are likely to expose individuals to meaningful harm, such as a loss of privacy or financial harm due to identity theft

[image: sq]Data and metadata generated by or about those who are not yet legal adults is also sensitive, even if not related to a sensitive domain. Such data includes, but is not limited to, numerical, text, image, audio, or video data.

11.AI systems used to evaluate the credit score or creditworthiness of natural persons

12.Machinery, toys, lifts, equipment, and protective systems intended for use in potentially explosive atmospheres

13.Radio equipment

14.Pressure equipment

15.Recreational craft equipment

16.Cableway installations

17.Appliances burning gaseous fuels

18.Autonomous robots

19.mHealth

20.Medical devices

21.In vitro diagnostic medical devices

22.AI regarding the operation of critical infrastructure

23.AI relating to education or vocational training

24.AI for employment

25.AI impacting democracy, the rule of law, and the environment

26.Catchall: AI adversely impacting fundamental human rights

27.Dignity

28.Respect for private and family life

29.Protection of personal data

30.Freedom of expression and information

31.Freedom of assembly and association

32.Nondiscrimination

33.Consumer protection

34.Workers’ rights

35.Rights of persons with disabilities

36.Right to an effective remedy and to a fair trial

37.Right of defense and the presumption of innocence

38.Right to good administration

39.Rights of children contained in Article 24 of the EU Charter and in the United Nations Convention on the Rights of the Child

40.Sensitive data

41.Judicially approved remote biometric monitoring for law enforcement purposes

42.Any other AI use case that could substantially adversely impact physical or emotional health of humans

Subchapter 9D-2 Europe: Artificial Intelligence Developments


The EU’s AI developments have focused on the draft AI Act and the Digital Services Act (DSA). The preexisting rights for individuals to object to automated decision-making under privacy law (GDPR) remain intact.

Subchapter 9D-2A: EU Draft Artificial Intelligence Act-Overview

At the time of writing, the European Union is on the cusp of enacting an Artificial Intelligence Act. The European Commission created a version of the draft AI Act on April 21, 2021, and the European Council proposed amendments to same on December 6, 2022. On May 11, 2023, after much debate, two committees of the European Parliament announced their proposed compromise text for the EU Parliament’s adoption. On June 14, 2023, the European Parliament voted to adopt the compromise text. This makes the legislative governance of AI in the EU a certainty.

The draft AI Act now moves into a process called “trilogue,” where the EU Commission, EU Council, and EU Parliament versions are molded together to form the new law. By the time this book is published, it is likely that the final law will have been already adopted (or will be very close to adoption). The key provisions are discussed below from the EU Commission, EU Council, and EU Parliament separate versions so that you as a CEO or board member can understand the perspectives and appreciate how unlikely it is there will be substantial deviation from this framework in terms of the final enforcement of AI in the EU. The other reason the key provisions are discussed below as well is that the various iterations have already influenced legislative drafting on six continents, spawning over three thousand pages of draft legislation, including in the United States. So it is important to understand that the world is generally following this format for AI governance in one form or another. More importantly, it is important for boards and CEOs to understand that the use and development of AI is on the radar of the EU, and regular questions around legal compliance need to be posed.

Here are some key overarching things to know.

The EU Parliament’s version of the draft AI Act contains penalties of up to 7 percent “global turnover” (i.e., gross revenue) for bias based on social/economic status of individuals; this is up from 6 percent proposed in the EU Council’s version.65 Notably, the AI penalties will be larger than the GDPR’s highest fine levels of 4 percent global turnover, which have resulted in companies facing fines or have resulted in fines totaling over EUR 4 billion.66

For boards, AI is very much about integrity and trust—but also the bottom line.

The draft AI Act applies to the following:

(a) providers placing on the market or putting into service AI systems in the Union, irrespective of whether those providers are physically present or established within the Union or in a third country;67

(b) users of AI systems who are physically present or established within the Union;68

(c) AI providers and users ofAI systems who are physically present or established in a third country, where the output produced by the system is used in the Union;69

(d) importers and distributors of AI systems;70

(e) product manufacturers placing on the market or putting into service an AI system together with their product and under their own name or trademark;71

(f) authorized representatives of providers, which are established in the Union;72

European Commission’s Version of the EU Draft Artificial Intelligence Act (Proposed April 21, 2021)

1. Trust Is a Focus

The European Commission’s draft of the AI Act was proposed on April 21, 2021. It reflects that the impetus behind the EU’s draft AI Act is, in essence, trust. The proposed regulation states,

The White Paper sets out policy options on how to achieve the twin objective of promoting the uptake of AI and of addressing the risks associated with certain uses of such technology. This proposal aims to implement the second objective for the development of an ecosystem of trust by proposing a legal framework for trustworthy AI. The proposal is based on EU values and fundamental rights and aims to give people and other users the confidence to embrace AI-based solutions, while encouraging businesses to develop them. AI should be a tool for people and be a force for good in society with the ultimate aim of increasing human well-being.73 [Emphasis added]

Ethics and trustworthiness are at the heart of the proposed legislation, as set forth on the very first page of the legislation.

The proposal also responds to explicit requests from the European Parliament (EP) and the European Council, which have repeatedly expressed calls for legislative action to ensure a well-functioning internal market for artificial intelligence systems (“AI systems”) where both benefits and risks of AI are adequately addressed at Union level. It supports the objective of the Union being a global leader in the development of secure, trustworthy and ethical artificial intelligence.74 [Emphasis added]

The stated objectives are to create certainty around legal requirements for businesses while protecting individual rights.

Against this political context, the Commission puts forward the proposed regulatory framework on Artificial Intelligence with the following specific objectives:

•ensure that AI systems placed on the Union market and used are safe and respect existing law on fundamental rights and Union values;

•ensure legal certainty to facilitate investment and innovation in AI;

•enhance governance and effective enforcement of existing law on fundamental rights and safety requirements applicable to AI systems;

•facilitate the development of a single market for lawful, safe and trustworthy AI applications and prevent market fragmentation.75

The proposed AI Act would identify high-risk activities and be enforced at the member-state level with a new cooperation mechanism at the Union level with the creation of a European Artificial Intelligence Board.76

2. Integrates the GDPR Protections for Privacy

The draft regulation has a stated purpose of harmonizing with preexisting EU laws such as the GDPR (regarding privacy), as well as other secondary legislation on data protection, consumer protection, gender equality, and nondiscrimination. For example, the definition of personal information from the GDPR is incorporated into the draft AI Act, which states that “‘personal data’ means data as defined in point (1) of Article 4 of Regulation (EU) 2016/679.”77

3. Preventing Bias Is a Focus

Similar to the focus on nondiscrimination in the United States, the EU’s draft AI Act focuses on bias. It states,

Furthermore, the proposal complements existing Union law on non-discrimination with specific requirements that aim to minimise the risk of algorithmic discrimination, in particular in relation to the design and the quality of datasets used for the development of AI systems complemented with obligations for testing, risk management, documentation and human oversight throughout the AI systems’ lifecycle.78

The draft AI Act explicitly discusses the need for AI to be managed to avoid violating fundamental human rights. The draft AI Act states at paragraph 28,

AI systems could produce adverse outcomes to health and safety of persons, in particular when such systems operate as components of products…. [I]t is important that the safety risks that may be generated by a product as a whole due to its digital components, including AI systems, are duly prevented and mitigated. For instance, increasingly autonomous robots, whether in the context of manufacturing or personal assistance and care, should be able to safely operate and perform their functions in complex environments. Similarly, in the health sector where the stakes for life and health are particularly high, increasingly sophisticated diagnostics systems and systems supporting human decisions should be reliable and accurate.79

4. Defines High-Risk Processing

The draft AI Act discusses the types of processing that may be considered high risk. To that end, there is reference to existing rules to protect EU citizens from bias and discrimination, protect children, and protect other fundamental human rights.80 High-risk processing includes medical devices and those impacting children.81

The extent of the adverse impact caused by the AI system on the fundamental rights protected by the Charter is of particular relevance when classifying an AI system as high-risk. Those rights include the right to human dignity, respect for private and family life, protection of personal data, freedom of expression and information, freedom of assembly and of association, and non-discrimination, consumer protection, workers’ rights, rights of persons with disabilities, right to an effective remedy and to a fair trial, right of defence and the presumption of innocence, right to good administration. In addition to those rights, it is important to highlight that children have specific rights as enshrined in Article 24 of the EU Charter and in the United Nations Convention on the Rights of the Child (further elaborated in the UNCRC General Comment No. 25 as regards the digital environment), both of which require consideration of the children’s vulnerabilities and provision of such protection and care as necessary for their well-being.82

Examples of high-risk processing include “machinery, toys, lifts, equipment and protective systems intended for use in potentially explosive atmospheres, radio equipment, pressure equipment, recreational craft equipment, cableway installations, appliances burning gaseous fuels, medical devices, and in vitro diagnostic medical devices.”83

Additional examples of high-risk processing include the following:

•Remote biometric identification systems

[image: sq]“This is particularly relevant when it comes to age, ethnicity, sex or disabilities.”84

•AI regarding the operation of critical infrastructure85

•AI relating to education or vocational training86

[image: sq]“When improperly designed and used, such systems may violate the right to education and training as well as the right not to be discriminated against and perpetuate historical patterns of discrimination.”87

•AI systems employment

[image: sq]“[S]uch systems may perpetuate historical patterns of discrimination, for example against women, certain age groups, persons with disabilities, or persons of certain racial or ethnic origins or sexual orientation. AI systems used to monitor the performance and behaviour of these persons may also impact their rights to data protection and privacy.”88

•AI systems used to evaluate the credit score or credit worthiness of an individual

[image: sq]“In particular, AI systems used to evaluate the credit score or creditworthiness of natural persons should be classified as high-risk AI systems, since they determine those persons’ access to financial resources or essential services such as housing, electricity, and telecommunication services. AI systems used for this purpose may lead to discrimination of persons or groups and perpetuate historical patterns of discrimination, for example based on racial or ethnic origins, disabilities, age, sexual orientation, or create new forms of discriminatory impacts.”

5. Identifies Areas Where AI Will Be Banned

In addition, the draft AI Act references certain practices that are banned because they undermine EU values.89 These include the following:

•AI that deploys subliminal techniques beyond a person’s consciousness in order to materially distort a person’s behavior in a manner that causes or is likely to cause physical or psychological harm90

•AI that exploits vulnerabilities of children91

•AI used for social scoring92

•AI that uses real-time remote biometric identification systems for remote law enforcement services unless under specific exceptions (e.g., to search for victims of a crime, including children; to prevent imminent threats to life; to apprehend a perpetrator of a crime)93

6. Imposes Specific Governance Obligations

The draft AI Act contemplates that data governance and management will be applied to AI. At paragraph 44, the law states, “High quality training, validation and testing datasets require the implementation of appropriate data governance and management practices. Training, validation and testing datasets should be sufficiently relevant, representative and free of errors and complete in view of the intended purpose of the system.”94 [Emphasis added]

Like the ADPPA, the draft AI Act permits the use of sensitive data to monitor algorithms and prevent discrimination. At paragraph 44, it states, “In order to protect the right of others from the discrimination that might result from the bias in AI systems, the providers should be able to process also special categories of personal data, as a matter of substantial public interest, in order to ensure the bias monitoring, detection and correction in relation to high-risk AI systems.”95

The draft AI Act contemplates appropriate human intervention and protections such as cybersecurity.

Requirements should apply to high-risk AI systems as regards the quality of data sets used, technical documentation and record-keeping, transparency and the provision of information to users, human oversight, and robustness, accuracy and cybersecurity. Those requirements are necessary to effectively mitigate the risks for health, safety and fundamental rights, as applicable in the light of the intended purpose of the system, and no other less trade restrictive measures are reasonably available, thus avoiding unjustified restrictions to trade.96

It goes on to emphasize that

Cybersecurity plays a crucial role in ensuring that AI systems are resilient against attempts to alter their use, behaviour, performance or compromise their security properties by malicious third parties exploiting the system’s vulnerabilities. Cyberattacks against AI systems can leverage AI specific assets, such as training data sets (e.g. data poisoning) or trained models (e.g. adversarial attacks), or exploit vulnerabilities in the AI system’s digital assets or the underlying ICT infrastructure. To ensure a level of cybersecurity appropriate to the risks, suitable measures should therefore be taken by the providers of high-risk AI systems, also taking into account as appropriate the underlying ICT infrastructure.97

The focus of the draft AI Act is on proportionality and furthering growth and certainty. It states,

The proposal builds on existing legal frameworks and is proportionate and necessary to achieve its objectives, since it follows a risk-based approach and imposes regulatory burdens only when an AI system is likely to pose high risks to fundamental rights and safety. For other, non-high-risk AI systems, only very limited transparency obligations are imposed, for example in terms of the provision of information to flag the use of an AI system when interacting with humans. For high-risk AI systems, the requirements of high-quality data, documentation and traceability, transparency, human oversight, accuracy and robustness, are strictly necessary to mitigate the risks to fundamental rights and safety posed by AI and that are not covered by other existing legal frameworks.98 [Emphasis added]

7. Focus on Trust

In addition to certainty, there is a focus on new regulations that would engender trust. The draft AI Act specifically states, “For providers who develop and place such systems on the Union market, it will create legal certainty and ensure that no obstacle to the cross-border provision of AI-related services and products emerge. For companies using AI, it will promote trust among their customers."99 [Emphasis added]

As contemplated by the US White House Blueprint for an AI of Bill of Rights discussed above, the draft AI Act contemplates public-private partnerships where appropriate in certain sectors, such as health: “[T]he European health data space will facilitate non-discriminatory access to health data and the training of artificial intelligence algorithms on those datasets, in a privacy-preserving, secure, timely, transparent and trustworthy manner, and with an appropriate institutional governance.”100

European Council’s Version of the Draft Artificial Intelligence Act (December 6, 2022)

The key differences between the EU Commission’s original version and that of the EU Council (December 6, 2022) are discussed below.

The definition ofAI was narrowed to systems developed through machine learning. It states, “[T]o ensure that the definition of an AI system provides sufficiently clear criteria for distinguishing AI from more classical software systems, the compromise text narrows down the definition in Article 3(1) to systems developed through machine learning approaches and logic- and knowledge-based approaches.”101

The definition of AI is as follows:

“Artificial intelligence system” (AI system) means a system that is designed to operate with elements of autonomy and that, based on machine and/or human-provided data and inputs, infers how to achieve a given set of objectives using machine learning and/ or logic- and knowledge-based approaches, and produces system-generated outputs such as content (generative AI systems), predictions, recommendations or decisions, influencing the environments with which the AI system interacts.102

Recitals 6(a) and 6(b) lay out how to describe machine learning approaches and logic- and knowledge-based approaches. Recital 6(a) states,

Machine learning approaches focus on the development of systems capable of learning and inferring from data to solve an application problem without being explicitly programmed with a set of step-by-step instructions from input to output.103

Recital 6(b) states that logic- and knowledge-based systems focus on models with reasoning capabilities to solve problems based on a set knowledge base that is encoded by humans. The specific definition states,

Logic- and knowledge-based approaches focus on the development of systems with logical reasoning capabilities on knowledge to solve an application problem. Such systems typically involve a knowledge base and an inference engine that generates outputs by reasoning on the knowledge base. The knowledge base, which is usually encoded by human experts, represents entities and logical relationships relevant for the application problem through formalisms based on rules, ontologies, or knowledge graphs. The inference engine acts on the knowledge base and extracts new information through operations such as sorting, searching, matching or chaining. Logic- and knowledge-based approaches include for instance knowledge representation, inductive (logic) programming, knowledge bases, inference and deductive engines, (symbolic) reasoning, expert systems and search and optimisation methods.104

Prohibited practices have also been expanded in the December 2022 version to prohibit the use of AI for the following types of activities:

•Social scoring to private actors105

•Exploiting the vulnerabilities of groups of people due to their social or economic situation106

In addition, the December 6, 2022, version adds flexibility to the broad prohibition of using real-time remote biometric identification systems in publicly accessible spaces by law enforcement authorities. The December 2022 compromise text clarifies that, in exceptional cases, law enforcement may be permitted to use real-time remote biometric ID systems in publicly accessible spaces if it is deemed to be “strictly necessary for law enforcement purposes.”107

High-risk AI is based on whether there is a high risk of harm. The December 2022 version provides specific factors that offer guidance for companies to determine whether their use of AI could be considered to have a high risk of harm.


Factors to determine whether there is a high risk of harm included are detailed in Article 7.108

(a) the intended purpose of the AI system;

(b) the extent to which an AI system has been used or is likely to be used;

(c) the extent to which the use of an AI system has already caused harm to the health and safety or adverse impact on the fundamental rights or has given rise to significant concerns in relation to the materialization of such harm or adverse impact, as demonstrated by reports or documented allegations submitted to national competent authorities;

(d) the potential extent of such harm or such adverse impact, in particular in terms of its intensity and its ability to affect a plurality of persons;

(e) the extent to which potentially harmed or adversely impacted persons are dependent on the outcome produced with an AI system, in particular because for practical or legal reasons it is not reasonably possible to opt out from that outcome;

(f) the extent to which potentially harmed or adversely impacted persons are in a vulnerable position in relation to the user of an AI system, in particular due to an imbalance of power, knowledge, economic or social circumstances, or age;

(g) the extent to which the outcome produced with an AI system is not easily reversible, whereby outcomes having an impact on the health or safety of persons shall not be considered as easily reversible;

(h) the extent to which existing Union legislation provides for

(i)effective measures of redress in relation to the risks posed by an AI system, with the exclusion of claims for damages;

(ii)effective measures to prevent or substantially minimize those risks;

(i) the magnitude and likelihood of benefit of the AI use for individuals, groups, or society at large.109




High-Risk AI Use Cases Have Been Restricted for Law Enforcement and Enlarged for Other Uses


High-risk-processing use cases have been reduced for law enforcement and no longer include deep fake searches and some other processing. On the other hand, high-risk processing has been expanded to include digital infrastructure and health insurance. The EU Council’s version states, “As regards the list of high-risk AI use cases in Annex III, three of them have been deleted (deep fake detection by law enforcement authorities, crime analytics, verification of the authenticity of travel documents), two have been added (critical digital infrastructure and life and health insurance) and others have been fine-tuned.”110

Recommended Governance Was Expanded to Address Accountability

In the context of training data used for AI training, the following guidance was provided in the draft legislation for companies to engage in training data: “examination in view of possible biases that are likely to affect health and safety of natural persons or lead to discrimination prohibited by Union law.”111

Documentation regarding AI used is to be maintained for ten years.112

Other Distinctions between the Council's December 2022 Version and the Commission's April 2021 Version

The council spells out various details—all of which corporations should not only keep in mind for current or future policy but also with an eye to the global regulations that are being enacted. For example, remote biometric identification is further defined.

The notion of remote biometric identification system as used in this Regulation should be defined functionally, as an AI system intended for the identification of natural persons typically at a distance, without their active involvement, through the comparison of a person’s biometric data with the biometric data contained in a reference data repository, irrespectively of the particular technology, processes or types of biometric data used. Such remote biometric identification systems are typically used to perceive (scan) multiple persons or their behaviour simultaneously in order to facilitate significantly the identification of a number of persons without their active involvement.113

This could mean not only facial recognition but also, as technology evolves, iris or vascular identification. This definition excludes identity verification, as per Recital 8, which states,

Such a definition excludes verification/authentication systems whose sole purpose would be to confirm that a specific natural person is the person he or she claims to be, as well as systems that are used to confirm the identity of a natural person for the sole purpose of having access to a service, a device or premises.114

The council’s version includes verbiage to clarify the potential harmful effects of AI. Recital 16 states,

Al-enabled manipulative techniques can be used to persuade persons to engage in unwanted behaviours, or to deceive them by nudging them into decisions in a way that subverts and impairs their autonomy, decision-making and free choices. The placing on the market, putting into service or use of certain AI systems materially distorting human behaviour, whereby physical or psychological harms are likely to occur, are particularly dangerous and should therefore be forbidden. Such AI systems deploy subliminal components such as audio, image, video stimuli that persons cannot perceive as those stimuli are beyond human perception or other subliminal techniques that subvert or impair person’s autonomy, decisionmaking or free choices in ways that people are not consciously aware of, or even if aware not able to control or resist, for example in cases of machine-brain interfaces or virtual reality. In addition, AI systems may also otherwise exploit vulnerabilities of a specific group of persons due to their age, disability within the meaning of Directive (EU) 2019/882, or a specific social or economic situation that is likely to make those persons more vulnerable to exploitation such as persons living in extreme poverty, ethnic or religious minorities. Such AI systems can be placed on the market, put into service or used with the objective to or the effect of materially distorting the behaviour of a person and in a manner that causes or is reasonably likely to cause physical or psychological harm to that or another person or groups of persons, including harms that may be accumulated over time. The intention to distort the behaviour may not be presumed if the distortion results from factors external to the AI system which are outside of the control of the provider or the user, meaning factors that may not be reasonably foreseen and mitigated by the provider or the user of the AI system. In any case, it is not necessary for the provider or the user to have the intention to cause the physical or psychological harm, as long as such harm results from the manipulative or exploitative AI-enabled practices.115

The council’s version of the draft AI Act would prohibit social scoring, whether by public or private individuals. Recital 17 states,

AI systems providing social scoring of natural persons by public authorities or by private actors may lead to discriminatory outcomes and the exclusion of certain groups. They may violate the right to dignity and non-discrimination and the values of equality and justice. Such AI systems evaluate or classify natural persons based on their social behaviour in multiple contexts or known or predicted personal or personality characteristics. The social score obtained from such AI systems may lead to the detrimental or unfavourable treatment of natural persons or whole groups thereof in social contexts, which are unrelated to the context in which the data was originally generated or collected or to a detrimental treatment that is disproportionate or unjustified to the gravity of their social behaviour. AI systems entailing such unacceptable scoring practices should be therefore prohibited.116

The council version recognizes digital infrastructure as a form of critical infrastructure, similar to electricity, heating, and gas. The council’s discussion of critical digital infrastructure is found in Recital 34, which states,

As regards the management and operation of critical infrastructure, it is appropriate to classify as high-risk the AI systems intended to be used as safety components in the management and operation of critical digital infrastructure as listed in Annex I point 8 of the Directive on the resilience of critical entities, road traffic and the supply of water, gas, heating and electricity, since their failure or malfunctioning may put at risk the life and health of persons at large scale and lead to appreciable disruptions in the ordinary conduct of social and economic activities. Safety components of critical infrastructure, including critical digital infrastructure, are systems used to directly protect the physical integrity of critical infrastructure or health and safety of persons and property but which are not necessary in order for the system to function. Failure or malfunctioning of such components might directly lead to risks to the physical integrity of critical infrastructure and thus to risks to health and safety of persons and property. Components intended to be used solely for cybersecurity purposes should not qualify as safety components. Examples of safety components of such critical infrastructure may include systems for monitoring water pressure or fire alarm controlling systems in cloud computing centres.117[Emphasis added]

In addition, with regard to high-risk processing in the area of the workplace, monitoring based on individual traits or characteristics was added to the draft AI Act in the EU Council’s December 6, 2022, version.

AI systems used in employment, workers management and access to self-employment, notably for the recruitment and selection of persons, for making decisions on promotion and termination and for task allocation based on individual behavior or personal traits or characteristics, monitoring or evaluation of persons in work-related contractual relationships, should also be classified as high-risk.118

Life and health insurance were also added to the list of high-risk processing based on potential discrimination and financial exclusion for individuals. Recital 37 was amended to add the following language:

AI systems are also increasingly used for risk assessment in relation to natural persons and pricing in the case of life and health insurance which, if not duly designed, developed and used, can lead to serious consequences for people’s life and health, including financial exclusion and discrimination. To ensure a consistent approach within the financial services sector, the above mentioned exception for micro or small enterprises for their own use should apply, insofar as they themselves provide and put into service an AI system for the purpose of selling their own insurance products.119

More clarity on how to avoid risks is included in the council’s version. Recital 42 includes specific suggestions that can be inquired about by CEOs and boards.

To mitigate the risks from high-risk AI systems placed or otherwise put into service on the Union market, certain mandatory requirements should apply, taking into account the intended purpose of the use of the system and according to the risk management system to be established by the provider. In particular, the risk management system should consist of a continuous iterative process planned and run throughout the entire lifecycle of a high-risk AI system. This process should ensure that the provider identifies and analyses the risks to the health, safety and fundamental rights of the persons who may be affected by the system in light of its intended purpose, including the possible risks arising from the interaction between the AI system and the environment within which it operates, and accordingly adopts suitable risk management measures in the light of state of the art.120 [Emphasis added]

Data minimization (i.e., collecting and using only the data necessary for a specific purpose) is recommended with regard to training of the AI. Recital 44(a) was added, stating,

When applying the principles referred to in Article 5(1)(c) of Regulation 2016/679 and Article 4(1)(c) of Regulation 2018/1725, in particular the principle of data minimisation, in regard to training, validation and testing data sets under this Regulation, due regard should be had to the full life cycle of the AI system.121


Data minimization: A data controller should limit the collection of personal information to what is directly relevant and necessary to accomplish a specified purpose. They should also retain the data only for as long as is necessary to fulfill that purpose.122



Compliance with regard to monitoring is discussed in Recital 46. It states,

Having information on how high-risk AI systems have been developed and how they perform throughout their lifecycle is essential to verify compliance with the requirements under this Regulation. This requires keeping records and the availability of a technical documentation, containing information which is necessary to assess the compliance of the AI system with the relevant requirements. Such information should include the general characteristics, capabilities and limitations of the system, algorithms, data, training, testing and validation processes used as well as documentation on the relevant risk management system. The technical documentation should be kept up to date. Furthermore, providers or users should keep logs automatically generated by the high-risk AI system, including for instance output data, start date and time etc., to the extent that such a system and the related logs are under their control, for a period that is appropriate to enable them to fulfil their obligations.123

As a board, are you considering all these areas? If not, you are falling behind and are at risk. I know this is all legal speak, but when the risks are so great, you must be aware of what is going on around the globe. AI is not going away.

Transparency for high-risk processing is further clarified to include the following:

To address the opacity that may make certain AI systems incomprehensible to or too complex for natural persons, a certain degree of transparency should be required for high-risk AI systems. Users should be able to interpret the system output and use it appropriately. High-risk AI systems should therefore be accompanied by relevant documentation and instructions of use and include concise and clear information, including in relation to possible risks to fundamental rights and discrimination of the persons who may be affected by the system in light of its intended purpose, where appropriate. To facilitate the understanding of the instructions of use by users, they should contain illustrative examples, as appropriate.124

The transparency obligations are also expressly applied to providers and users of AI systems.125

In addition, the transparency obligations concern real-world testing of AI applications.

Informed consent to participate in testing in real world conditions outside AI regulatory sandboxes

1.For the purpose of testing in real world conditions under Article 54a, informed consent shall be freely given by the subject of testing prior to his or her participation in such testing and after having been duly informed with concise, clear, relevant, and understandable information regarding:

(i)the nature and objectives of the testing in real world conditions and the possible inconvenience that may be linked to his or her participation;

(ii)the conditions under which the testing in real world conditions is to be conducted, including the expected duration of the subject’s participation;

(iii)the subject’s rights and guarantees regarding participation, in particular his or her right to refuse to participate in and the right to withdraw from testing in real world conditions at any time without any resulting detriment and without having to provide any justification;

(vi)the modalities for requesting the reversal or the disregard of the predictions, recommendations or decisions of the AI system;

(v)the Union-wide unique single identification number of the testing in real world conditions in accordance with Article 54a(4c) and the contact details of the provider or its legal representative from whom further information can be obtained.

2.The informed consent shall be dated and documented and a copy shall be given to the subject or his or her legal representative.126

Remember my analogy to Hal? Humans are part of the AI equation. It is easy, conceptually or through movies and science fiction, to think of AI as a separate entity that operates on its own. While “black box” AI is an issue, the fact remains that humans are a key component of AI. In the context of this legislation, human oversight is explained in greater detail in Recital 48.

High-risk AI systems should be designed and developed in such a way that natural persons can oversee their functioning. For this purpose, appropriate human oversight measures should be identified by the provider of the system before its placing on the market or putting into service. In particular, where appropriate, such measures should guarantee that the system is subject to in-built operational constraints that cannot be overridden by the system itself and is responsive to the human operator, and that the natural persons to whom human oversight has been assigned have the necessary competence, training and authority to carry out that role. Considering the significant consequences for persons in case of incorrect matches by certain biometric identification systems, it is appropriate to provide for an enhanced human oversight requirement for those systems so that no action or decision may be taken by the user on the basis of the identification resulting from the system unless this has been separately verified and confirmed by at least two natural persons. Those persons could be from one or more entities and include the person operating or using the system. This requirement should not pose unnecessary burden or delays and it could be sufficient that the separate verifications by the different persons are automatically recorded in the logs generated by the system.127


Board Tip

As a board, are you aware of the human oversight of, for example, your biometric identification systems? Who is in charge of that, and what are they doing to be proactive in this area?



The EU Council added that users of AI systems must also arrange for human oversight. It states,

“Users shall assign human oversight to natural persons who have the necessary competence, training and authority,”128 and “[u]sers shall implement human oversight and monitor the operation of the high-risk AI system on the basis of the instructions of use.”129

Accuracy in AI is emphasized in Recital 49.

High-risk AI systems should perform consistently throughout their lifecycle and meet an appropriate level of accuracy, robustness and cybersecurity in accordance with the generally acknowledged state of the art. The level of accuracy and accuracy metrics should be communicated to the users.130

Accuracy in cybersecurity is emphasized in Recital 51.

Cybersecurity plays a crucial role in ensuring that AI systems are resilient against attempts to alter their use, behaviour, performance or compromise their security properties by malicious third parties exploiting the system’s vulnerabilities. Cyberattacks against AI systems can leverage AI specific assets, such as training data sets (e.g., data poisoning) or trained models (e.g., adversarial attacks), or exploit vulnerabilities in the AI system’s digital assets or the underlying ICT infrastructure. To ensure a level of cybersecurity appropriate to the risks, suitable measures should therefore be taken by the providers of high-risk AI systems, also taking into account as appropriate the underlying ICT infrastructure.131


Board Question

What are your protections against cyberattacks on your AI systems? If you do not have the answers to these questions at your fingertips, this should be chilling.



Continuing with the EU legislation, a high-risk system will be presumed to be in conformity when it has obtained a precertification or a statement of conformity with the EU’s Cybersecurity Act.132

It is appropriate that, without prejudice to the use of harmonised standards and common specifications, providers benefit from a presumption of conformity with the relevant requirement on data when their high-risk AI system has been trained and tested on data reflecting the specific geographical, behavioural or functional setting within which the AI system is intended to be used. Similarly, in line with Article 54(3) of Regulation (EU) 2019/881 of the European Parliament and of the Council, high-risk AI systems that have been certified or for which a statement of conformity has been issued under a cybersecurity scheme pursuant to that Regulation and the references of which have been published in the Official Journal of the European Union should be presumed to be in compliance with the cybersecurity requirement of this Regulation. This remains without prejudice to the voluntary nature of that cybersecurity scheme.133

Fail-safe systems should be implemented in order to reduce discrimination risks.

High-risk AI systems should therefore be designed and developed with appropriate technical solutions to prevent or minimize that harmful or otherwise undesirable behaviour, such as for instance mechanisms enabling the system to safely interrupt its operation (fail-safe plans) in the presence of certain anomalies or when operation takes place outside certain predetermined boundaries. Failure to protect against these risks could lead to safety impacts or negatively affect the fundamental rights, for example due to erroneous decisions or wrong or biased outputs generated by the AI system.134


Board Question

What is your board doing to ensure that discrimination risks are minimized? Are you asking these questions? Remember from the very beginning of our book: you are a data company. Why? Because today all companies are data companies.



Authorized representatives will be jointly and severally liable for high-risk AI that has adverse impacts and is placed on the market or put into service in the EU with a provider that is outside of the EU.

For providers who are not established in the Union, the authorised representative plays a pivotal role in ensuring the compliance of the high-risk AI systems placed on the market or put into service in the Union by those providers and in serving as their contact person established in the Union. Given that pivotal role, and in order to ensure that responsibility is assumed for the purposes of enforcement of this Regulation, it is appropriate to make the authorised representative jointly and severally liable with the provider for defective high-risk AI systems. The liability of the authorised representative provided for in this Regulation is without prejudice to the provisions of Directive 85/374/EEC on liability for defective products.135

The council made clear that the draft AI Act would not obviate data subject rights under the GDPR. Recital 58(a) states,

It is appropriate to clarify that this Regulation does not affect the obligations of providers and users of AI systems in their role as data controllers or processors stemming from Union law on the protection of personal data in so far as the design, the development or the use of AI systems involves the processing of personal data. It is also appropriate to clarify that data subjects continue to enjoy all the rights and guarantees awarded to them by such Union law, including the rights related to solely automated individual decisionmaking, including profiling. Harmonised rules for the placing on the market, the putting into service and the use of AI systems established under this Regulation should facilitate the effective implementation and enable the exercise of the data subjects’ rights and other remedies guaranteed under Union law on the protection of personal data and of other fundamental rights.136

The council reinforced the need for harmonization. In the case of medical devices, verbiage was added to the draft AI Act to ensure that harmonization with other EU laws is applied.

With regard to high-risk AI systems related to products covered by Regulations 745/2017 and 746/2017 on medical devices, the applicability of the requirements of this Regulation should be without prejudice and take into account the risk management logic and benefit-risk assessment performed under the medical device framework.137

Substantial modification of products subject to the EU harmonization requirements requiring a fresh conformity assessment will include changes as seemingly routine as changes to operating systems and software.

Every time your company does an update to its systems, it needs to be relentlessly analyzed.

In line with the commonly established notion of substantial modification for products regulated by Union harmonisation legislation, it is appropriate that whenever a change occurs which may affect the compliance of a high risk AI system with this Regulation (e.g. change of operating system or software architecture), or when the intended purpose of the system changes, that AI system should be considered a new AI system which should undergo a new conformity assessment. However, changes occurring to the algorithm and the performance of AI systems which continue to “learn” after being placed on the market or put into service (i.e. automatically adapting how functions are carried out) should not constitute a substantial modification, provided that those changes have been pre-determined by the provider and assessed at the moment of the conformity assessment.138


Board Question

This book has pointed out that updates and routine software changes must be vigorously assessed for bias and detrimental changes. Does your company have a plan in place for this?



The council’s proposal adds to registration requirements for private entities, as well as governmental entities envisioning the use of AI—other than law enforcement.

Before using a high-risk AI system listed in Annex III, users of high-risk AI systems that are public authorities, agencies or bodies, with the exception of law enforcement, border control, immigration or asylum authorities, and authorities that are users of high-risk AI systems in the area of critical infrastructure shall also register themselves in such database and select the system that they envisage to use.139

New language was added to address transparency requirements when sensitive data such as sex and ethnicity are collected to infer emotions.

In particular, natural persons should be notified that they are interacting with an AI system, unless this is obvious from the point of view of a natural person who is reasonably well-informed, observant and circumspect taking into account the circumstances and the context of use. When implementing such obligation, the characteristics of individuals belonging to vulnerable groups due to their age or disability should be taken into account to the extent the AI system is intended to interact with those groups as well. Moreover, natural persons should be notified when they are exposed to systems that, by processing their biometric data, can identify or infer the emotions or intentions of those persons or assign them to specific categories. Such specific categories can relate to aspects such as sex, age, hair colour, eye colour, tattoos, personal traits, ethnic origin, personal preferences and interests or to other aspects such as sexual or political orientation.140 [Emphasis added]



Board Question

Are you gaining a sense of the depth and breadth of the questions, issues, legislation, and dangers pertaining to the use of artificial intelligence? Innovation is at all our fingertips—but only if we have trust in the technology. Only through responsible AI practices can we gain the trust of our constituents, clients, stakeholders, and the world as a whole as it affects brand.



The council retained the concept of EU member states creating regulatory sandboxes.

In order to accelerate the process of development and placing on the market of high-risk AI systems listed in Annex III, it is important that providers or prospective providers of such systems may also benefit from a specific regime for testing those systems in real world conditions, without participating in an AI regulatory sandbox. However, in such cases and taking into account the possible consequences of such testing on individuals, it should be ensured that appropriate and sufficient guarantees and conditions are introduced by the Regulation for providers or prospective providers. Such guarantees should include, among others, requesting informed consent of natural persons to participate in testing in real world conditions, with the exception of law enforcement in cases where the seeking of informed consent would prevent the AI system from being tested. Consent of subjects to participate in such testing under this Regulation is distinct from and without prejudice to consent of data subjects for the processing of their personal data under the relevant data protection law.141

There is an emphasis on monitoring the AI for fairness after it is released and used through a postmarket monitoring system.

In order to ensure that providers of high-risk AI systems can take into account the experience on the use of high-risk AI systems for improving their systems and the design and development process or can take any possible corrective action in a timely manner, all providers should have a post-market monitoring system in place. This system is also key to ensure that the possible risks emerging from AI systems which continue to “learn” after being placed on the market or put into service can be more efficiently and timely addressed. In this context, providers should also be required to have a system in place to report to the relevant authorities any serious incidents resulting from the use of their AI systems}'142 [Emphasis added]

European Parliament's Version of the EU's Draft Artificial Intelligence Act (May 11, 2023)143

On May 11, 2023, two European Parliament committees—(1) the Internal Market Committee and (2) the Civil Liberties Committee— adopted a draft revision to the EU Council’s version of the draft AI Act. This updated European Parliament committee version was approved by a large majority of the committee members, with eighty-four approval votes, seven negative votes, and twelve abstentions.144On June 14, 2023, it was adopted by the entire EU Parliament.145

The key differences between the European Council’s version of the draft AI Act and the European Parliament committees’ draft made public on May 16, 2023, and adopted on June 14, 2023, are that the Members of the European Parliament (MEPs) propose to (1) focus explicitly on trust; (2) add more requirements for generative AI; (3) expand the list of prohibited practices; (4) ban discriminatory AI and AI based on sensitive categories, except under limited circumstances; (5) expand the list for high-risk processing; (6) expand the focus on privacy and cybersecurity throughout the AI life cycle; (7) conduct new conformity tests whenever unplanned changes occur for high-risk AI; (8) add new technical documentation requirements for high-risk AI; (9) add new AI ESG requirements; (10) ensure deployers of high-risk processing would have express obligations; (11) conduct risk assessments overall for high-risk processing; (12) add protections for persons with disabilities; (13) add new governance obligations for deployers ofAI (i.e., businesses using AI versus those creating the AI); (14) recognize contracting power; (15) expressly call out global coordination; and (16) include reference to IP protection and governance for training data and other highlights detailed below.

1. Focus on Trust

One of the leaders (corapporteurs) of the EU Parliament’s version of the draft AI Act, Brando Benifei (S&D, Italy) is quoted as stating,

We are on the verge of putting in place landmark legislation that must resist the challenge of time. It is crucial to build citizens’ trust in the development of AI, to set the European way for dealing with the extraordinary changes that are already happening, as well as to steer the political debate on AI at the global level. We are confident our text balances the protection of fundamental rights with the need to provide legal certainty to businesses and stimulate innovation in Europe.146 [Emphasis added]

The European Parliament’s version reflects that a primary purpose of the draft AI Act is to promote trust.

The purpose of this Regulation is to promote the uptake of human centric and trustworthy artificial intelligence and to ensure a high level of protection of health, safety, fundamental rights, democracy and rule of law and the environment from harmful effects of artificial intelligence systems in the Union while supporting innovation and improving the functioning of the internal market…147

The purpose of this Regulation is to promote the uptake of human centric and trustworthy artificial intelligence.148

The Parliament made additions to clarify that “[a] consistent and high level of protection throughout the Union should … be ensured in order to achieve trustworthy AI.”149

The general principles applicable to all AI that lead to trustworthiness are as follows:

(a)“human agency and oversight” means that AI systems shall be developed and used as a tool that serves people, respects human dignity and personal autonomy, and that is functioning in a way that can be appropriately controlled and overseen by humans.

(b)“technical robustness and safety” means that AI systems shall be developed and used in a way to minimize unintended and unexpected harm as well as being robust in case of unintended problems and being resilient against attempts to alter the use or performance of the AI system so as to allow unlawful use by malicious third parties.

(c)“privacy and data governance” means that AI systems shall be developed and used in compliance with existing privacy and data protection rules, while processing data that meets high standards in terms of quality and integrity.

(d)“transparency” means that AI systems shall be developed and used in a way that allows appropriate traceability and explainability, while making humans aware that they communicate or interact with an AI system as well as duly informing users of the capabilities and limitations of that AI system and affected persons about their rights.

(e)“diversity, non-discrimination and fairness” means that AI systems shall be developed and used in a way that includes diverse actors and promotes equal access, gender equality, and cultural diversity, while avoiding discriminatory impacts and unfair biases that are prohibited by Union or national law.

(f)“social and environmental well-being” means that AI systems shall be developed and used in a sustainable and environmentally friendly manner as well as in a way to benefit all human beings, while monitoring and assessing the long-term impacts on the individual, society, and democracy.150

Providers and deployers of AI are expected to ensure a level of “AI literacy” among staff responsible for AI.

Providers and deployers of AI systems shall take measures to ensure a sufficient level of AI literacy of their staff and other persons dealing with the operation and use of AI systems on their behalf, taking into account their technical knowledge, experience, education and training, and the context the AI systems are to be used in, and considering the persons or groups of persons on which the AI systems are to be used.151

2. Applied to Generative AI Use Case152

MEPs included obligations for foundation models for generative AI, such as GPT.

Foundation models are defined in the EU Parliament’s version of the draft AI Act as follows:

“Foundation model” means an AI model that is trained on broad data at scale, is designed for generality of output, and can be adapted to a wide range of distinctive tasks.153

Such developers would have new obligations to ensure the development of generative AI is consistent with existing norms. For example, the European Parliament’s draft AI Act calls for creators of foundation models for generative AI to “guarantee robust protections” for the following:

•Fundamental rights

•Health

•Safety

•The environment

•Democracy

•The rule of law

These themes were repeated in the United States during the Senate Judiciary hearing on May 16, 2023, described above. The fact that regulators are discussing similar themes should serve as a wake-up call to CEOs and board members that regulators and legislators are in communication with each other on these fundamental concepts, and so global businesses will need to take them into account.

They would need to assess and mitigate risks; comply with design, information, and environmental requirements; and register in the EU database.

Generative foundation models, such as GPT, would have to comply with transparency requirements, to disclose where content was created by AI.

Information to be included in high-risk processing registration is expanded to include areas that would impact generative AI models.

4a.Foundation model trade name and any additional unambiguous reference allowing identification and traceability154

5.A simple and comprehensible description of

a.the intended purpose of the AI system;

b.the components and functions supported through AI

c.a basic explanation of the logic of the AI system

5a.Where applicable, the categories and nature of data likely or foreseen to be processed by the AI system155

New requirements for registration for generative AI were included.

Section C—The following information shall be provided and thereafter kept up to date with regard to foundation models to be registered in accordance with Article 28b (e).

1.Name, address and contact details of the provider;

2.Where submission of information is carried out by another person on behalf of the provider, the name, address and contact details of that person;

3.Name, address and contact details of the authorised representative, where applicable;

4.Trade name and any additional unambiguous reference allowing the identification of the foundation model;

5.Description of the data sources used in the development of the foundational model;

6.Description of the capabilities and limitations of the foundation model, including the reasonably foreseeable risks and the measures that have been taken to mitigate them as well as remaining non-mitigated risks with an explanation on the reason why they cannot be mitigated;

7.Description of the training resources used by the foundation model including computing power required, training time, and other relevant information related to the size and power of the model;

8.Description of the model’s performance, including on public benchmarks or state of the art industry benchmarks;

9.Description of the results of relevant internal and external testing and optimization of the model;

10.Member States in which the foundation model is or has been placed on the market, put into service or made available in the Union;

11.URL for additional information (optional).156

The European Parliament would also require designing the model to prevent bias and the generation of illegal content or publishing summaries of copyrighted data used for training.157

3. Bans AI Practices That Are Deemed to Have High Risk of Discriminatory Impact/Bias158

The MEPs’ version of the draft AI Act goes further than the European Council’s December 6, 2022, version with regard to the complete bans on the use of AI for “‘real-time’ remote biometric identification systems in publicly accessible space.”159 It also generally bans postremote biometric identification systems similar to the council’s version. However, the EU May 11, 2023, version of the draft AI Act narrows the exception to the post-remote biometric exception for law enforce-ment.160 The European Council’s December 6, 2022, version permitted post-remote biometric identification systems where “strictly” necessary. The European Parliament May 11, 2023, version narrows this exception to permit post-remote monitoring by law enforcement only for the prosecution of serious crimes and only after judicial authorization.161 The Parliament version also broadly prohibits biometric categorization systems based on sensitive categories (e.g., gender, race, ethnicity, citizenship status, religion, political orientation).162 The European Parliament would prevent the use of“predictive policing systems” (i.e., AI that would base policing on profiling, location, or past criminal behavior).163 The EU Parliament version of the draft AI Act contains a complete ban on the use of AI for “emotion” recognition by “law enforcement, border management, workplace, and educational institutions”164 [emphasis added] and “indiscriminate scraping of biometric data from social media or CCTV footage to create facial recognition databases” (violating human rights and right to privacy).165

AI that classifies users based on protected sensitive data characteristics is banned.

AI systems that categorise natural persons by assigning them to specific categories, according to known or inferred sensitive or protected characteristics are particularly intrusive, violate human dignity and hold great risk of discrimination. Such characteristics include gender, gender identity, race, ethnic origin, migration or citizenship status, political orientation, sexual orientation, religion, disability or any other grounds on which discrimination is prohibited under Article 21 of the EU Charter of Fundamental Rights, as well as under Article 9 of Regulation (EU)2016/769. Such systems should therefore be prohibited.166

AI that purports to gauge emotional state is banned.

[T]he placing on the market, putting into service, or use of AI systems intended to be used in these contexts to detect the emotional state of individuals should be prohibited.167

The proposal would also promote AI that protects protected groups.168

The EU Parliament emphasizes the importance of unbiased data for purposes of bias testing.

[W]ith specific attention to the mitigation of possible biases in the datasets, that might lead to risks to fundamental rights or discriminatory outcomes for the persons affected by the high-risk AI system. Biases can for example be inherent in underlying datasets, especially when historical data is being used, introduced by the developers of the algorithms, or generated when the systems are implemented in real world settings. Results provided by AI systems are influenced by such inherent biases that are inclined to gradually increase and thereby perpetuate and amplify existing discrimination, in particular for persons belonging to certain vulnerable or ethnic groups, or racialised communities____Negative bias should be understood as bias that creates direct or indirect discriminatory effect against a natural person The requirements related to data governance can be complied with by having recourse to third-parties that offer certified compliance services including verification of data governance, data set integrity, and data training, validation and testing practices.169

The EU Parliament also focuses on the need to address bias as part of data governance for high-risk AI, including generative AI. With regard to testing, the EU Parliament calls for testing to address bias/ discriminatory impacts. Specifically, Article 10(2) states,

Training, validation and testing data sets shall be subject to data governance appropriate for the intended purpose of the AI system. Those practices shall concern in particular,

(f)examination in view of possible biases that are likely to affect the health and safety of persons, negatively impact fundamental rights or lead to discrimination prohibited under Union law, especially where data outputs influence inputs for future operations (“feedback loops”) and

(fa)appropriate measures to detect, prevent and mitigate possible biases170

The EU Parliament appears to presume that the use of special categories of personal data to detect bias is impermissible unless specific circumstances are at play.



Special Categories Defined

The European Parliament refers to the GDPR’s definition of special categories of data contained in Article 9 of the GDPR.

Special categories of personal data means

personal data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union membership, and the processing of genetic data, biometric data for the purpose of uniquely identifying a natural person, data concerning health or data concerning a natural person’s sex life or sexual orientation shall be prohibited.171




Article 10 of the European Parliament’s version of the draft AI Act outlines the circumstances under which providers of AI systems (or if they do not have access deployers) may use sensitive personal data to detect bias. In Article 10, subsection 5, the European Parliament’s draft states,

To the extent that it is strictly necessary for the purposes of ensuring negative bias detection and correction in relation to the high-risk AI systems, the providers of such systems may exceptionally process special categories of personal data … subject to appropriate safeguards for the fundamental rights and freedoms of natural persons, including technical limitations on the re-use and use of state-of-the-art security and privacy-preserving. In particular, all the following conditions shall apply in order for this processing to occur:

(a)the bias detection and correction cannot be effectively fulfilled by processing synthetic or anonymised data;

(b)the data are pseudonymised;

(c)the provider takes appropriate technical and organisational measures to ensure that the data processed for the purpose of this paragraph are secured, protected, subject to suitable safeguards and only authorised persons have access to those data with appropriate confidentiality obligations;

(d)the data processed for the purpose of this paragraph are not to be transmitted, transferred or otherwise accessed by other parties;

(e)the data processed for the purpose of this paragraph are protected by means of appropriate technical and organisational measures and deleted once the bias has been corrected or the personal data has reached the end of its retention period;

(f)effective and appropriate measures are in place to ensure availability, security and resilience of processing systems and services against technical or physical incidents;

(g)effective and appropriate measures are in place to ensure physical security of locations where the data are stored and processed, internal IT and IT security governance and management, certification of processes and products.

Providers having recourse to this provision shall draw up documentation explaining why the processing of special categories of personal data was necessary to detect and correct biases.172

Regulators may obtain detail about how the AI system operates in the event bias is being investigated. The draft AI Act, EU Parliament version, states,

Where there is sufficient reason to consider that an AI system exploits the vulnerabilities of vulnerable groups or violates their rights intentionally or unintentionally, the national supervisory authority shall have the duty to investigate the design goals, data inputs, model selection, implementation and outcomes of the AI system.173

As set forth above, these obligations could be contractually shifted to the deployers of AI, pursuant to the EU Parliament’s draft, where the deployer (and not the provider) has access to data that is held exclusively by the deployer. Article 10, subsection 6a, of the EU Parliament’s draft AI Act states,

Where the provider cannot comply with the obligations laid down in this Article because it does not have access to the data and the data is held exclusively by the deployer, the deployer may, on the basis of a contract, be made responsible for any infringement of this Article.174

In addition, post-remote review of biometric identification systems is banned without prior judicial approval for a law enforcement purpose.

Technical inaccuracies of AI systems intended for the remote biometric identification of natural persons can lead to biased results and entail discriminatory effects. This is particularly relevant when it comes to age, ethnicity, sex or disabilities…. The use of those systems in publicly accessible places should therefore be prohibited. Similarly, AI systems used for the analysis of recorded footage of publicly accessible spaces through “post” remote biometric identification systems should also be prohibited, unless there is pre-judicial authorisation for use in the context of law enforcement, when strictly necessary for the targeted search connected to a specific serious criminal offense that already took place, and only subject to a pre-judicial authorization.175

4. EU Parliament’s Version Expands Focus on Protecting Privacy and Cybersecurity in the AI Life Cycle

High-risk AI will need to be registered with an AI authority and demonstrate

•that a cybersecurity conformity assessment has taken place,176 and

•that the AI conforms to the GDPR and data protection requirements to protect data for law enforcement criminal investigations.177

The proposal specifically calls for privacy-by-to design for the building of generative AI models.

The right to privacy and to protection of personal data must be guaranteed throughout the entire lifecycle of the AI system. In this regard, the principles of data minimisation and data protection by design and by default, as set out in Union data protection law, are essential when the processing of data involves significant risks to the fundamental rights of individuals. Providers and users of AI systems should implement state-of-the-art technical and organisational measures in order to protect those rights. Such measures should include not only anonymisation and encryption, but also the use of increasingly available technology that permits algorithms to be brought to the data and allows valuable insights to be derived without the transmission between parties or unnecessary copying of the raw or structured data themselves.178

In addition, the EU Parliament’s version includes provisions for maintaining a detailed technical description of the AI that includes “cybersecurity measures put in place.”179

More broadly, the EU Parliament version is subject to established data protection laws.180 Specific references are made that the AI Act will not supplement data privacy laws.

This Regulation does not seek to affect the application of existing Union law governing the processing of personal data, including the tasks and powers of the independent supervisory authorities competent to monitor compliance with those instruments. This Regulation does not affect the fundamental rights to private life and the protection of personal data as provided for by Union law on data protection and privacy and enshrined in the Charter of Fundamental Rights of the European Union.181

Additional references to the importance of protecting privacy are included in the EU Parliament version.

Union law on the protection of personal data, privacy and the confidentiality of communications applies to personal data processes in connection with the rights and obligations laid down in this Regulation.182

The need to protect privacy is also emphasized even in connection with the conduct of regulators in their enforcement of the AI Act.

The authorities involved in the application of this Regulation pursuant to paragraph 1 shall minimise the quantity of data requested for disclosure to the data that is strictly necessary for the perceived risk and the assessment of that risk and shall delete the data as soon as it is no longer needed for the purpose it was requested for and they shall put in place adequate and effective cybersecurity, technical and organizational measures to protect the security and confidentiality of the information and data obtained in carrying out their tasks and activities.183

5. EU Parliament's Version Expands AI Activities Included in the High-Risk Category to Include Those Impacting Voting, Democracy, and EU Values

The EU Parliament’s May 11, 2023, press release announcing its May 16, 2023, version states that the “MEPs expanded the classification of high-risk areas to include harm to people’s health, safety, fundamental rights or the environment.”

Notably, similar concerns were expressed by the US Senate Judiciary subcommittee hearing on AI on May 16, 2023,184 when the European Parliament version of the drafted AI Act added to the list of “high-risk” examples the concern regarding AI systems used to influence voters in political campaigns and in recommender systems used by social media platforms (with more than forty-five million users under the DSA).185

The Parliament version recognizes that a purpose of the AI Act is

to ensure a high level of protection of health, safety, fundamental rights, democracy and rule of law and the environment from harmful effects of artificial intelligence systems in the Union while supporting innovation…186 Certain AI systems can also have an impact on democracy and rule of law and the environment.187

There is also a focus on protecting EU “values” in the European Parliament’s draft.

This Regulation should preserve the values of the Union facilitating the distribution of artificial intelligence benefits across society, protecting individuals, companies, democracy and rule of law and the environment from risks while boosting innovation and employment and making Europe a leader in the field.188

Given the major impact that artificial intelligence can have on society and the need to build trust, it is vital for artificial intelligence and its regulatory framework to be developed according to Union values enshrined in Article 2 TEU, the fundamental rights and freedoms enshrined in the Treaties, the Charter, and international human rights law. As a pre-requisite, artificial intelligence should be a human-centric technology. It should not substitute human autonomy or assume the loss of individual freedom and should primarily serve the needs of the society and the common good. Safeguards should be provided to ensure the development and use of ethically embedded artificial intelligence that respects Union values and the Charter.189

The EU Parliament also observed that “[t]hese rules should be … enabling to a European ecosystem of public and private actors creating AI systems in line with EU values.”190

In referencing the needs for the AI Act, the EU Parliament specifically referenced, “A Union legal framework laying down harmonised rules on artificial intelligence is therefore needed to foster … democracy and rule of law.”191

Notably, similar concerns were expressed by the US Senate Judiciary subcommittee hearing on AI on May 16, 2023,192 to ensure that AI upholds democratic values. Interestingly, the Cyberspace Administration of China (CAC) recently published measures requiring generative AI to reflect “Socialist Core Values.”193

6. New Conformity Tests Should Be Conducted Whenever Unplanned Changes Occur for High-Risk AI194

To ensure that AI standards are maintained, the EU Parliament’s version of the draft AI Act calls for a new conformity assessment when there are unplanned changes by the provider of the AI or where the intended purpose of the AI system changes.

In line with the commonly established notion of substantial modification for products regulated by Union harmonisation legislation, it is appropriate that a high-risk AI system undergoes a new conformity assessment whenever an unplanned change occurs which goes beyond controlled or predetermined changes by the provider including continuous learning and which may create a new unacceptable risk and significantly affect the compliance of the high-risk AI system with this Regulation or when the intended purpose of the system changes.195 [Emphasis added]

7. New Technical Documentation Requirements for High-Risk AI

The EU Parliament also included new technical documentation recordkeeping requirements for providers of high-risk processing. The technical documentation should include the following:

(ga)a detailed and easily intelligible description of the system’s main optimization goal or goals

(gb)a detailed and easily intelligible description of the system’s expected output and expected output quality

(gc)detailed and easily intelligible instructions for interpreting the system’s output

(gd)examples of scenarios for which the system should not be used196

In addition, a detailed explanation of the AI system, specifically technical documentation, should include

a description of the architecture, design specifications, algorithms and the data structures, including a decomposition of its components and interfaces, how they relate to one another and how they provide for the overall processing or logic of the AI system.197

Additional areas for technical documentation in the areas of ESG and bias are detailed in the related headings of this book in an effort to group topics.

CEOs and boards should keep in mind that the EU Parliament held the view that detailed information about the training and algorithms of an AI may be subject to review by a supervisory authority. The EU Parliament’s version states,

After having exhausted all other reasonable ways to assess/verify the conformity and upon a reasoned request, the national supervisory authority should be granted access to the training, validation and testing datasets, the trained and training model of the high-risk AI system, including its relevant model parameters and their execution/run environment. In cases of simpler software systems falling under this Regulation that are not based on trained models, and where all other ways to verify conformity have been exhausted, the national supervisory authority may exceptionally have access to the source code, upon a reasoned request. Where the national supervisory authority has been granted access to the training, validation and testing datasets in accordance with this Regulation, such access should be achieved through appropriate technical means and tools, including on site access and in exceptional circumstances, remote access. The national supervisory authority should treat any information, including source code, software, and data as applicable, obtained as confidential information and respect relevant Union law on the protection of intellectual property and trade secrets. The national supervisory authority should delete any information obtained upon the completion of the investigation.198

Other areas of the draft AI Act prepared by the European Parliament call for transparency with supervisory authorities investigating potential violations including unannounced inspections and the abilities of authorities to reverse engineer AI based on samples obtained as evidence of noncompliance. The draft states,

For the purpose of ensuring effective enforcement of this Regulation, national supervisory authorities may:

(a)Carry out unannounced on-site and remote inspections of high-risk AI systems;

(b)Acquire samples related to high-risk AI systems, including through remote inspections, to reverse-engineer the AI systems and to acquire evidence to identify non-compliance.199

8. New AI ESG Requirements

There European Parliament version of the draft AI Act contains a focus on research to further environmental and social favorable AI development. It states,

To ensure that Artificial Intelligence leads to socially and environmentally beneficial outcomes, Member States should support and promote research and development of AI in support of socially and environmentally beneficial outcomes by allocating sufficient resources, including public and Union funding, and giving priority access to regulatory sandboxes to projects led by civil society. Such projects should be based on the principle of interdisciplinary cooperation between AI developers, experts on inequality and non-discrimination, accessibility, consumer, environmental, and digital rights, as well as academics.200

There are also specific references to the sustainable development of AI as far as the environment.

AI systems can have a large important environmental impact and high energy consumption during their Lifecyle. In order to better apprehend the impact of AI systems on the environment, the technical documentation drafted by providers should include information on the energy consumption of the AI system, including the consumption during development and expected consumption during use.201

In addition, the continuous monitoring of AI is important to ensure sustainability.

AI systems should take into account state-of-the art methods and relevant applicable standards to reduce the energy use, resource use and waste, as well as to increase their energy efficiency and the overall efficiency of the system. The environmental aspects of AI systems that are significant for the purposes of this Regulation are the energy consumption of the AI system in the development, training and deployment phase as well as the recording and reporting and storing of this data. The design of AI systems should enable the measurement and logging of the consumption of energy and resources at each stage of development, training and deployment. The monitoring and reporting of the emissions ofAI systems must be robust, transparent, consistent and accurate.202

To facilitate the continuous monitoring, the EU Parliament envisions that high-risk AI would be enabled with appropriate logging capabilities. Article 12, section 2a, provides the following:

High-risk AI systems shall be designed and developed with, the logging capabilities enabling the recording of energy consumption, the measurement or calculation of resource use and environmental impact of the high-risk AI system during all phases of the system’s lifecycle.203

The EU Parliament expressed an intention to develop guidelines and targets contributing to key performance indicators for sustainability in AI development.

In order to achieve the objectives of this Regulation, and contribute to the EU’s environmental objectives while ensuring the smooth functioning of the internal market, it may be necessary to establish recommendations and guidelines and, eventually, targets for sustainability. For that purpose, the Commission is entitled to develop a methodology to contribute towards having Key Performance Indicators (KPIs) and a reference for the Sustainable Development Goals (SDGs).204

Further, providers of high-risk AI would have technical documentation obligations to establish energy consumption during the development stage as well as use of AI.

Information about the energy consumption of the AI system during the development phase and the expected energy consumption during use taking into account, where applicable, relevant Union and national legislation.205

In addition to AI being developed and deployed in a manner that is synergistic with environmental goals, the EU Parliament draft of the AI Act reflects the understanding that AI might enhance the EU’s overall ability to reach carbon-neutral targets. To that end, it states,

To contribute to reaching the carbon neutrality targets, European companies should seek to utilise all available technological advancements that can assist in realizing this goal. Artificial Intelligence is a technology that has the potential of being used to process the ever-growing amount of data created during industrial, environmental, health and other processes. To facilitate investments in AI-based analysis and optimisation tools, this Regulation should provide a predictable and proportionate environment for low-risk industrial solutions.206

There is also a call for the EU to develop standards to assess the impact of AI on the environment.

As reliable information on the resource and energy use, waste production and other environmental impact of AI systems and related ICT technology, including software, hardware and in particular data centres, is limited, the Commission should introduce an adequate methodology to measure the environmental impact and effectiveness of this Regulation in light of the Union environmental and climate objectives.207

9. Deployers of High-Risk Processing Would Have Express Obligations

The EU Parliament called for accountability for deployers of AI.

To the extent deployers exercise control over the high-risk AI system, they shall

(i)implement human oversight according to the requirements laid down in this Regulation

(ii)ensure that the natural persons assigned to ensure human oversight of the high-risk AI systems are competent, properly qualified and trained, and have the necessary resources in order to ensure the effective supervision of the AI system in accordance with Article 14

(iii)ensure that relevant and appropriate robustness and cybersecurity measures are regularly monitored for effectiveness and are regularly adjusted or updated.208

In addition, deployers of high-risk AI have a transparency obligation to those subject to decision-making by the generative AI.

Without prejudice to Article 52, deployers of high-risk AI systems referred to in Annex III, which make decisions or assist in making decisions related to natural persons, shall inform the natural persons that they are subject to the use of the high-risk AI system. This information shall include the intended purpose and the type of decisions it makes. The deployer shall also inform the natural person about its right to an explanation referred to in Article 68c.209

Deployers of high-risk AI would have specific risk assessment obligations.

Deployers shall conduct an assessment of the systems’ impact in the specific context of use. This assessment shall include, at a minimum, the following elements:

(a)a clear outline of the intended purpose for which the system will be used;

(b)a clear outline of the intended geographic and temporal scope of the system’s use;

(c)categories of natural persons and groups likely to be affected by the use of the system;

(d)verification that the use of the system is compliant with relevant Union and national law on fundamental rights;

(e)the reasonably foreseeable impact on fundamental rights of putting the high-risk AI system into use;

(f)specific risks of harm likely to impact marginalised persons or vulnerable groups;

(g)the reasonably foreseeable adverse impact of the use of the system on the environment;

(h)a detailed plan as to how the harms and the negative impact on fundamental rights identified will be mitigated;

(i)the governance system the deployer will put in place, including human oversight, complainthandling and redress.210

Deployers of AI would also have obligations to conduct an impact assessment.211

10. Risk Assessments Overall for High-Risk Processing

The EU Parliament version contains ongoing requirements “throughout the entire lifecycle of the AI system.”212

The EU Parliament version also refines the concept of updating the risk assessment contained in the council version of the draft AI Act to detail the ongoing efforts to make sure that the risk assessment is continuously effective.213

The EU Parliament’s draft included direction for the high-risk AI risk assessment to include the

identification, estimation and evaluation of the known and the reasonably foreseeable risks that the high-risk AI system can pose to the health or safety of natural persons, their fundamental rights including equal access and opportunities, democracy and rule of law or the environment when the high-risk AI system is used in accordance with its intended purpose and under conditions of reasonably foreseeable misuse.214

In addition, the risk assessment should include “appropriate and targeted”215 risk management steps “designed to address the risks identified.”216

The EU Parliament proposal also envisions coordination with external experts and stakeholders where appropriate to mitigate risks. In Article 9(4)(a) of the revised draft AI Act, the European Parliament calls for providers of high-risk AI systems to explore, via the risk assessment process, the “elimination of identified risks as far as technically feasible”217 through design and development of the high-risk AI system “involving when relevant, experts and external stakeholders.”218

The providers of AI systems should consider adverse impact on “vulnerable groups of people or children” as a part of the risk management system.219

Providers of high-risk systems have an obligation to monitor.

Where relevant, post-market monitoring shall include an analysis of the interaction with other AI systems environment, including other devices and software taking into account the rules applicable from areas such as data protection, intellectual property rights and competition law.220

11. Adds Protection for Persons with Disabilities

This version includes explicit reference to accessibility for the disabled. Specifically, the newly added section 53(a) states,

Given the growing importance and use of AI systems, the application of universal design principles to all new technologies and services should ensure full, equal, and unrestricted access for everyone potentially affected by or using AI technologies, including persons with disabilities, in a way that takes full account of their inherent dignity and diversity. It is therefore essential that Providers ensure full compliance with accessibility requirements.221

12. EU Parliament Adds New Governance Obligations on Deployers

New obligations are recommended for deployers ofAI (i.e., companies that use AI rather than invent the underlying technology). For example, it provides the following:

•Deployers should identify appropriate governance structures in that specific context of use, such as arrangements for human oversight, complaint handling procedures and redress procedures222

•[T]he deployer of high-risk AI systems should … carry out a fundamental rights impact assessment prior to putting it into use223

•The impact assessment should be accompanied by a detailed plan describing the measures or tools that will help mitigating the risks to fundamental rights identified at the latest from the time of putting it into use. If such plan cannot be identified, the deployer should refrain from putting the system into use.224

In addition, special provisions for vendors contributing to the AI are included.

•AI vendors that contribute to the AI should make their training and information available to the providers of the AI.225

Also, in the event of a serious incident, both providers and deployers have seventy-two hours to report the incident.226

13. EU Parliament Recognition of Competition/Market Differences between Players of AI and Additional Responsibilities for Providers of AI

Like legislators in the United States, the legislators in the EU Parliament recognized market differences between providers ofAI and small- and medium-sized businesses that lack market share to influence contractual terms. Specifically, the EU version of the AI Act referenced,

Unfair contract terms regulating the supply of tools, services, components or processes that are used or integrated in a high-risk AI system or the remedies for the breach or the termination of related obligations should not be binding to … micro, small or mediumsized enterprises and start-ups when they have been unilaterally imposed on them.227

Further, providers of “foundation models” for generative AI should have specific responsibilities for downstream users’ compliance.

Foundation models should assess and mitigate possible risks and harms through appropriate design, testing and analysis, should implement data governance measures, including assessment of biases, and should comply with technical design requirements to ensure appropriate levels of performance, predictability, interpretability, corrigibility, safety and cybersecurity and should comply with environmental standards.228

In addition, it is expected that “providers of AI” will provide compliance information that is necessary for deployers of AI (e.g., B2B customers).

Also, foundation models should have information obligations and prepare all necessary technical documentation for potential downstream providers to be able to comply with their obligations under this Regulation. Generative foundation models should ensure transparency about the fact the content is generated by an AI system, not by humans.229

Additional references are included regarding the need for the EU to recognize gaps between smaller companies and the market leaders.

Furthermore, in order to foster the development of artificial intelligence systems in line with Union values, the Union needs to address the main gaps and barriers blocking the potential of the digital transformation including the … lack of investment and access to investment, and existing and potential gaps between large companies, SME’s and start-ups.230

14. EU Parliament's Calls for Global Coordination

Similar to calls for global coordination of AI from US senators during the first Senate Judiciary Privacy, Technology, and the Law Oversight Hearing on AI that occurred on May 16, 2023, described earlier in this book, the European Parliament’s committee version, also dated May 16, 2023, calls for global coordination on standards for AI.231

It also calls for AI development banned for the EU to also be banned for purposes of exporting outside of the EU.

In order for the European Union to be true to its fundamental values, AI systems intended to be used for practices that are considered unacceptable by this Regulation, should equally be deemed unacceptable outside the EU because of their particularly harmful effect to fundamental rights as enshrined in the Charter of Fundamental Rights of the European Union. Therefore, it is appropriate to prohibit the export of such AI systems to third countries by providers residing in the Union.232

15. EU Parliament's Version of the Draft AI Act Gives Greater Rights to EU Citizens

The Parliament version emphasizes the importance of redress for EU citizens.

As the rights and freedoms of natural and legal persons and groups of natural persons can be seriously undermined by AI systems, it is essential that natural and legal persons or groups of natural persons have meaningful access to reporting and redress mechanisms and to be entitled to access proportionate and effective remedies.233

The Parliament version would enhance EU citizens’ right to file complaints about AI systems.234 It states,

They should be able to report infringements of this Regulation to their national supervisory authority and have the right to lodge a complaint against the providers or deployers of AI systems.235

It also requires deployers to provide internal complaint mechanisms to be used by individuals, legal entities, or groups.

Where applicable, deployers should provide internal complaints mechanisms to be used by natural and legal persons or groups of natural persons.236

Individual EU citizens would also have the right to judicial remedies, in addition to other administrative and nonjudicial remedies.

Without prejudice to any other administrative or non-judicial remedy, natural and legal persons and groups of natural persons should also have the right to an effective judicial remedy with regard to a legally binding decision of a national supervisory authority concerning them or, where the national supervisory authority does not handle a complaint, does not inform the complainant of the progress or preliminary outcome of the complaint lodged or does not comply with its obligation to reach a final decision, with regard to the complaint.237

The European Parliament version also gives EU citizens the right to receive explanations of decisions based on high-risk AI systems that significantly impact their rights.238 It provides the following:

Affected persons should always be informed that they are subject to the use of a high-risk AI system, when deployers use a high-risk AI system to assist in decision-making or make decisions related to natural persons. This information can provide a basis for affected persons to exercise their right to an explanation under this Regulation. When deployers provide an explanation to affected persons under this Regulation, they should take into account the level of expertise and knowledge of the average consumer or individual.239

In addition, whistleblower protections are extended (covering employees and nonemployees involved in the development, monitoring, and auditing of AI).

Union legislation on the protection of whistleblowers (Directive (EU) 2019/1937) has full application to academics, designers, developers, project contributors, auditors, product managers, engineers and economic operators acquiring information on breaches of Union law by a provider of AI system or its AI system.240

These rights do exist already insofar as personal data is incorporated.241 MEPs also reformed the role of the EU AI Office, which would be tasked with monitoring how the AI rule book is implemented.

16. Increases Fines

Fines for failing to adhere to governance practices can extend to 7 percent of worldwide turnover (i.e., gross profit).

Non compliance with the prohibition of the artificial intelligence practices referred to in Article 5 shall be subject to administrative fines of up to 40 000 000 EUR or, if the offender is a company, up to 7 % of its total worldwide annual turnover for the preceding financial year, whichever is higher.242

In imposing fines, the regulators have the ability to consider mitigation factors, including the extent of the compliance program, such as the following:

(cd) the degree of responsibility of the operator taking into account the technical and organisational measures implemented by them;

(ce) the manner in which the infringement became known to the national competent authorities, in particular whether, and if so to what extent, the operator notified the infringement;

(cf) adherence to approved codes of conduct or approved certification mechanisms;

(cg) any relevant previous infringements by the operator.243

Liability for fines cannot be shifted contractually. The EU Parliament version provides the following:

The penalties referred to in this article as well as the associated litigation costs and indemnification claims may not be the subject of contractual clauses or other form of burden-sharing agreements between providers and distributors, importers, deployers, or any other third parties.244

The same considerations for compliance will extend to any investigation of EU governmental bodies’ alleged violations.245

17. Fines Are Not Subject to Contractual Shifts

The EU Parliament’s version of the draft AI Act specifies that fines cannot be shifted based on contractual clauses.

The penalties and litigation costs under this Regulation should not be subject to contractual clauses or any other arrangements.246

18. Emphasizes That Fundamental Rights Such as Consumer Protection and Workers' Rights Remain in Place and Are Not Undermined by the AI Act

Consumer protection laws in the EU will need to be complied with according to the EU Parliament’s version of the draft AI Act.

This Regulation is without prejudice to the rules laid down by other Union legal acts related to consumer protection and product safety.247

In addition to protecting privacy/cyber rights, the EU Parliament’s version makes clear that the AI Act will not diminish workers’ rights that already exist in the EU. For example, the EU Parliament version states,

[T]his Regulation complements and should not undermine the rights and interests of employed persons. This Regulation should therefore not affect Community law on social policy and national labour law and practice, that is any legal and contractual provision concerning employment conditions, working conditions, including health and safety at work and the relationship between employers and workers, including information, consultation and participation.248

Also, member states are free to enact more protective laws for workers pertaining to AI.

This Regulation shall not preclude Member States or the Union from maintaining or introducing laws, regulations or administrative provisions which are more favourable to workers in terms of protecting their rights in respect of the use of AI systems by employers, or to encourage or allow the application of collective agreements which are more favourable to workers.249

19. Exemptions from the AI Act for Research and Open Source Added

The European Parliament’s draft of the AI Act makes clear that research and science will be furthered.

This Regulation should help in supporting research and innovation and should not undermine research and development activity and respect freedom of scientific research. It is therefore necessary to exclude from its scope AI systems specifically developed for the sole purpose of scientific research and development and to ensure that the Regulation does not otherwise affect scientific research and development activity on AI systems.250

In addition, AI used solely for open-source purposes and not for remuneration are not subject to the AI Act if not part of a high-risk AI system or not a foundation model for generative AI.

This Regulation shall not apply to AI components provided under free and opensource licences except to the extent they are placed on the market or put into service by a provider as part of a high-risk AI system or of an AI system that falls under Title II or IV.251

20. Continuous Review of AI Act-Every Two Years

The EU Parliament’s version envisions continuous review of the AI Act every few years to determine its efficacy and recommend changes.252This means that CEOs and board members need to continuously stay abreast of developments.

21. Responsibilities of the New EU- Level AI Office Are Explained

The duties of the regulatory structure of the AI Act in terms of enforcement and governance are explained.

The AI Office will perform a coordinating role, “including issuing opinions, recommendations, advice or guidance on matters related to the implementation of this Regulation.”253 The EU version details numerous activities and liaising functions of the AI Office, including coordinating among member states, issuing guidelines, and coordinating joint investigations.254

Note that the EU Parliament provides guidance on when joint investigations may occur. It states,

Joint investigations should be initiated where the national supervisory authority have sufficient reasons to believe that an infringement of this Regulation amount to a widespread infringement or a widespread infringement with a Union dimension, or where the AI system or foundation model presents a risk which affects or is likely to affect at least 45 million individuals in more than one Member State.255

The EU Parliament’s text details that the AI Office will be composed of three components: management board, secretariat, and advisory forum.256

Trilogue Process Explained-EU Draft Artificial Intelligence Act

All MEPs voted to adopt the EU Parliament committees’ proposed draft of the AI legislation at the June 14, 2023, session,257 and it proceeded from there to trilogue—an informal tripartite meeting among representatives of the Parliament, the council, and the commission to reach provisional agreement on legislative files—in order to reconcile the European Parliament’s June 14, 2023, version with the EU Commission’s April 2022 version and the EU Council’s December 2022 version.258 The bottom line is that legislation in this area is likely to be “fast-tracked” for adoption as soon as possible based on the enormous attention received on the topic.

Subchapter 9D-2B: EU Digital Services Act: Algorithmic Transparency and Accountability259

The Digital Services Act (DSA) entered into force on November 16, 2022. Among other things, the DSA introduces due diligence and transparency obligations regarding algorithmic decision-making by online platforms, such as social media, video sharing, or e-commerce platforms. The DSA will generally start applying on February 17, 2024. For providers of very large online platforms (VLOPs) and very large online search engines (VLOSEs)—providers reaching forty-five million EU users monthly—the DSA may apply four months following a notification to the provider concerned, a date earlier than February 17, 2024.

Let’s examine the implications of the DSA in further detail in terms of these obligations and note the steps businesses can take to comply with the DSA.

A Reflection of the Current AI Regulatory Environment

Along with the Digital Markets Act, the DSA is part of the EU Digital Services package, which proposes important changes for online platforms. For example, the DSA includes specific requirements for online marketplaces (such as e-commerce platforms), search engines, and the protection of minors.

The DSA’s algorithmic transparency and accountability requirements complement other EU AI regulatory efforts driving a growing number of legislative proposals, such as the AI Act and the AI Liability Directive. The AI Act, for example, will regulate the use of AI in specific sectors and, among other things, include a ban on specific AI systems posing “unacceptable risk.” Similar legislative efforts are ongoing in the United States. For example, on July 20, 2022, the House Energy and Commerce Committee approved the proposed ADPPA, which would, among other things, impose evaluation and reporting requirements for AI tools and establish a Bureau of Privacy at the FTC to enforce its provisions.

A Focus on Intermediary Services

The DSA regulates the obligations of digital services that act as intermediaries connecting consumers with goods, services, and content (e.g., social networks, online marketplaces, app stores). A core part of an intermediary service provider’s operation is the manner in which information is prioritized and presented to the recipients of the service. This is done, for example, by algorithmically suggesting, ranking, and prioritizing information (cf. Recital 70). The obligations under the DSA are tailored to specific categories of intermediary services and are supposed to match each category’s role, size, and impact in the online ecosystem.

Categories of services/platforms are nested within other categories of services/platforms. Each category is bound to its own specific obligations plus the obligations of every category above it. So, for example, online platforms are bound to rules for online platforms plus the obligations for hosting services and intermediary services.

The Obligations

In terms of algorithmic transparency and accountability, the DSA contains several obligations addressed to intermediary services and more specific obligations for (very large) online platforms (VLOPs). Some of the most important obligations are highlighted below.

Transparency Obligations

The DSA introduces transparency measures to enhance transparency around recommended systems and advertising.

For example, under Article 14(1), providers of intermediary services must include information on measures and tools used for content moderation, including algorithmic decision-making, in their terms and conditions. While the level of detail is not specified, Recital 70 indicates that platforms must ensure that recipients of their service are appropriately informed about how algorithms impact and influence the way information is displayed.

The DSA includes additional transparency obligations for providers of online platforms that use recommender systems. Under Article 27(1), these providers must set out in their terms and conditions “the main parameters used in their recommender systems, as well as any options for the recipients of the service to modify or influence those main parameters.”260 Among other things, the main parameters must include the criteria that are most significant in determining the information suggested to the recipient of the service (Article 27[2]). Providers also must make available a way for the recipient of the service to select and modify their preferred option.

[image: sq1]Action Item for Businesses: In addition to monitoring and updating their privacy notices, affected businesses will need to make sure that these additional transparency obligations are reflected in their terms and conditions and on their online interfaces. As with privacy notices and cookie banners, guidance from authorities and case law should be continuously monitored and reflected, especially in the early enforcement phase.

Due Diligence Obligations

Providers of VLOPs are also subject to due diligence obligations in relation to risks stemming from their algorithmic systems.

For example, providers of VLOPs must—annually—diligently identify, analyze, and assess any systemic risks stemming from their algorithmic systems. The documents supporting the risk assessment must be preserved for at least three years and must, upon request, be shared with the competent supervisory authorities. The systemic risks to be assessed include actual or foreseeable negative effects on electoral processes and public security (Article 34[2]).

[image: sq1]Action Item for Businesses: While the level of detail is not specified, other EU legislation, such as the GDPR, include somewhat comparable obligations (e.g., data protection impact assessment). Businesses falling under the category of VLOPs should therefore prepare appropriate risk assessments and should be able to provide them to the competent authorities upon request.

Accountability Obligations

Generally, the member state in which the main establishment of the provider of intermediary services is located is responsible for supervising and enforcing the DSA. However, the commission has exclusive powers to supervise and enforce some algorithmic accountability obligations specific to VLOPs and VLOSEs.

For example, providers of VLOPs and VLOSEs must, upon request, provide access to data that is necessary to monitor and assess compliance with the DSA. According to Article 40(3), this includes explaining the design, logic, and functioning of their algorithmic systems, including their recommender systems.

In addition, for the purposes of monitoring compliance with the obligations under the DSA, the commission may order providers of VLOPs and VLOSEs to provide access to, and explanations relating to, their databases and algorithms (Article 72[1]). Additionally, the commission has the power to conduct inspections at the premises of the providers ofVLOPs and VLOSEs and ask them on-site to provide explanations of their IT system, algorithms, and data handling, among other things (Article 69[5]).

[image: sq1]Action Item for Businesses: The DSA introduces a type of inspection that may require businesses to disclose information surrounding their algorithmic systems or maybe even the algorithms themselves. Businesses should prepare in advance on how to react to inquiries from the commission regarding their algorithms. Since the inspection may require disclosure of highly sensitive trade secrets, businesses should set up a mechanism to reveal only as much information as legally required.

Sanctions

A failure to comply with any obligation under the DSA could result in a fine of up to 6 percent of the annual worldwide turnover of the provider of intermediary services concerned in the preceding financial year (Article 52). The maximum fine for noncompliance under the DSA is therefore even higher than what is available under other EU legislation such as the GDPR. The provision of incorrect, incomplete, or misleading information to the competent authorities may lead to fines of up to 1 percent of the annual worldwide turnover.

For VLOPs and VLOSEs

A specific sanctions regime exists for providers ofVLOPs and VLOSEs, which are monitored and sanctioned by the commission. If a provision relevant to VLOPs and VLOSEs is found to be infringed, the commission may issue a noncompliance decision (Article 73) and in that decision impose fines of up to 6 percent of the total worldwide annual turnover, where it finds that the provider intentionally or negligently infringed, among other things (Article 74[1]).

A New Authority

To help monitor compliance with the DSA, the European Centre for Algorithmic Transparency (ECAT) was launched as part of the DSA. It will contribute scientific and technical expertise to the commission’s exclusive supervisory and enforcement role of the systemic obligations on VLOPs and VLOSEs provided for under the DSA.

Subchapter 9D-2C: GDPRRight to Object to Automated Decision-Making

The EU’s GDPR permits data subjects in the EU to object to automated decision-making that is generated by AI if personal data is used. Article 22 of the GDPR provides the following:

The data subject shall have the right not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her.261 [Emphasis added]

Exemptions from the right to object to automated decision-making

(a)is necessary for entering into, or performance of, a contract between the data subject and a data controller;

(b)is authorised by Union or Member State law to which the controller is subject and which also lays down suitable measures to safeguard the data subject’s rights and freedoms and legitimate interests; or

(c)is based on the data subject’s explicit consent.262

EU citizens should have the ability to object to automated processing and request a decision to be made by a human.

In the cases referred to in points (a) and (c) of paragraph 2, the data controller shall implement suitable measures to safeguard the data subject’s rights and freedoms and legitimate interests, at least the right to obtain human intervention on the part of the controller, to express his or her point of view and to contest the decision.263

The GDPR also provides that automated processing should not occur with sensitive datasets as defined in the statute (e.g., race, ethnicity, medical, financial) unless additional safeguards are in place.264

The GDPR enforcement trends indicate that by the fifth year of its effective date (2023), over EUR 4 billion in fines have been issued for violations of its provisions.265

Subchapter 9E: UK-Post-Brexit-AI Developments

UK Regulation Policy Paper (July 18, 2022)

On July 18, 2022, Rt. Hon. Nadine Dorries, MP, the UK Secretary of State for Digital, Culture, Media and Sport, outlined the United Kingdom’s “emerging thinking” on its approach to AI in a foreword to the UK’s AI regulation policy paper.266 In her preliminary remarks, MP Dorries focused on the importance of pursuing two important and potentially divergent goals: enhancing innovation and building trust. Specifically, she stated that the United Kingdom’s “regulatory approach will be a key tool in reaching this ambition. A regulatory framework that is proportionate, light-touch and forward-looking is essential to keep pace with the speed of developments in these technologies. Such an approach will drive innovation by offering businesses the clarity and confidence they need to grow while making sure we boost public trust.”267

MP Dorries further recognized that the issue of AI regulation is not limited to any one country but rather is global in nature: “We will continue to advocate internationally for our vision for a pro-innovation approach to AI regulation recognizing that both the opportunities and challenges presented by AI are fundamentally global in nature.”268 Hopefully this chapter, in particular, demonstrates the urgency of having a global understanding of these issues as they relate to your company.

In a separate ministerial foreword, the Secretary of State for Business, Energy and Industrial Strategy, Rt. Hon. Kwasi Kwarteng, MP, stated an ambitious goal for significant investment in AI.

But we must not be complacent. It is essential that we maximise the full opportunities which AI can bring to the UK, including by meeting our target of total R&D investment in the UK reaching 2.4% of GDP by 2027. We must achieve this while ensuring that we can build consumer, citizen and investor confidence in our regulatory framework for the ethical and responsible use of AI in our society and economy.269

MP Kwarteng also emphasized the need for responsibility in the development of AI, stating,

Our ambition is to support responsible innovation in AI—unleashing the full potential of new technologies, while keeping people safe and secure. This policy paper sets out how the government intends to strike this balance: by developing a pro-innovation, light-touch and coherent regulatory framework, which creates clarity for businesses and drives new investment. We want this framework to be adaptable to AI’s vast range of uses across different industries, and support our world-class regulators in addressing new challenges in a way that catalyses innovation and growth.270

Notably, the UK’s proinnovation approach stops short of proposing regulation. Instead, a “light touch” toward using preexisting regulatory structures to address actual harms versus hypothetical concerns is advocated. It states that its approach can be in part characterized as “[p] ro-innovation and risk-based. We propose to focus on addressing issues where there is clear evidence of real risk or missed opportunities. We will ask that regulators focus on high-risk concerns rather than hypothetical or low risks associated with AI. We want to encourage innovation and avoid placing unnecessary barriers in its way.”271

In so doing, the policy paper relies on the UK’s existing “patchwork” of legal and regulatory requirements that impact AI. For example, “UK data protection law includes specific requirements around ‘automated decision-making’ and the broader processing of personal data, which also covers processing for the purpose of developing and training AI technologies. The upcoming Online Safety Bill also has provisions specifically concerning the design and use of algorithms.272

The UK approach, contrasted with the ADPPA and the EU’s draft AI Act, does not contain a universal definition of AI. Instead, it provides the following:

To ensure our system can capture current and future applications of AI, in a way that remains clear, we propose that the government should not set out a universally applicable definition of AI. Instead, we will set out the core characteristics and capabilities of AI and guide regulators to set out more detailed definitions at the level of application.273

Underpinning the UK’s approach is its deep investment in AI and belief in the innovation that it is unleashing. The white paper describes some of AI’s benefits as follows:

AI is unlocking huge benefits across our economy and society. In Glasgow AI is being used to track asbestos cancer tumours, in the Southeast to help people facing fuel poverty, in Belfast to improve animal welfare on dairy farms, and across the country by HM Land Registry to compare property transfer deeds. AI is also being applied to fundamental challenges in biology that will revolutionise drug discovery, and is set to impact the future of mobility and an accelerated reduction in emissions.

Alongside the benefits that AI brings, it also creates a range of new and accelerated risks, such as those associated with the use of AI in critical infrastructure to algorithmic bias.274

The United Kingdom is taking a context-specific/application-level approach to AI. The policy paper describes this as follows: “Context-specific—we will acknowledge that AI is a dynamic, general purpose technology and that the risks arising from it depend principally on the context of its application.”275

While more flexible in terms of regulation, the UK policy paper does acknowledge that privacy and bias issues can arise in certain contexts.

For example, “transformer language models” rely on data in the public internet. The policy paper states, “These models generate their output automatically, based on the text input, and produce impressive multimedia with next to no detailed instruction or ongoing oversight from the user.”276

In this context, where AI models are deriving outputs from potentially flawed inputs, the UK Ministry observed that data privacy and bias risks are heightened: “Security and privacy concerns from inferred training data—Inappropriate or harmful language or content output—Reproduction of biases or stereotyping in training data.”277

The policy paper proposes six cross-sectoral principles building from the Organisation for Economic Co-operation and Development (OECD) Principles on Artificial Intelligence. These principles will form the basis for applying existing regulation to the AI context (and should be six areas you should be actively considering in your own company’s policies).

1.Ensure that AI is used safely: The policy paper states, “The breadth of uses for AI can include functions that have a significant impact on safety—and while this risk is more apparent in certain sectors such as healthcare or critical infrastructure, there is the potential for previously unforeseen safety implications to materialise in other areas.”278

2.Ensure that AI is technically secure and functions as designed: The policy paper states, “Ensuring that consumers and the public have confidence in the proper functioning of systems is vital to guaranteeing that the research and commercialisation of AI can continue apace.” The policy paper also states, “Subject to considerations of context and proportionality, the functioning, resilience and security of a system should be tested and proven, and the data used in training and in deployment should be relevant, high quality, representative and contextualised.”279

3.Make sure that AI is appropriately transparent and explainable: The policy paper provides guidance on transparency by stating, “Taking into account considerations of the need to protect confidential information and intellectual property rights, example transparency requirements could include requirements to proactively or retrospectively provide information relating to: (a) the nature and purpose of the AI in question including information relating to any specific outcome, (b) the data being used and information relating to training data, (c) the logic and process used and where relevant information to support explainability of decision making and outcomes, (d) accountability for the AI and any specific outcomes.”280 The policy paper also alludes to prohibiting the use of AI that cannot be explained where the processing has important impacts (e.g., a tribunal decision where the lack of explainability would deprive the individual of a right to challenge a life-impacting decision).281The concept of having to divulge information about the algorithm itself is present in the EU draft AI Act.282

4.Embed considerations of fairness into AI: While the policy paper relies on regulators to define fairness in specific contexts, it does provide some guidance when high risks may arise. For example, the policy paper states, “In many contexts, the outcomes of the use of AI can have a significant impact on people’s lives—such as insurance, credit scoring or job applications. Such high-impact outcomes—and the data points used to reach them—should be justifiable and not arbitrary.”283 [Emphasis added]

5.Define legal persons’ responsibility for AI governance: The policy paper states, “[Accountability for the outcomes produced by AI and legal liability must always rest with an identified or identifiable legal person—whether corporate or natural.”284 This concept is also present with the draft EU AI Act and the California draft Automated Decision Tools, discussed previously.

6.Clarify routes to redress or contestability: Given the potential for impact on individuals’ lives and issues pertaining to transparency and bias, the policy paper calls for regulators to develop mechanisms for individuals to contest Al-based outcomes. The policy paper states, “Using AI can increase speed, capacity and access to services, as well as improve the quality of outcomes. However, it can also introduce risks, for example that the relevant training data reproduces biases or other quality concerns into an outcome.”285 The focus on bias is a theme that is present in both the US draft ADPPA and the EU draft AI Act. The solution that the UK policy paper provides is for regulators to ensure contestability. The rationale for this is that “subject to considerations of context and proportionality, the use of AI should not remove an affected individual or group’s ability to contest an outcome.”286

The fairness proposal is the closest to the bias provisions in the ADPPA. Specifically, they specify,

Embed considerations of fairness into AI

In many contexts, the outcomes of the use of AI can have a significant impact on people’s lives—such as insurance, credit scoring or job applications. Such high-impact outcomes—and the data points used to reach them—should be justifiable and not arbitrary.

In order to ensure proportionate and pro-innovation regulation, it will be important to let regulators continue to define fairness. However, in any sector or domain we would expect regulators to:

•interpret and articulate “fairness” as relevant to their sector or domain,

•decide in which contexts and specific instances fairness is important and relevant (which it may not always be), and

•design, implement and enforce appropriate governance requirements for “fairness” as applicable to the entities that they regulate.287

UK Strategy (December 18, 2022)

On December 18, 2022, the United Kingdom released its national strategy on AI that involves three pillars.

•Pillar 1: Investing in the long-term needs of the AI ecosystem

•Pillar 2: Ensuring AI benefits all sectors and regions

•Pillar 3: Governing AI effectively288

A number of key action steps are described in the short and near terms to make progress on the pillars.

For example, regarding pillar 1, the UK intends to invest in programs at the university level to help develop the “pipeline” of AI talent. In addition, they have established a global talent network to try to attract the brightest minds from other countries, including India and the United States.

For pillar 2, a couple of the many elements include earmarking millions of dollars to protect children in the area of online child sexual abuse, as well as millions toward research on racial and ethnic inequalities in the use of AI.

Pillar 3 includes governance and policy, such as one policy titled “Ambitious, Safe, Responsible” on best practices to ensure AI is just that.

The UK's Proinnovation Approach to AI Regulation (March 29, 2023)

On March 29, 2023, the UK Department for Science, Innovation and Technology and Rt. Hon. Michelle Donelan, MP, unveiled a white paper to “turbocharge growth” in AI. The white paper is in lieu of strict legislation due to a concern that legislation would inhibit growth.289

The white paper starts with a recognition of the power of AI and the advances it can entail, particularly in critical areas such as health. While recognizing some of the game-changing advances in health and other areas that are already brought about by AI, the authors of the white paper recognized certain known harms, including privacy and human rights.

The guidance is grounded on the need to foster public trust.

Public trust in AI will be undermined unless these risks, and wider concerns about the potential for bias and discrimination, are addressed. By building trust, we can accelerate the adoption of AI across the UK to maximise the economic and social benefits that the technology can deliver, while attracting investment and stimulating the creation of high-skilled AI jobs. In order to maintain the UK’s position as a global AI leader, we need to ensure that the public continues to see how the benefits of AI can outweigh the risks.290

The white paper outlines five principles that underly the UK framework.

safety, security and robustness: applications of AI should function in a secure, safe and robust way where risks are carefully managed

transparency and explainability: organisations developing and deploying AI should be able to communicate when and how it is used and explain a system’s decisionmaking process in an appropriate level of detail that matches the risks posed by the use of AI

fairness: AI should be used in a way which complies with the UK’s existing laws, for example the Equality Act 2010 or UK GDPR, and must not discriminate against individuals or create unfair commercial outcomes

accountability and governance: measures are needed to ensure there is appropriate oversight of the way AI is being used and clear accountability for the outcomes

contestability and redress: people need to have clear routes to dispute harmful outcomes or decisions generated by AI291

These themes are reminiscent of trends that we see with US proposed regulation as well as the draft EU AI Act detailed above.

Subchapter 9F: APACArtificial Intelligence Initiatives

China and AI

There has been an increasing focus on AI in China.

China’s AI Security and Watermarking Regulations—Effective as of January 10, 2023

China banned the use ofAI-created media without notice to individuals that they are interacting with AI. This can be achieved through watermarking or other indicia that the media is AI generated.

China’s Cyberspace Administration of China (CAC)—Draft Measures to Cover Generative AI Issued for Comment on April 11, 2023

With the commercialization of generative AI, the CAC issued draft regulations for comment concerning generative AI. The measures cover generative AI (i.e., algorithmic models that generate text, images, video, code, and other media). At the time of the announcement, there was a furor caused by the commercialized release of generative AI by OpenAI and an effort for Chinese companies to announce similar offerings.

Article 4 of the draft measures sets forth expectations for generative AI.

1.Content generated through the use of generative AI shall reflect the Socialist Core Values, and may not contain: subversion of state power; overturning of the socialist system; incitement of separatism; harm to national unity; propagation of terrorism or extremism; propagation of ethnic hatred or ethnic discrimination; violent, obscene, or sexual information; false information; as well as content that may upset economic order or social order.

2.   In processes such as algorithm design, selecting training data, model generation and model optimization, service provision, etc., adopt measures to prevent the emergence of discrimination on the basis of race, ethnicity, religious belief, nationality, region, sex, age, or profession.

3.   Respect intellectual property rights and commercial ethics; advantages in algorithms, data, platforms, etc., may not be used to engage in unfair competition.

4.   Content generated through the use of generative AI shall be true and accurate, and measures are to be adopted to prevent the generation of false information.

5.   Respect the lawful rights and interests of others; prevent harm to the physical and mental health of others, infringement of their likeness rights, reputation rights and personal privacy, as well as infringement of intellectual property rights. It is prohibited to illegally obtain, divulge or use personal information and private [information], as well as commercial secrets.292

The Chinese-proposed measures are synergistic with trends seen in the United States and the EU as they relate to bias and protection of harmful impacts for individuals. There are a few areas of noteworthy departures.

The proposed measures’ requirements reflect Socialist Core Values and an express interest in the protection of IP rights, neither of which has yet been formalized in other frameworks. IP protections are expected to be included in the final EU AI Act, and there are lawsuits pending in the United States concerning IP rights and AI.

Singapore Draft AI Guidance

Model Artificial Intelligence Second Edition (January 21, 2020)

In January 2019, Singapore’s Personal Data Protection Commission (PDPC) launched a Model AI Governance Framework (Model Framework) at the World Economic Forum in Davos. The purpose of the framework was to provide businesses with best practices for demonstrating ethical AI practices.

The Model AI Framework was updated on January 21, 2020, to incorporate comments from companies that had adopted the framework as well as international feedback from the European Commission’s High-Level Expert Group and the OECD Expert Group on AI.

Singapore describes the framework as critical to its “plans to develop a human-centric approach towards AI governance that builds and sustains public trust.”293

The Model Framework is based on two overarching principles:

•Explainability, transparency, and fairness of AI

[image: sq] “Although perfect explainability, transparency and fairness are impossible to attain, organisations should strive to ensure that their use or application of AI is undertaken in a manner that reflects the objectives of these principles as far as possible. This helps build trust and confidence in AI.”

•A human-centric approach

[image: sq] “As AI is used to amplify human capabilities, the protection of the interests of human beings, including their wellbeing and safety, should be the primary considerations in the design, development and deployment of AI.”294Also, like other frameworks we have discussed in the book for AI, Singapore’s Model Framework focuses on “internal governance structures and measures.”

The framework’s successful AI programs brought together a close alignment between AI teams and data privacy teams.

Singapore's AI Verify-Governance Toolkit for Measuring Alignment with the Model Framework (May 25, 2022)

On May 25, 2022, Infocomm Media Development Authority/ PDPC launched AI Verify.295 The purpose of AI Verify is to create a pilot program for AI system owners and developers to (1) verify their systems against known ethical AI standards, (2) allow technology providers to contribute to testing and governance implementation research, and (3) allow companies that so wish to participate in exploring interoperability with Singapore’s AI standards.

Japan and AI

Japan has been engaged in AI governance.

•During the 2023 G7 summit in Japan, digital ministers discussed the human-centric approach to AI, which covered regulatory or nonregulatory policy tools. As the host country, Japan’s approach to AI regulation is believed to have had considerable influence on consensus building among global leaders.296

•The Financial Instruments and Exchange Act requires businesses engaging in algorithmic high-speed trading to register with the government and requires them to establish a risk management system and maintain transaction records—from the viewpoint of fair competition.297

•In 2019 the Japanese government published the Social Principles of Human-Centric AI (Social Principles) as principles for implementing AI in society. The Social Principles set forth three basic philosophies: human dignity, diversity and inclusion, and sustainability.298

Subchapter 9G: North America-Artificial Intelligence

Subchapter 9G-1: US Developments

In the United States, several legislative and enforcement developments indicate that enforcement in the area of AI and bias are imminent: (1) the White House AI Bill of Rights, (2) the ADPPA, (3) the proposed FACE IT Act, (4) the proposed Stopping Unlawful Negative Machine Impacts through National Evaluation Act, (5) FTC and CFPB enforcement—civil rights enforcement relating to disproportionate impacts, and (6) state developments.

Subchapter 9G-1A: White House AI Bill of Rights

In 2022 President Biden announced the White House Office of Science and Technology Policy’s “Blueprint for an AI Bill of Rights: Making Automated Systems Work for the American People.” The “Blueprint” recognizes the benefits ofAI but cautions against bias. The report begins by raising awareness about biased outcomes.

Among the great challenges posed to democracy today is the use of technology, data, and automated systems in ways that threaten the rights of the American public. Too often, these tools are used to limit our opportunities and prevent our access to critical resources or services. These problems are well documented. In America and around the world, systems supposed to help with patient care have proven unsafe, ineffective, or biased. Algorithms used in hiring and credit decisions have been found to reflect and reproduce existing unwanted inequities or embed new harmful bias and discrimination. Unchecked social media data collection has been used to threaten people’s opportunities, undermine their privacy, or pervasively track their activity—often without their knowledge or consent.299

The AI Bill of Rights focuses on the importance of furthering and supporting civil rights, including the right to privacy. It states,

This important progress must not come at the price of civil rights or democratic values, foundational American principles that President Biden has affirmed as a cornerstone of his Administration. On his first day in office, the President ordered the full Federal government to work to root out inequity, embed fairness in decision-making processes, and affirmatively advance civil rights, equal opportunity, and racial justice in America. The President has spoken forcefully about the urgent challenges posed to democracy today and has regularly called on people of conscience to act to preserve civil rights—including the right to privacy, which he has called “the basis for so many more rights that we have come to take for granted that are ingrained in the fabric of this country.”300 [Emphasis added]

The AI Bill of Rights goes on to identify five key principles that leaders should be aware of.

1.Safe and Effective Systems

2.Algorithmic Discrimination Protections

3.Data Privacy

4.Notice and Explanation

5.Human Alternatives, Consideration, and Fallback

The White House Office of Science and Technology Policy stated that the framework is designed to apply to “(1) automated systems that (2) have the potential to meaningfully impact the American public’s rights, opportunities, or access to critical resources or services.”301

The rights themselves are described as follows:

Rights, Opportunities, or Access

•Civil rights, civil liberties, and privacy, including freedom of speech, voting, and protections from discrimination, excessive punishment, unlawful surveillance, and violations of privacy and other freedoms in both public and private sector contexts.

•Equal opportunities, including equitable access to education, housing, credit, employment, and other programs.

•Access to critical resources or services, such as healthcare, financial services, safety, social services, non-deceptive information about goods and services, and government benefits.302

The US regulatory landscape is increasingly focusing on discriminatory impacts as an emerging area of enforcement.

Subchapter 9G-1B: NIST AI Risk Management Framework (AI RMF 1.0) and Related Resources (January 26, 2023)303

On January 26, 2023, NIST released a voluntary AI Risk Management Framework with a companion playbook, explainer video, road map, and other resources. The AI Risk Management Framework was the result of consensus building dating back to 2021.

The purpose of the guides was to “cultivate trust in AI technologies and promote AI innovation while mitigating risk.”

The AI framework identifies “risks and trustworthiness” in seven principles.

•Valid and reliable

•Safe

•Secure and resilient

•Accountable and transparent

•Explainable and interpretable

•Privacy enhanced

•Fair with harmful bias managed

Subchapter 9G-1C: Executive Order on Further Advancing Racial Equality and Support for Underserved Communities through the Federal Government (February 16, 2023)

In the first quarter of 2023, headlines exploded with the arrival of the commercialization of generative AI. While many applauded the possibilities, the business community, regulators, and consumer groups identified limitations with the technology and therefore called for caution, oversight, and regulation. Indeed, the CEO of OpenAI warned companies not to use ChatGPT for anything important. Nevertheless, companies began experimenting with the technologies to perform functions and replace positions to leverage cost savings.

In the midst of these contradictory trends, in February 2023, President Biden signed an executive order directing federal agencies to root out bias in their design and use of new technologies, including AI, to protect the public from algorithmic bias.

Section 4 of the executive order is titled “Embedding Equity into Government-Wide Processes.” Section 4(b) states,

When designing, developing, acquiring and using artificial intelligence and automated systems in the Federal Government, agencies shall do so consistent with applicable law, in a manner that advances equity.304

Subchapter 9G-1D: Biden-Harris Administration Announces New Actions to Promote Responsible AI Innovation That Protects American's Rights and Safety (May 4, 2023)

The White House continued its focus on promoting the safe development of AI when, on May 4, 2023, the Biden-Harris administration announced “new actions that will further promote responsible American innovation in … AI and protect people’s rights and safety.”305In the document, the administration noted that “companies have a fundamental responsibility to make sure their products are safe before they are deployed or made public.”306The statement announced,

Vice President Harris and senior Administration officials will meet today with CEOs of four American companies at the forefront of AI innovation— Alphabet, Anthropic, Microsoft, and OpenAI—to underscore this responsibility and emphasize the importance of driving responsible, trustworthy, and ethical innovation with safeguards that mitigate risks and potential harms to individuals and our society.307

The statement also reflected an intention to move forward with a “broader, ongoing effort to engage with advocates, companies, researchers, civil rights organizations, not-for-profit organizations, communities, international partners and others on critical AI issues.”308

The May 4 announcement reflected a separate workstream devoted to cybersecurity, biosecurity, and safety as it relates to AI to include “enlisting the support of government cybersecurity experts from across the national security community to ensure leading AI companies have access to best practices including protection of AI models and networks.”

Finally, there was an announcement that the leading companies would participate in public assessments of existing generative AI systems. “This will allow these models to be evaluated thoroughly by thousands of community partners and AI experts to explore how the models align with the principles and practices laid out in the Biden-Harris Administration’s Blueprint for an AI Bill of Rights and AI Risk Management Framework.”309

The testing is intended to all the market leaders to modify models if necessary and will enhance trust.310

The May 4, 2023, fact sheet also announced forthcoming policy guidance from the Office of Management and Budget to guide the US government’s use of AI systems. This is important, as the US government is reportedly “the single largest procurer of goods and services in the world.”311

Subchapter 9G-1E: US Senate Judiciary Committee Hearings Regarding Generative AI Beginning May 16, 2023, Positioned as Prelude to Forthcoming Legislation

I was honored to attend on Tuesday, May 16, 2023, the Senate Judiciary Subcommittee on Privacy, Technology, and the Law’s first hearing on AI. The hearing featured witness testimony from the CEO of OpenAI, the chief privacy and trust officer of IBM, and an AI research scientist who is a New York University emeritus professor.

The striking nature of the hearing was the consensus between the senators on both sides of the aisles as well as the two company witnesses and one academic witness in the general direction of future legislation.

There are also interesting comments made by Senator Durbin, who suggested that there should be a cabinet-level position for AI, and Republican Senator Blackburn, who questioned whether IP owners would be receiving royalties or be paid for the use of their data in training models. Similarly, Senator Graham asked for guidance on what the agency (if one is created) should undertake. Senator Graham also suggested that there should be a license issued for use of AI, at least under certain circumstances, and that the license could be revoked if standards are not met.

There also appears to be consensus around the need for testing of AI and general concern articulated by Senator Coons, Senator Booker, and Senator Holly around impersonation and manipulation as it relates to voting.

Senator Coons also talked about the development of an AI ethics board to determine whether AI is undermining democratic institutions or faith in the democratic systems and values.

The NYU professor emeritus witness called for the development of an international body similar to UNESCO or CERN to collaborate and coordinate global governmental policy with regard to AI. So Senator Padilla focused on fairness, harms, and equitable treatment of diverse groups. He also discussed questions concerning language fairness. Senator Welch focused on the harms that are to be addressed or the perils associated with AI and included in his discussion privacy, bias, IP, and misinformation. Senators Blumenthal and Booker raised the issue of competition antitrust and the concentration of capabilities in the relatively small number of companies to develop AI.

Senator Blumenthal also focused on transparency and accountability and being careful as it relates to limits of liability. Senator Hawley asked whether companies should be sued and mused whether it would be just easier to create a private right of action for AI issues so that lawsuits could be brought.

To recap, some of the areas of bipartisan consensus included the following:

•An independent agency/commission to oversee AI312

•An AI ethics board to ensure AI encourages faith in democratic values,313 similar to China (Although Senator Coons did not reference it by name, the CAC314 recently published measures requiring generative AI to reflect “Socialist Core Values.”)315

•Predeployment testing and licensing of AI316

•Risk assessments to determine other areas for mitigation317

•Focus areas for risk mitigation pre- and postdeployment of AI318

[image: sq]Equitable treatment of diverse groups/avoiding bias319
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•“Nutrition labels” that would explain, based on risk assessments, how (or how not) to rely on AI in certain contexts326

•Notice to individuals when they are interacting with an AI327

•Audits and postdeployment monitoring and testing of AI328

•Revocation of licenses where AI is not meeting standards329

•Need for trust and transparency pertaining to AI330

•Global coordination and leadership by the United States331

The senators expressed a desire to regulate generative AI now and not be “too late” to provide guidance.332

The takeaways for companies are clear. Like the EU and six other continents, the United States is zeroing in on regulation for generative AI. The suggestions for business are to take heed of the over three thousand pages of draft and existing legislation in seven continents and in five states in the United States that have already been published.333

Based on the suggestions that arose during the hearing, which are synergistic with global trends, to be discussed below, companies could consider the following steps as part of demonstrating the existence of a “trusted” AI program:

1.First, appoint a leader for AI in the company, then create and document an AI governance program.

2.Second, prior to deploying AI, understand the use cases for the business.

3.Third, inventory the training data and segregate so you can document what data the AI is trained on.

4.Fourth, consider whether synthetic data could be used in lieu of personal information.

5.Fifth, consider collaborating with IP owners for use of training data.

6.Sixth, consider watermarking IP and other protected information, such as personal information, in case opt-outs are received.

7.Seventh, conduct a risk assessment and determine whether the AI presents any risks of harm (such as inaccuracies or bias that would impact credit, health, children, or otherwise adversely impact disadvantaged/vulnerable groups). If so, the company could consider baking in mitigation steps ahead of deployment of the AI.

8.Eighth, even after mitigation has been achieved, consider whether a nutrition label warning of possible harms makes sense. A statement that provides guidance on how the AI should (and should not) be relied on may insulate the company from future claims that users were not aware of potential risks, such as hallucination or bias when they knowingly used the AI.

9.Ninth, conduct bias assessments to determine if protected groups are experiencing greater risks of unfair/disparate treatment, especially in the areas of credit lending, education, and healthcare.

10.Tenth, postdeployment of the AI, companies might want to continuously monitor the AI to see how it is doing in the wild and to determine whether risks have been introduced in the algorithm during the iterative process of use of the AI.

11.Eleventh, companies should consider including notice to individuals when they are interacting with an AI. Notice requirements already exist under California’s chatbot disclosure law that went into effect back in 2019. However, notice and transparency are hallmarks of recommendations that came out during the hearing, as well as the various frameworks that are introduced around the world, including the draft AI Act in Europe.

The hearing is synergistic with similar frameworks that have been contemplated in seven different continents over one thousand pages of legislation. Companies should take stock of this trend and develop governance now as they are building systems rather than wait for these laws to go into effect. It’s anticipated that companies will spend over $1 trillion on AI in the next few years globally. As we are rebuilding systems and building new ones, it would make sense, it seems, to take into consideration the comments made by the senators on Tuesday, May 16, that resonate with (and are synergistic with) comments around the world.

The senators focused on the need not to repeat the lessons learned from the inception of the internet (Web 1.0 and 2.0). They expressed regret for waiting too long to regulate. It is estimated that investments in AI will soon exceed $1 trillion. Companies can perhaps protect their investments in this new technology by building governance programs that are synergistic with the consensus reflected at the hearing and in six other continents.

More hearings will follow. Senator Blumenthal announced that additional hearings will occur to explore the following:

•Competition/antitrust

[image: sq]During the hearing, other senators expressed concern about antitrust issues and a “small concentration of companies” with the ability to develop AI at scale.334

•National security

•New agency

•In this regard, he expressed being “very interested in enforcement.”

Senator Coons referenced an upcoming hearing in June or July to address patent and copyrights and AI.

Subchapter 9G-1F: ADPPA-Federal Privacy Law Was Not Enacted but Reveals Focus on AI and Bias; Legislation Reveals Focus on AI and Bias

On July 20, 2022, the House Energy and Commerce Committee approved the proposed ADPPA by a 53-2 margin.335 The bill was groundbreaking in that it was (1) the first comprehensive data privacy bill to emerge with bipartisan support from a Congressional committee and (2) the first to address algorithmic bias with support from both Democrats and Republicans. Some of the key provisions that you as a corporate leader should be aware of to potentially incorporate into your business practices in advance include the ADPPA’s (1) civil rights protections and exceptions, (2) enforcement, and (3) compliance steps.

Subchapter 9G-1F.1: ADPPA Civil Rights Protections

Section 207 of the ADPPA titled “Civil Rights and Algorithms” articulates civil rights protections for US citizens related to algorithms. Specifically, Section 207(a) states,

A covered entity or a service provider may not collect, process, or transfer covered data in a manner that discriminates in or otherwise makes unavailable the equal enjoyment of goods or services on the basis of race, color, religion, national origin, sex, or disability.336

ADPPA Exceptions Expressly Contemplate Efforts to Prevent Discrimination

There are civil rights protective exceptions to Section 207’s general prohibition against discrimination. Section 207(a)(2) states,

The collection, processing, or transfer of covered data for the purpose of—

(i)a covered entity’s or a service provider’s selftesting to prevent or mitigate unlawful discrimination; or

(b)diversifying an applicant, participant, or customer pool.

Businesses Covered by the ADPPA's AI and Bias Prevention Provisions

Generally speaking, covered entities, service providers, and large data collectors that develop algorithms to collect, process, or transfer covered data or publicly available information would be required to conduct algorithmic impact assessments.

Covered Entities and Service Providers Defined

A covered entity under the proposed statute includes for-profit and nonprofit entities. They are defined in Section 2 as follows:

COVERED ENTITY.—

(A)The term “covered entity”—

(i)means any entity or any person, other than an individual acting in a non-commercial context, that alone or jointly with others determines the purposes and means of collecting, processing, or transferring covered data and—

(I)is subject to the Federal Trade Commission Act (15 U.S.C. 41 et seq.);

(II)is a common carrier subject to the Communications Act of 1934 (47 U.S.C. 151 et seq.) and all Acts amendatory thereof and supplementary thereto title II of the Communications Act of 1934 (47 U.S.C. 201-231) as currently enacted or subsequently amended; or

(III) is an organization not organized to carry on business for their own profit or that of their members; and

(ii)includes any entity or person that controls, is controlled by, or is under common control with another covered entity.

(B)EXCLUSIONS.—The term “covered entity”

does not include—

(i)a governmental entity such as a body, authority, board, bureau, commission, district, agency, or political subdivision of the Federal, State, or local government; or

(ii)a person or an entity that is collecting, processing, or transferring covered data on behalf of or a Federal, State, Tribal, territorial, or local government entity.337

Service Providers

The statute defines service providers as follows:

SERVICE PROVIDER..—The term “service provider” means a person or entity that collects, processes, or transfers covered data on behalf of, and at the direction of, a covered entity and which receives covered data from or on behalf of a covered entity pursuant to a written contract, provided that the contract meets the requirements of section 302.338

Large Data Holders

The term “large data holder” means a covered entity or service provider that, in the most recent calendar year—

(i)had annual gross revenues of $250,000,000 or more; and

(1i)collected, processed, or transferred—

(I)the covered data of more than 5,000,000 individuals or devices that identify or are linked or reasonably linkable to 1 or more individuals; and

(II)the sensitive covered data of more than 200,000 individuals or devices that identify or are linked or reasonably linkable to 1 or more individuals.

(B)EXCLUSIONS.—The term “large data holder” does not include any instance where the covered entity or service provider would qualify as a large data holder solely on account of collecting, or processing—

(i)personal email addresses;

(ii)personal telephone numbers; or

(iii)log-in information of an individual or device to allow the individual or device to log in to an account administered by the covered entity or service provider.339

Algorithms Defined

The provisions apply to covered entities, service providers, or large data holders creating or using algorithms. The ADPPA defines “covered algorithm” as follows:

(7) COVERED ALGORITHM.—The term “covered algorithm” means a computational process that uses machine learning, natural language processing, artificial intelligence techniques, or other computational processing techniques of similar or greater complexity that makes a decision or facilitates human decision making with respect to covered data, including to determine the provision of products or services or to rank, order, promote, recommend, amplify, or similarly determine the delivery or display of information to an individual.340

Given the breadth of the definition, business leaders need to understand what operations in their companies fit within the definition. Note also that the ADPPA’s prohibition against discrimination, coextensive with the Civil Rights Act, would not apply to privacy clubs or groups not open to the public as described in Section 201(e) of the Civil Rights Act of 1964 (42 U.S.C. 2000a[e]).

Impact Assessments Required for Large Data Holders

The ADPPA places impact assessment obligations on large data holders as described above to conduct annual impact assessments as detailed below.

Proposed Requirement for Algorithmic Impact Assessments

Section 207(c)(1)(A) of the ADPPA contains the proposed requirement for algorithmic impact assessments. It states,

(A) IMPACT ASSESSMENT.—Notwithstand-ing any other provision of law, not later than 2 years after the date of enactment of this Act, and annually thereafter, a large data holder that uses an algorithm that may cause potential harm to an individual, and uses such algorithm solely or in part, to collect, process, or transfer covered data must conduct an impact assessment of such algorithm in accordance with subparagraph (B).341

Proposed Scope for Impact Assessments

The ADPPA Section 207(c)(1)(B) sets forth the proposed scope for required impact assessments. Although not finalized into law, the scope of the assessment parameters provides guidance for leaders on steps organizations can take now to be compliant with the direction of regulators in this area. (Again, you must be proactive, not reactive.) ADPPA Section 207(c)(1)(B) states,

(B) IMPACT ASSESSMENT SCOPE.—The impact assessment … shall provide the following:

(i)A detailed description of the design process and methodologies of the algorithm.

(ii)A statement of the purpose, proposed uses, and foreseeable capabilities outside of the articulated proposed use of the algorithm.

(iii)A detailed description of the data used by the algorithm, including the specific categories of data that will be processed as input and any data used to train the model that the algorithm relies on.

(iv)A description of the outputs produced by the algorithm.

(v)An assessment of the necessity and proportionality of the algorithm in relation to its stated purpose, including reasons for the superiority of the algorithm over nonautomated decision-making methods.

(vi)A detailed description of steps the large data holder has taken or will take to mitigate potential harms to individuals, including potential harms related to—

(I)any individual under the age of17;

(II)making or facilitating advertising for, or determining access to, or restrictions on the use of housing, education, employment, healthcare, insurance, or credit opportunities;

(III) determining access to, or restrictions on the use of, any place of public accommodation, particularly as such harms relate to the protected characteristics of individuals, including race, color, religion, national origin, sex, or disability; or

(IV) disparate impact on the basis of individuals’ race, color, religion, national origin, sex, or disability status"342 [Emphasis supplied]

Proposed Algorithmic Design Evaluations to Reduce Risks of Harm

The ADPPA Section 207(c)(2) sets forth the design evaluation criteria that companies should use to reduce the risks of harm to the public.

(2)ALGORITHM DESIGN EVALUATION.— Notwithstanding any other provision of law, not later than 2 years after the date of enactment of this Act, a covered entity or service provider that knowingly develops an algorithm, solely or in part, to collect, process, or transfer covered data or publicly available information shall prior to deploying the algorithm in interstate commerce evaluate the design, structure, and inputs of the algorithm, including any training data used to develop the algorithm, to reduce the risk of the potential harms identified under paragraph (1)(B).343[Emphasis added]

Enforcement of the ADPPA Algorithmic Fairness Provisions

The ADPPA would be enforced by the FTC.344 The FTC would be able to consult with technical experts in connection with exercising enforcement.

The ADPPA would create a Bureau of Privacy at the FTC to enforce its provisions, and any ADPPA violation would be treated as a violation of a rule defining an unfair or deceptive act or practice under Section 18(a)(1)(B) of the Federal Trade Commission Act (15 U.S.C. 57a[a][1][B]).

With respect to Section 207, the ADPPA would authorize the FTC to promulgate regulations to establish processes by which large data holders can submit impact assessments and exclude from assessment “any algorithm that presents low or minimal risk for potential for harms to individuals.” The ADPPA would also require the FTC to publish guidance within two years of the bill’s enactment regarding compliance with Section 207 and a study within three years of the best practices for assessment and evaluation of algorithms and methods to reduce the risk of harm. These publications may help provide guidance to companies as they navigate compliance and dedicate resources to the evaluation of algorithmic tools.

Although the ADPPA as drafted includes a private right of action about which a number of business groups have raised concerns, it, importantly, would not apply to Section 207’s provisions related to potential discrimination. Instead, the FTC and state attorneys general would be empowered with enforcement authority with respect to Section 207.

The Future of the ADPPA

The ADPPA has faced significant resistance from California lawmakers who argue that the bill would preempt the CPRA, which they argue offers stronger protections to California residents.345 The CPRA does not contain express civil rights protections for California residents pertaining to algorithmic bias, although new laws in California in this regard are anticipated.

With a new makeup in the US House of Representatives in 2023, it is still unclear whether the concerns previously articulated can be overcome easily in a new congressional session, especially with Washington dysfunction. The ADPPA provides significant insights as to the type of oversight of AI tools that lawmakers and regulators may seek to exercise in the near future—oversight that all data leaders must be aware of. Many of the ADPPA’s provisions are synergistic with the White House Office of Science and Technology Policy’s recent unveiling of a Blueprint for an AI Bill of Rights discussed previously in this chapter.

ADPPA Takeaways for Leaders

Boards and CEOs may wish to confirm that their teams have an internal impact assessment process for the development of algorithmic products. Algorithmic justice reviews can be obtained from independent third parties to identify unintended, discriminatory impacts on protected groups. Also, diversity in the makeup of the compliance and engineering teams can assist with identification of systemic bias issues. Think of screening and reviewing for bias as a form of “debugging” your algorithms.

Subchapter 9G-1G: Legislation Concerning Federal Government’s Use of AI-Pending

Agencies within the US government have spent over $1 billion on AI research, with anticipated continued spending and growth. Some in the US Congress have called for legislation concerning use and development. A few examples are below.

Subheading 9G-1G.1 FACE IT Act-Introduced in December 2022

On December 21, 2022, outgoing US senator Rob Portman (R-Ohio) introduced a bill designed to guard against civil liberty and civil rights violations in the US government’s use of facial recognition technology and AI. At the time the bill was introduced, Senator Portman was the cochair of the Senate Artificial Intelligence Caucus and outgoing ranking member of the Homeland Security and Governmental Affairs Committee.

The Facial Accountability, Clarity, and Efficiency in Technology Act (FACE IT Act)346 would have the NIST set minimum accuracy standards for governmental use of facial recognition technology and bar the use of AI that did not meet the requirements. The FACE IT Act would also limit governmental use of facial recognition databases and require humans to be involved in decision-making. The FACE IT Act would also allow US citizens to opt out of the use of facial recognition and provide alternative options for citizens in cases where facial recognition might be used for identity verification and other approved purposes.

Subheading 9G-1G.2 Stopping Unlawful Negative Machine Impacts through National Evaluation Act

On December 21, 2022, Senator Portman also introduced a second AI and bias bill called the Stopping Unlawful Negative Machine Impacts through National Evaluation Act.347 The purpose of the act is to “clarify that existing civil rights laws apply to decisions made by AI systems just as if those decisions were made by humans.”348

The bill would give the NIST the power to set up tech evaluations with stakeholders to explore methods of reducing discrimination in algorithms. The concept of tech evaluations is proposed as an alternative to proscriptive regulations. Senator Portman’s statement announced that the draft bill is an alternative to overregulation.

Rather than jump all the way to heavy-handed regulation of this new technology, Congress should make clear that we already have numerous laws on the books to guard against discrimination on the basis of protected characteristics.349

It is worth noting that the main purpose of Senator Portman introducing the bill just two weeks before the end of the congressional session (January 3, 2023) was clearly to inspire a dialogue on these issues rather than to obtain a definite resolution before the conclusion of the legislative session.

Subchapter 9G-1H: US Federal Agency AI Developments

The Consumer Financial Protection Bureau AI and Bias Initiatives

The Consumer Financial Protection Bureau (CFPB), the government agency dedicated to making sure people are treated fairly by banks, lenders, and other financial institutions, has taken steps to emphasize a focus on the fairness of algorithms to protect against discrimination. Two initiatives are described here.

The CFPB announced in March 2022 that it intends to enforce the Consumer Financial Protection Act’s unfair, deceptive, and abusive acts and practices provisions to combat algorithmic bias. The CFPB announced changes to its supervisory operations to “protect families and communities from illegal discrimination, including in situations where fair lending laws may not apply.”350

In so doing, the CFPB made it clear that it would attack algorithmic bias as an unfair, deceptive, and abusive act/practice (UDAAP) under the Consumer Financial Protection Act (CFPA).

The CFPB published an updated exam manual for evaluating UDAAPs, which notes that discrimination may meet the criteria for “unfairness” by causing substantial harm to consumers that they cannot reasonably avoid.351

With the policy change, the CFPB made it clear that it will make discriminatory conduct a focus of future examinations. Specifically, the CFPB will be reviewing financial institutions’ and other covered entities’ policies to determine whether

•The entity has a process to prevent discrimination in relation to all aspects of consumer financial products or services the entity offers or provides, which includes the evaluation of all policies, procedures and processes for discrimination prior to implementation or making changes, and continued monitoring for discrimination after implementation.352

•The entity’s compliance program includes an established process for periodic analysis and monitoring of all decisionmaking processes used in connection with consumer financial products or services, and a process to take corrective action to address any potential UDAAP concerns related to their use, including discrimination.353

•The entity has established policies and procedures to review, test, and monitor any decision-making processes it uses for potential UDAAP concerns, including discrimination.354

•The entity has established policies and procedures to mitigate potential UDAAP concerns arising from the use of its decision-making processes, including discrimination.355

•The entity’s policies, procedures, and practices do not target or exclude consumers from products and services, or offer different terms and conditions, in a discriminatory manner.356

•The entity has appropriate training for customer service personnel to prevent discrimination.357

The CFPB announced that it will closely examine financial institutions’ decision-making in advertising, pricing, and other areas to ensure that companies are appropriately testing for and eliminating illegal discrimination. Its director, Rohit Chopra, stated, “When a person is denied access to a bank account because of their religion or race, this is unambiguously unfair. We will be expanding our antidiscrimination efforts to combat discriminatory practices across the board in consumer finance.”358

CFPB Discriminatory Impact Guidance: On May 26, 2022, the CFPB issued Consumer Financial Protection Circular 2022-03, “Adverse Action Notification Requirements in Connection with Credit Decisions Based on Complex Algorithms,”359 reminding financial institutions that they are subject to existing discrimination laws. The press release states,

Today, the Consumer Financial Protection Bureau (CFPB) confirmed that federal anti-discrimination law requires companies to explain to applicants the specific reasons for denying an application for credit or taking other adverse actions, even if the creditor is relying on credit models using complex algorithms.360[Emphasis added]

The CFPB further warned that “companies relying on complex algorithms must provide specific and accurate explanations for denying applications.”361 CFPB director Chopra stated,

Companies are not absolved of their legal responsibilities when they let a black-box model make lending decisions…The law gives every applicant the right to a specific explanation if their application for credit was denied, and that right is not diminished simply because a company uses a complex algorithm that it doesn’t understand.362

The release emphasized a focus on accountability to avoid discriminatory impacts of algorithms with regard to credit decisions. The Consumer Financial Protection Circular specifically referenced obligations under the Equal Credit Opportunity Act (ECOA).

ECOA protects individuals and businesses against discrimination when seeking, applying for, and using credit. To help ensure a creditor does not discriminate,

ECOA requires that a creditor provide a notice when it takes an adverse action against an applicant, which must contain the specific and accurate reasons for that adverse action. Creditors cannot lawfully use technologies in their decision-making processes if using them means that they are unable to provide these required explanations.363

This just points again to the imperative that board members cannot play ostrich—and that companies are not “absolved” just because AI makes the error.

Federal Trade Commission-AI Developments

The Federal Trade Commission (FTC) joined the CFPB and the federal EEOC to announce their intention to use existing unfair and deceptive business practice powers to prevent biased outcomes because of generative AI.

The FTC, CFPB, EEOC, and Department of Justice’s Civil Rights Division issued a joint statement emphasizing their intention to protect fairness as it relates to generative AI.364 The joint statement emphasized that they

are among the federal agencies responsible for enforcing civil rights, non-discrimination, fair competition, consumer protection, and other vitally important legal protections. We take seriously our responsibility to ensure that these rapidly evolving automated systems are developed and used in a manner consistent with federal laws, and each of our agencies has previously expressed concern about potentially harmful uses of automated systems.365

In a section of the joint statement titled “Automated Systems May Contribute to Unlawful Discrimination and Otherwise Violate Federal Law,” the agencies identified specific areas of concern from the standpoint of bias.

Data and Datasets: Automated system outcomes can be skewed by unrepresentative or imbalanced datasets, datasets that incorporate historical bias, or datasets that contain other types of errors. Automated systems also can correlate data with protected classes, which can lead to discriminatory outcomes.366 [Emphasis added]


Board Tip:

Questions the Board Can Ask Based on the Joint Agencies’ Statement Regarding Biased Data and Datasets

•Has the model been trained with representative and balanced datasets in terms of ethnic, gender, age, geographic, and other types of diversity?

•Has the model been balanced to address “historical bias”?

•What steps have been taken to ensure that the training data has been purged of other types of errors or other data used to balance for or correct errors?

•Are any outcomes correlated to protected classes (e.g., race, gender, sexual orientation, religion, income economic classes)?



The joint statement also identified “Model Opacity and Access” as another potential area for biased outcomes. In that regard it stated,

Model Opacity and Access: Many automated systems are “black boxes” whose internal workings are not clear to most people and, in some cases, even the developer of the tool. This lack of transparency often makes it all the more difficult for developers, businesses, and individuals to know whether an automated system is fair.367


Board Tip:

Questions the Board Can Ask Based on the Joint Agencies’ Statement Regarding Model Opacity and Access

•Can we explain how our models work?

•Can we explain what data it was trained with and what outputs we were expecting to obtain from the model?



The agencies also identified “design and use” of models as a further area of potential bias.

Developers do not always understand or account for the contexts in which private or public entities will use their automated systems. Developers may design a system on the basis of flawed assumptions about its users, relevant context, or the underlying practices or procedures it may replace.368 [Emphasis added]


Board Tip:

Questions the Board Can Ask Based on the Joint Agencies’ Statement Regarding Design and Use of Automated Systems

•Was the AI customized for the use case and context we are considering for our company?

•If we are licensing an AI-powered system from a vendor, have developers been given information about the uses, context, and practices or procedures the AI might ultimately replace?

•If not, what are we doing to test, monitor, and mitigate against unintended consequences based on the application in our environment?



Savvy boards should place AI on the board agenda and ask the questions above to remain as data leaders rather than waiting for enforcement. The US agencies that signed the joint statement (e.g., FTC, CFPB, Justice Department, and EEOC) made it clear that they intend to be asking these questions of companies as the development and use of AI continues. In concluding the joint statement, they emphasized,

Today, our agencies reiterate our resolve to monitor the development and use of automated systems and promote responsible innovation. We also pledge to vigorously use our collective authorities to protect individuals’ rights regardless of whether legal violations occur through traditional means or advanced technologies.369

The FTC commissioner, Lina Kahn, doubled down on that agency’s intention to enforce. In an op-ed piece in the New York Times titled “Lina Khan: We Must Regulate A.I. Here’s How,”370 Commissioner Kahn emphasized her focus on enforcement. She also discussed concerns about the anticompetitive deployment of AI tools that may be inaccessible to smaller or medium-sized businesses.

In light of these developments, companies might wish to conduct antitrust/monopolistic risk assessments in addition to those focused on algorithmic bias.

Subchapter 9G-1I: California and Other State Developments

There are a number of state legislative requirements and trends that are important for boards of directors and CEOs to consider, as well as global initiatives, which we will discuss later in the chapter. By 2023, twenty-one of the fifty states had either proposed or enacted AI legislation. The fact that numerous states have enacted this makes the business of AI use and data protection even more complicated, as companies must be compliant in each area in which they do business.

California-The Bolstering Online Transparency Act-Adopted September 2018, Effective July 2019

The Bolstering Online Transparency Act (BOT)371 went into effect in July 2019. The BOT Act requires notice for the use of AI bots in California. Section 17941 (a) states,

It shall be unlawful for any person to use a bot to communicate or interact with another person in California online, with the intent to mislead the other person about its artificial identity for the purpose of knowingly deceiving the person about the content of the communication in order to incentivize a purchase or sale of goods or services in a commercial transaction or to influence a vote in an election. A person using a bot shall not be liable under this section if the person discloses that it is a bot.372 [Emphasis added]

Section 17941(b) describes the conspicuous notice needed when a company uses a bot to communicate with California residents in connection with e-commerce.

(b)The disclosure required by this section shall be clear, conspicuous, and reasonably designed to inform persons with whom the bot communicates or interacts that it is a bot.373

Section 17940 of the BOT Act defines key terms as follows:

(a)“Bot” means an automated online account where all or substantially all of the actions or posts of that account are not the result of a person.

(b)“Online” means appearing on any public-facing Internet Web site, Web application, or digital application, including a social network or publication.374

The California attorney general’s office has jurisdiction to enforce the BOT Act.

California Proposed Amendments to Antidiscrimination Laws to Address the Use of Algorithms in the Employment Context

On March 15, 2022, the California Fair Employment and Housing Council published draft modifications to its employment antidiscrimination laws. The proposed amendments would make it clear that reliance on automated decision-making to limit or screen applicants based on protected categories such as race/gender could constitute unlawful discrimination. The proposed amended states,

Automated-Decision Systems. The use of and reliance upon automated-decision systems that limit or screen out, or tend to limit or screen out, applicants based on protected characteristic(s) set forth in this Act may constitute unlawful disparate treatment or disparate impact. For instance, an automated-decision system that measures an applicant’s reaction time may unlawfully screen out individuals with certain disabilities. Unless an affirmative defense applies (e.g., an employer demonstrates that a quick reaction time while using an electronic device is job-related and consistent with business necessity), actions that are based on decisions made or facilitated by automated-decision systems may constitute unlawful discrimination under the Act.375

The proposed modification also states,

The use of and reliance upon automated-decision systems that limit or screen out, or tend to limit or screen out, applicants based on protected characteristic(s) set forth in this Act may constitute unlawful disparate treatment or disparate impact. For instance, an automated-decision system that analyzes an applicant’s tone or facial expressions during a video-recorded interview may unlawfully screen out individuals based on race, national origin, gender, or a number of other protected characteristics. Unless an affirmative defense applies, actions that are based on decisions made or facilitated by automated-decision systems may constitute unlawful discrimination under the Act.376

The term “automated-decision system” is defined in the draft regulations as377

[a] computational process, including one derived from machine-learning, statistics, or other data processing or artificial intelligence techniques, that screens, evaluates, categorizes, recommends, or otherwise makes a decision or facilitates human decision making that impacts employees or applicants.

An automated decision system includes, but is not limited to, the following:

(1)Algorithms that screen resumes for particular terms or patterns;

(2)Algorithms that employ face and/or voice recognition to analyze facial expressions, word choices, and voices;

(3)Algorithms that employ gamified testing that include questions, puzzles, or other challenges used to make predictive assessments about an employee or applicant, or to measure characteristics including but not limited to dexterity, reaction-time, or other physical or mental abilities or characteristics;

(4)Algorithms that employ online tests meant to measure personality traits, aptitudes, cognitive abilities, and/or cultural fit.

California Draft Legislation "Automated Decision Tools” (AB 331)-Introduced March 2023

In March 2023, California State Assemblymember Rebecca Bauer-Kahan introduced a bill titled “Automated Decision Tools.” The bill would (1) prohibit algorithmic discrimination, (2) require impact assessments, (3) require governance, and (4) explain notice of consequential decisions made through automated decision-making tools as well as how AI is being used and how discriminatory risks are mitigated.378

Prohibition against Algorithmic Discrimination and Private Right of Action for Alleged Violations

The bill would also prohibit use of AI that results in algorithmic discrimination.

(a)A deployer shall not use an automated decision tool that results in algorithmic discrimination.379

The bill defines algorithmic discrimination as follows:

(a)“Algorithmic discrimination” means the condition in which an automated decision tool contributes to unjustified differential treatment or impacts disfavoring people based on their actual or perceived race, color, ethnicity, sex, religion, age, national origin, limited English proficiency, disability, veteran status, genetic information, reproductive health, or any other classification protected by state law.380[Emphasis added]

Section 22756.6 of the bill would provide for a private right of action as ofJanuary 1, 2026, without statutory damages and requirements for proof of actual harm.

(b) (1) On and after January 1, 2026, a person may bring a civil action against a deployer for violation of this section.

(2) In an action brought pursuant to paragraph

(1), the plaintiff shall have the burden of proof to demonstrate that the deployer’s use of the automated decision tool resulted in algorithmic discrimination that caused actual harm to the person bringing the civil action.

(c) In addition to any other remedy at law, a deployer that violates this section shall be liable to a prevailing plaintiff for any of the following:

(1)Compensatory damages.

(2)Declaratory relief.

(3)Reasonable attorney’s fees and costs.381

Requirements for AI Impact Assessments, Delivery to Civil Rights Department, and Administrative Fines for Violations of Impact Assessment Requirements

The bill would require the deployer (i.e., user) and developer of an automated decision tool to perform an impact assessment starting January 1, 2025, and annually after 2025. The impact assessment must include the following for users/deployers of AI:

(1)A statement of the purpose of the automated decision tool and its intended benefits, uses, and deployment contexts.

(2)A description of the automated decision tool’s outputs and how they are used to make, or be a controlling factor in making, a consequential decision.

(3)A summary of the type of data collected from natural persons and processed by the automated decision tool when it is used to make, or be a controlling factor in making, a consequential decision.

(4)A statement of the extent to which the deployer’s use of the automated decision tool is consistent with or varies from the statement required of the developer by Section 22756.3.

(5)An analysis of potential adverse impacts on the basis of sex, race, color, ethnicity, religion, age, national origin, limited English proficiency, disability, veteran status, or genetic information from the deployer’s use of the automated decision tool.

(6)A description of the safeguards implemented, or that will be implemented, by the deployer to address any reasonably foreseeable risks of algorithmic discrimination arising from the use of the automated decision tool known to the deployer at the time of the impact assessment.

(7)A description of how the automated decision tool will be used by a natural person, or monitored when it is used, to make, or be a controlling factor in making, a consequential decision.382 [Emphasis added]

The bill would require delivery of the impact assessment to the Civil Rights Department in California within sixty days of completion. Failure to comply with this requirement would subject deployers and developers of AI to administrative fines of $10,000 per violation. Section 22756.7 states,

Within 60 days of completing an impact assessment required by this chapter, a deployer or a developer shall provide the impact assessment to the Civil Rights Department.

(b) (1) A deployer or developer who violates this section shall be liable for an administrative fine of not more than ten thousand dollars ($10,000) per violation in an administrative enforcement action brought by the Civil Rights Department.

(2) Each day on which an automated decision tool is used for which an impact assessment has not been submitted pursuant to this section shall give rise to a distinct violation of this section.

(c) The Civil Rights Department may share impact assessments with other state entities as appropriate.383

Notice Obligations for Consequential Decision-Making and Steps to Identify and Mitigate Algorithmic Bias Risks Consequential Decision-Making AI Notice

The bill would require deployers/users of AI to provide notice to individuals if AI is being used to make a “consequential decision.”

(a) (1) A deployer shall, at or before the time an automated decision tool is used to make a consequential decision, notify any natural person that is the subject of the consequential decision that an automated decision tool is being used to make, or be a controlling factor in making, the consequential decision.

(2) A deployer shall provide to a natural person notified pursuant to this subdivision all of the following:

(A) A statement of the purpose of the automated decision tool.

(B) Contact information for the deployer.

(C) A plain language description of the automated decision tool that includes a description of any human components and how any automated component is used to inform a consequential decision.384 [Emphasis added]

A consequential decision is defined broadly as follows:

(d) “Consequential decision” means a decision or judgment that has a legal, material, or similarly significant effect on an individual’s life relating to the impact of, access to, or the cost, terms, or availability of, any of the following:

(1) Employment, workers management, or selfemployment, including, but not limited to, all of the following:

(A) Pay or promotion.

(B) Hiring or termination.

(C) Automated task allocation.

(2) Education and vocational training, including, but not limited to, all of the following:

(A) Assessment, including, but not limited to, detecting student cheating or plagiarism.

(B) Accreditation.

(C) Certification.

(D) Admissions.

(E) Financial aid or scholarships.

(3) Housing or lodging, including rental or shortterm housing or lodging.

(4) Essential utilities, including electricity, heat, water, internet or telecommunications access, or transportation.

(5) Family planning, including adoption services or reproductive services, as well as assessments related to child protective services.

(6) Health care or health insurance, including mental health care, dental, or vision.

(7) Financial services, including a financial service provided by a mortgage company, mortgage broker, or creditor.

(8) The criminal justice system, including, but not limited to, all of the following:

(A) Risk assessments for pretrial hearings.

(B) Sentencing.

(C) Parole.

(9) Legal services, including private arbitration or mediation.

(10) Voting.

(11) Access to benefits or services or assignment of penalties.385

Notice Obligations for Companies Concerning Use of AI and Mitigation of Algorithmic Bias Risks

There are also public notice provisions for deployers and developers of AI to provide notice of AI tools in use and steps to manage risks of algorithmic discrimination. Specifically,

[a] deployer or developer shall make publicly available, in a readily accessible manner, a clear policy that provides a summary of both of the following:

(a) The types of automated decision tools currently in use or made available to others by the deployer or developer.

(b) How the deployer or developer manages the reasonably foreseeable risks of algorithmic discrimination that may arise from the use of the automated decision tools it currently uses or makes available to others.386 [Emphasis added]

It seems notice should be provided on the screens (mobile or website) where the natural person may encounter AI.

AI Governance Obligations under AB 331

The proposed automated decision tools law would also require deployers (users) and developers of AI to have governance over AI. Section 22756.4. of AB 331 provides as follows:

(a) (1) A deployer or developer shall establish, document, implement, and maintain a governance program that contains reasonable administrative and technical safeguards to map, measure, manage, and govern the reasonably foreseeable risks of algorithmic discrimination associated with the use or intended use of an automated decision tool.387 [Emphasis added]

The proposed bill is also didactic in explaining precisely what the governance program should entail. Section 22756.4 (b) states,

(b) The governance program required by this section shall be designed to do all of the following:

(1) (A) Designate at least one employee to be responsible for overseeing and maintaining the governance program and compliance with this chapter.

(B) (i) An employee designated pursuant to this paragraph shall have the authority to assert to the employee’s employer a good faith belief that the design, production, or use of an automated decision tool fails to comply with the requirements of this chapter.

(ii) An employer of an employee designated pursuant to this paragraph shall conduct a prompt and complete assessment of any compliance issue raised by that employee.

(2) Identify and implement safeguards to address reasonably foreseeable risks of algorithmic discrimination resulting from the use or intended use of an automated decision tool.

(3) If established by a deployer, provide for the performance of impact assessments as required by Section 22756.1.

(4) If established by a developer, provide for compliance with Sections 22756.2 and 22756.3.

(5) Conduct an annual and comprehensive review of policies, practices, and procedures to ensure compliance with this chapter.

(6) Maintain for two years after completion the results of an impact assessment.

(7) Evaluate and make reasonable adjustments to administrative and technical safeguards in light of material changes in technology, the risks associated with the automated decision tool, the state of technical standards, and changes in business arrangements or operations of the deployer or developer.

(c) This section does not apply to a deployer with fewer than 25 employees unless, as of the end of the prior calendar year, the deployer deployed an automated decision tool that impacted more than 999 people per year.388 [Emphasis added]

Public Attorney Enforcement of the Entire Act

With forty-five days’ notice to cure, a public attorney defined as the attorney general, district attorneys, or city prosecutors may enforce the law by bringing actions in court to seek injunctive and declaratory relief, as well as litigation fees and costs.

California Privacy Rights Act

In 2020, California, a leader in some of these issues in the United States, also enacted the California Privacy Rights Act, which became effective as of January 1, 2023. It establishes the United States’ first agency dedicated to data privacy, the CPPA, as we’ve discussed at length earlier in this book. The CPPA has broad authority to issue regulations associated with the following:

Issuing regulations governing access and opt-out rights with respect to businesses’ use of automated decision-making technology, including profiling and requiring businesses’ response to access requests to include meaningful information about the logic involved in such decision-making processes, as well as a description of the likely outcome of the process with respect to the consumer.389

In 2021 the CPPA included profiling and automated decisionmaking in a list of issues for which it sought public comment. In late March 2022, the CPPA discussed automated decision standards at a public hearing and referenced approaches taken in the European Union. In early May 2022, the agency invited stakeholders to participate in a discussion regarding automated decision-making.390 The business community offered suggestions that are similar to trends seen in other jurisdictions, such as the United Kingdom discussed below. The speakers discussed the following:

• The importance of narrowly tailoring regulation to fully automated decision-making technology: The business community referenced the breadth of “automated decisionmaking technology” definition, which could result in unduly burdening business interests without enhancing privacy for individuals. For that reason, business advocates argued that automated decision-making regulation should focus on (1) fully automated decision-making technology; (2) technology that produces legal or similarly significant effects, such as those impacting employment or credit, and/or (3) high-risk activities, sensitive data, and/or automated decision-making that constitute profiling. In addition, several other speakers noted the need for a requirement that the term encompass only those activities that involve the processing of personal information.391

• The need to balance consumer rights with business needs: The business community advocated for a reasonable balance to be struck between consumer rights (e.g., access and correction) with technological needs.392

• Recognition of the need for synergy between California and global requirements (e.g., EU’s GDPR): “Many stakeholders, including a representative of the Future of Privacy Forum, urged that the regulations should align with GDPR Article 22. Others pointed to the EU’s pending Digital Services Act, as well as the Artificial Intelligence Act, for other schemes with which the CPRA’s regulations should be consistent.”393

On February 23, 2023, the CPPA called for comments from business as it considers rulemaking to address automated decisionmaking. In so doing, it signaled California’s interest in developing rulemaking that is synergistic with other state, federal, and global AI legal developments.

In determining the necessary scope of such regulations, the Agency is interested in learning more about existing state, federal, and international laws, other requirements, frameworks, and/or best practices applicable to some or all CCPA-covered businesses or organizations that presently utilize any form of automated decision-making technology in relation to consumers, as well as businesses’ compliance processes with these laws, requirements, frameworks, and/or best practices. In addition, the Agency is interested in learning more about businesses’ uses of and consumers’ experiences with these technologies, including the prevalence of algorithmic discrimination.394 [Emphasis added]

The agency was interested in exploring other paradigms for permitting opt-outs from automated decision-making, as well as definitions of automated decision-making technology.

The CPPA agency was also interested to understand the state of compliance with existing AI governance laws/best practices.

What processes have businesses or organizations implemented to comply with these laws, other requirements, frameworks, and/or best practices that could also assist with compliance with CCPA’s automated decision-making technology requirements? What gaps or weaknesses exist in these laws, other requirements, frameworks?395

and

How have businesses or organizations been using automated decision-making technologies, including algorithms? In what contexts are they deploying them? Please provide specific examples, studies, cases, data, or other evidence of such uses when responding to this question, if possible.396

While the Final Rules will undoubtedly continue to be updated as the technology and law evolves, the focus on governance and business operations evidenced by the rulemaking CPPA’s questions in 2021 and 2023 is likely to persist.

California Age-Appropriate Design Act

The California Age-Appropriate Design Act was enacted in September 2022. The new law mandates strong privacy protection for profiling that is fueled by AI. It defines profiling as

any form of automated processing of personal information that uses personal information to evaluate certain aspects relating to a natural person, including analyzing or predicting aspects concerning a natural person’s performance at work, economic situation, health, personal preferences, interests, reliability, behavior, location, or movements.397

The California Age-Appropriate Design Act provides that strong privacy protections are necessary for online services likely to be accessed by children (defined as individuals under the age of eighteen).398


Online services, products, or features that are likely to be accessed by children should offer strong privacy protections by design and by default, including by disabling features that profile children using their previous behavior, browsing history, or assumptions of their similarity to other children, to offer detrimental material.399



California enacted CA A.B. 485, which requires local agencies to submit a report to the Governor’s Office of Business and Economic Development providing specified information, including any net job loss or replacement due to the use of automation, AI, or other technologies, if known.400

In addition, in 2019 California adopted legislation CA SJR 6, calling for the president and Congress to establish an Artificial Intelligence Advisory Committee and to implement a comprehensive AI policy.401

Subchapter 9G-1J: Other Enacted State Laws and Regulations Outside of California

While California is leading the way, thirteen other states have enacted AI legislation.

Alabama AI Laws (Enacted)

Alabama has adopted legislation to establish the Council on Advanced Technology and Artificial Intelligence to review and advise the governor, the legislature, and other interested parties on the use and development of advanced technology and AI in this state.402 In addition, it has formed the state Commission on Artificial Intelligence and Associated Technologies to review and advise on all aspects of the growth ofAI and associated technology in the state and the use of AI in various fields.403 Alabama also passed legislation recognizing Alabama’s technology and growing AI job sectors’ impact on the state economy.404

Colorado AI Laws (Enacted)

Colorado enacted three laws pertaining to AI.

Senate Bill 113 (2022)405 creates a task force for consideration of facial recognition services. The task force’s mandate includes a task to recommend whether the scope of the task force should be expanded to include AI.

The second law, Senate Bill 169 (2021), prohibits insurers from using AI that discriminates on the basis of protected classes. It states,

(2) The general assembly … declares that in order to ensure that all Colorado residents have fair and equitable access to insurance products, it is necessary to:

(a) Prohibit:

(I) Unfair discrimination based on race, color, national or ethnic origin, religion, sex, sexual orientation, disability, gender identity, or gender expression in any insurance practice; and

(II) The use of external consumer data and information sources, as well as algorithms and predictive models using external consumer data and information sources, which use has the result of unfairly discriminating based on race, color, national or ethnic origin, religion, sex, sexual orientation, disability, gender identity, or gender expression; and

(b) After notice and rule-making by the commissioner of insurance, require insurers that use external consumer data and information sources, algorithms, and predictive models to control for, or otherwise demonstrate that such use does not result in, unfair discrimination.406

The Colorado Privacy Act, like California, Virginia, and GDPR, permits Colorado residents to object to automated processing that has significant legal effects.

The rules that govern the Colorado Privacy Act were finalized in March 2023, after headlines regarding the commercialization of generative AI had already become ubiquitous. The Colorado Privacy Act Rules reinforce Colorado residents’ ability to opt out of automated decision-making. They acknowledge that

consumers have the right to opt out of Profiling in furtherance of Decisions that Produce Legal or other Similarly Significant Effects Concerning a Consumer through the method specified by the Controller in the required privacy notice.407

A company need not comply with an opt-out request if its profiling is based on “Human Involved Automated Processing.”408 The term “Human Involved Processing” is defined in the Colorado data privacy law as “automated processing of Personal Data where a human (1) engages in a meaningful consideration of available data used in the Processing or any output of the Processing and (2) has the authority to change or influence the outcome of the Processing.”409

Even if the business is not required to opt the consumer out because of profiling via “Human Involved Automated Processing,” the company will still need to notify the Colorado resident of the following:

1.The decision subject to the Profiling;

2.The categories of Personal Data that were or will be used as part of the Profiling used in Furtherance of Decisions that Produce Legal or Other Similarly Significant Effects;

3.A non-technical, plain language explanation of the logic used in the Profiling process;

4.A non-technical, plain language explanation of the role of meaningful human involvement in Profiling and the decision-making process;

5.How Profiling is used in the decision-making process;

6.The benefits and potential consequences of the decision based on the Profiling; and

7.An explanation of how Consumers can correct or delete the Personal Data used in the Profiling used in the decisionmaking process.410

Connecticut Data Privacy Law Contains AI Provision (Enacted)

The Connecticut Data Privacy Act permits Connecticut residents to opt out of automated decision-making that could have significant effects on the person. Section 4 of the Connecticut Data Privacy Act states specifically that a Connecticut resident has the right to

opt-out of the processing of the personal data for purposes of … profiling in furtherance of solely automated decisions that produce legal or similarly significant effects concerning the consumer.411

The term “profiling” is defined in the law as

any form of automated processing performed on personal data to evaluate, analyze or predict personal aspects related to an identified or identifiable individual’s economic situation, health, personal preferences, interests, reliability, behavior, location or movements.412

Delaware AI Law (Enacted)

In 2019 Delaware passed legislation that recognized the transformative and potentially life-altering impact of AI and encouraged all branches of state government to implement plans to minimize the adverse effects of the rise of such technology.413

Hawaii AI Law (Enacted)

The Hawaii senate issued a resolution to establish the Hawaii Artificial Intelligence Advisory Committee.414

Idaho AI Law (Enacted)

In 2019 Idaho enacted a law to promote transparency in pretrial risk assessment tools used to inform sentencing and bail decisions for defendants.415 In supporting the legislation, the ACLU wrote that

HB 118 proposes reasonable restrictions on the use of pretrial risk assessment algorithms that maintain racial bias in our criminal justice system. Algorithmic tools are being rolled out in Idaho counties as an “objective” tool to help assess pretrial sentencing options for individuals charged with a crime. However, these tools have been well documented to have been programmed with racial bias, which in turn results in individuals of color to remain incarcerated at higher pre-trial rates than white individuals.416

Illinois AI Laws (Enacted)

Illinois was the first with the passage of the Artificial Intelligence Video Interview Act, which took effect in January 2020.417

The Illinois law has three main components:

1.Illinois-based employers must notify applicants that artificial intelligence may be used to analyze a video interview to “consider the applicant’s fitness for the position.”

2.The law requires employers to offer transparency in both how the artificial intelligence works and what “characteristics it uses to evaluate applicants.”

3.Finally, the law requires the hiring company to obtain consent from the applicant to be evaluated by AI tools—and prohibits their use if consent is not granted.

Effective 2022, the law was amended. Employers that rely “solely” on AI analytical tools to select candidates for an in-person interview now must collect and report the race and ethnicity of both candidates who are and are not offered an in-person interview as well as those hired.418 The state will analyze the data to determine if a racial bias exists in the use of AI.

Indiana (Enacted)

The Indiana Consumer Data Protection Act gives Indiana residents the ability to opt out of profiling, which would encompass AI.419

Mississippi AI Law (Enacted)

In 2021 Mississippi passed a law directing the Mississippi Department of Education to implement an education program for K-12 aged students regarding AI. It states,

The State Department of Education is authorized and directed to implement K-12 computer science curriculum based on the 2018 Mississippi College and Career-Readiness Standards for computer science, which includes instruction in, but not limited to:

(a)Computational thinking;

(b)Problem-solving;

(c)Programming;

(d)Cyber security;

(e)Data science;

(f)Robotics;

(g)Artificial intelligence and machine learning, and

(h)Other computer science and cyber-related content.420 [Emphasis added]

Montana Consumer Data Privacy Act Addressing AI Opt-Out (Enacted-Effective October 1, 2024)421

The Montana Consumer Data Privacy Act was enacted in 2023. It defines “profiling” in a manner that covers AI.

“Profiling” means any form of automated processing performed on personal data to evaluate, analyze, or predict personal aspects related to an identified or identifiable individual’s economic situation, health, personal preferences, interests, reliability, behavior, location, or movements.422

Montana residents have the right to opt out of AI.

Profiling in furtherance of solely automated decisions that produce legal or similarly significant effects concerning the consumer.423

New Jersey AI Laws (Enacted)

In 2018 the New Jersey governor issued an executive order to create a Future of Work Task Force with responsibilities for preparing the workforce for AI. The New Jersey governor’s office issued a public statement, stating,

The Future of Work Task Force is to be comprised of up to 25 leading global thinkers, innovators, researchers, and economists to assess the State’s labor market and working conditions. The goal of this partnership is to identify and prepare for technologies, such as automation, robotics, and artificial intelligence, in a way that best enhances New Jersey’s workforce.424

In 2020 New Jersey enacted the Century Integrated Digital Experience Act. It provides in relevant part,

The Chief Technology Officer, in consultation with the Chief Innovation Officer, shall … in consultation with the New Jersey Information Technology Project Review Board, evaluate on an annual basis the feasibility of using artificial intelligence, machine learning, and commercial cloud computing services, as well as other emerging technologies, by State agencies to provide public services and the development of data analytics capabilities to enable data-driven policy development by State agencies.425 [Emphasis added]

New York State and New York City AI Laws (Enacted)

In 2019 the state of New York adopted “[a]n Act creating a temporary state commission to study and investigate how to regulate artificial intelligence, robotics and automation; and providing for the repeal of such provisions upon expiration thereof.”426

At the municipal/city level, in 2022 the New York City Council passed a comprehensive and detailed law regulating the use of “automated employment decision tools” (AEDT) on job candidates and employees in the city.427 Employers and employment agencies are prohibited from utilizing such tools unless the tool has been subjected to a bias audit within the last year. In addition, that bias audit’s results and the “distribution date of the tool” must be publicly available on the employer’s or employment agency’s website.

After the business community raised concerns about the scope of the law, in 2022 the city issued guidelines to clarify that AEDT concerned situations where the human input was erased or substantially limited. The new clarifying language states,

“Automated employment decision tool” or “AEDT” means “Automated employment decision tool” as defined by § 20-870 of the Code where the phrase “to substantially assist or replace discretionary decision making” means:

i.to rely solely on a simplified output (score, tag, classification, ranking, etc.), with no other factors considered; or

ii.   to use a simplified output as one of a set of criteria where the simplified output is weighted more than any other criterion in the set; or

iii.   to use a simplified output to overrule conclusions derived from other factors including human decision-making.428 [Emphasis added]

Further, the New York City law requires employers and employment agencies to notify job candidates and employees who reside in the city that an AEDT will be used to assess them.429

(d) To comply with § 20-871(b)(3) of the Code, an employer or employment agency must:

(1)Provide information on the employment section of its website in a clear and conspicuous manner about its AEDT data retention policy, the type of data collected for the AEDT, and the source of the data;

(2)Post instructions on the employment section of its website in a clear and conspicuous manner for how to make a written request for such information, and if a written request is received, provide such information within 30 days; and

(3)Provide an explanation to a candidate for employment or employee being considered for promotion why disclosure of such information would violate local, state, or federal law, or interfere with a law enforcement investiga-tion.430 [Emphasis added]

They must delineate what job qualifications and characteristics will be used in the assessment, and this must be communicated at least ten business days prior to the interview.

Tennessee Information Privacy Act

The Tennessee Information Privacy Act was adopted in 2023 and will go into effect July 1, 2025.431

It gives Tennessee residents the right to opt out of profiling. Like many of the other state privacy laws discussed here in this book, Tennessee defines profiling broadly to include AI.

“Profiling” means a form of automated processing performed on personal information to evaluate, analyze, or predict personal aspects related to an identified or identifiable natural person’s economic situation, health, personal preferences, interests, reliability, behavior, location, or movements.432

Businesses covered by the statute must conduct a data protection assessment when profiling Tennessee residents where the profiling presents a “reasonably foreseeable” risk of bias. The law provides the following:

(a)A controller shall conduct and document a data protection assessment of each of the following processing activities involving personal information: …

(3)The processing of personal information for purposes of profiling, where the profiling presents a reasonably foreseeable risk of:

(A)Unfair or deceptive treatment of, or unlawful disparate impact on, consumers;

(B)Financial, physical, or reputational injury to consumers;

(C)A physical or other intrusion upon the solitude or seclusion, or the private affairs or concerns, of consumers, where the intrusion would be offensive to a reasonable person; or

(D)Other substantial injury to consumers433

The Tennessee Information Privacy Act provides guidance to businesses regarding how to conduct the data protection assessment and calls for mitigation safeguards to be considered. The law provides the following:

(b)Data protection assessments conducted pursuant to subsection (a) must identify and weigh the benefits that may flow, directly and indirectly, from the processing to the controller, the consumer, other stakeholders, and the public against the potential risks to the rights of the consumer associated with the processing, as mitigated by safeguards that can be employed by the controller to reduce the risks. The use of deidentified data and the reasonable expectations of consumers, as well as the context of the processing and the relationship between the controller and the consumer whose personal information will be processed, must be factored into this assessment by the controller.434

Texas AI Law (Enacted)

In 2019 Texas adopted a law that requires state agencies to consider the use of AI. It provides the following:

Sec. 2054.601. USE OF NEXT GENERATION TECHNOLOGY. Each state agency and local government shall, in the administration of the agency or local government, consider using next generation technologies, including cryptocurrency, blockchain technology, and artificial intelligence.435

Utah AI Law (Enacted)

In 2020 Utah enacted the Emerging Technology Talent Initiative to provide the State Board of Regents for Utah universities with a mandate to create a talent initiative for “deep technology.”436 The term “deep technology” is defined as follows in the law:

“Deep technology” may include technology that leads to new products and innovations related to one or more of the following:

(i)advanced materials;

(ii)artificial intelligence;

(iii)augmented and virtual reality;

(iv)biotechnology;

(v)photonics;

(vi)quantum computing;

(vii)robotics;

(viii)secure computing; and

(ix)other emerging technologies as determined by the advisory council.437 [Emphasis added]

Vermont AI Law (Enacted)

In May 2018 the Vermont governor signed into law “an act relating to the creation of the Artificial Intelligence Task Force.”438 The purpose of the AI task force was to

(1)investigate the field of artificial intelligence; and

(2)make recommendations on the responsible growth of Vermont’s emerging technology markets, the use of artificial intelligence in State government, and State regulation of the artificial intelligence field.439

The law also provided that the task force members should be composed of, among others, governmental officials, academics, Vermont ACLU, “one member to represent the interests of workers appointed by the President of the Vermont State Labor Council, AFL-CIO,” “a member of the Vermont Society of Engineers,” and “one member with experience in the field of ethics and human rights, appointed by the Vermont chapter of the National Association of Social Workers.”440 Notably, the 2018 law provided that the Vermont AI task force was of limited duration. The law stated, “The Task Force shall meet not more than 10 times and shall cease to exist on June 30, 2019.”441

In 2019 Vermont amended the Artificial Intelligence Task Force Act to allow the task force to meet fifteen times instead of ten and provided a 2020 deadline for the report.

(13)The Task Force shall meet not more than 15 times, except that this limitation on meetings shall not apply to any public hearing the Task Force holds for the purpose of obtaining public testimony regarding artificial intelligence. The Task Force shall cease to exist on January 15, 2020.442

In 2021 Vermont institutionalized the work of the task force by creating a permanent Division of Artificial Intelligence that, among other duties, has an annual duty to report on the use of AI systems by state government.443 The reports are to be provided to the Vermont House Committee on Energy and Technology as well as the Senate committees on Finance and on Government Operations. The contents of the annual report are to include a summary of the government’s use of AI. The law provides in relevant part that the reports shall cover the following:

(4)the extent of the use of artificial intelligence systems by State government and any short-or long-term actions needed to optimize that usage or mitigate their risks;

(5)the impact of using artificial intelligence systems in State government on the liberty, finances, livelihood, and privacy interests of Vermont residents444

The AI focus on privacy and bias is also reflected in the annual reports to be provided. Specifically, the Vermont law provides that the reports of the Division of Artificial Intelligence should cover the following:

(3)any necessary policies to:

(A)protect the privacy and interests of Vermonters from any diminution caused by employment of artificial intelligence systems by State government;

(B)ensure that Vermonters are free from unfair discrimination caused or compounded by the employment of artificial intelligence in State government;

(C)address the use or prohibition of systems that have not been tested for bias or have been shown to contain bias; and

(D)address security and training on artificial intelligence systems445

Virginia Consumer Data Protection Act Addressing AI Opt-Out (Enacted)

Pursuant to the Virginia Consumer Data Protection Act, Virginia residents have the right to opt out of profiling. The law provides that Virginians have the right

[t]o opt out of the processing of the personal data for purposes of … profiling in furtherance of decisions that produce legal or similarly significant effects concerning the consumer.446

The term “profiling” is defined to incorporate automated deci-sion-making/AI. The VCDPA states,

“Profiling” means any form of automated processing performed on personal data to evaluate, analyze, or predict personal aspects related to an identified or identifiable natural person’s economic situation, health, personal preferences, interests, reliability, behavior, location, or movements.447 [Emphasis supplied]

Washington State AI Law (Enacted) and Example of Legislative Proposal

Washington Senate Bill 5092 and 5693448 provide an appropriated budget for the CIO to convene a work group to examine how automated decision-making systems can best be reviewed before adoption and while in operation and be periodically audited to ensure that such systems are fair, transparent, and accountable and do not improperly advantage or disadvantage Washington residents.

In 2018 Washington State approved a law to create the Future of Work Task Force to prepare workers for digital transformation. The need for the task force was precipitated on the legislative finding that

automation, artificial intelligence, access to new forms of data, and the internet of things are driving mass transformation of all sectors and almost all occupations. Researchers predict anywhere from thirty to forty-seven percent of jobs will be replaced by robots by 2030.449

In addition, the Washington Privacy Act450 is a sweeping and detailed law that could impact the use of AI as training or output data for Washington State residents. It provides that as of March 1, 2024, Washington residents (called consumers) have

the right to confirm whether a regulated entity or a small business is collecting, sharing, or selling consumer health data concerning the consumer and to access such data, including a list of all third parties and affiliates with whom the regulated entity or the small business has shared or sold the consumer health data and an active email address or other online mechanism that the consumer may use to contact these third parties.451

The law also prohibits the processing of health data without the consumer’s consent, unless necessary to provide a service the consumer has requested of the business.452 Further, the consent for processing must occur prior to the processing.453 This might be challenging for developers or users ofAI involving Washington State residents’ health data.454

Subchapter 9G-1K: State Legislative Trends

By mid-June 2023, there were 58 proposed bills in Congress relating to governing AI.455 By June 2023, twenty-seven states had already, collectively, proposed 83 AI bills in state legislatures.456 The speed to introduce legislation has accelerated. Between 2017 and 2022, for example, there were about 141 bills proposed in state legislatures addressing AI (with only eighteen laws actually adopted).457 If the trends persist, there will be more bills proposed on AI in 2023 than in the prior five years combined.

Washington, District of Columbia, Legislative Proposal

I will not summarize each of the eighty-three bills pending in state legislatures by mid-June 2023. But I did want to call your attention to the District of Columbia legislative proposal because its focus on algorithmic bias is a hallmark of many of the bills that have been introduced in US state legislatures as well.

The Stop Discrimination by Algorithms Act, introduced by DC attorney general Karl A. Racine, would change district law to prohibit algorithmic bias in the United States capitol. It provides the following:

(1) A covered entity shall not make an algorithmic eligibility determination or an algorithmic information availability determination on the basis of an individual’s or class of individuals’ actual or perceived race, color, religion, national origin, sex, gender identity or expression, sexual orientation, familial status, source of income, or disability in a manner that segregates, discriminates against, or otherwise makes important life opportunities unavailable to an individual or class of individuals.458

In addition, an organization is responsible for the ethical use of algorithms by its service providers—once again pointing to the responsibility residing with corporations—and their boards. The law states, “Any covered entity that relies in whole or in part on a service provider to conduct an algorithmic eligibility determination or an algorithmic information availability determination shall require by written agreement that the service provider implement and maintain measures reasonably designed to ensure that the service provider complies with this act.”459

In addition, companies would be obligated to perform an annual antibias audit to ensure that AI practices do not discriminate or have a disparate impact on protected groups. Companies must also be transparent regarding how their algorithms work, including how determinations are made and what personal information is collected. In addition, these audit results and resulting steps taken to mitigate detected AI bias would be reportable to the DC attorney general’s office.

Transparency would extend to providing detailed explanations if businesses or corporations make a negative decision about an opportunity as a result of the algorithm—such as denying a housing application or charging a higher interest rate for a loan. Consumers must be offered an opportunity to submit corrections to prevent negative decisions based on inaccurate personal information.

Canada

In June 2022 Canada proposed an Artificial Intelligence and Data Act (AIDA) as part of Bill C-27, the Digital Charter Implementation Act 2022.460 The proposed act follows many of the precepts outlined in the EU and the United States. Similar to the EU, Canada’s AIDA involves a risk ranking system for AI and identifies bias as one of the key harms to avoid. It states,

Under the AIDA, biased output occurs when there is unjustified and adverse differential impact based on any of prohibited grounds for discrimination in the Canadian Human Rights Act.461

Like the United States and the EU, the key components of the regulatory framework for the Canadian AIDA include the following:

•Human oversight and monitoring

•Transparency

•Fairness and equity

•Safety

•Accountability

•Validity and robustness462

The AIDA explanation document provides the following:

Businesses would be expected to institute appropriate accountability mechanisms to ensure compliance with their obligations under the Act. They would be held accountable for the creation and enforcement of appropriate internal governance processes and policies to achieve compliance with the AIDA.463

Subchapter 9H: LATAM Representative Artificial Intelligence

There are many AI initiatives in Latin America. To give a sense of them, I am highlighting Brazil.

Brazil-Artificial Intelligence Bill (September 29, 2021)

On September 29, 2021, Brazil’s House of Representatives approved the Brazilian Artificial Intelligence Bill (Bill No. 21/2020)464; it was forwarded on to the Federal Senate for further analysis.

The bill defines an AI system as “one based on a computational process that can learn, perceive, and interpret the external environment by processing data and information from a set of human-defined objectives.”465 The system must also be able to interact with the external environment, making predictions, recommendations, classifications, or decisions, by applying techniques such as

•machine-learning systems, including supervised, unsupervised, and reinforcement learning;

•knowledge- or logic-based systems;

•statistical approaches, Bayesian inference; and

•search and optimization methods.

Based on this definition, a system’s ability to learn how to perceive, interpret, and interact with the external environment and the information it receives appears crucial to understanding whether the system would fall within the scope of the bill’s provisions. As such, the bill’s provisions would not apply to regular automation processes, as they are exclusively guided by predefined programming parameters that do not include such abilities.466

The development of AI must be synergistic with business objectives as well as

•ethics,

•human rights,

•democratic values, and

•regional diversity and inclusion.467

Through the amendment process in the House of Representatives, the bill includes the following principles, which would have to be observed when developing or implementing AI systems in Brazil:

•beneficial purpose—use of AI for humanity

•human-centric AI—which respects human dignity, privacy, personal data protection, and fundamental rights

•nondiscrimination—AI systems must not be used for discriminatory, unlawful, or abusive purposes

•neutrality—AI systems must be structured, developed, implemented, and used in a way that reduces the possibility of unlawful bias

•transparency—the right of individuals to be informed in a clear, accessible, and accurate manner about the use of AI solutions—unless they are subject to trade and industry secrecy

•security and prevention—the management and mitigation of security risks arising from AI systems’ operations throughout their entire life cycle and continued operation

•responsible innovation—agents involved in AI systems’ development and operations must document their internal management processes and would be held liable for any issues involving such systems468

Agents involved in AI systems’ development and operations may be held liable for violations of the law (whether intentional or due to negligence) unless otherwise provided for by specific legislation, which should give boards and the C-suite pause.

Harmonization with the LGPD will also occur, given the overlap with AI and privacy.469

Subchapter 9I: Africa’s Artificial Intelligence Representative Initiatives

Africa Is a Key Growth Market for Technology

Tech companies, CPG manufacturers, and retailers have focused on Africa as a growth market for their products and services as user adoption in the United States and European Union has flattened.470As a result, and in the wake of the European Union’s GDPR, many African countries have heeded the call for data protection laws. Africa is now the largest region with countries that have some sort of data protection law.

Doing business in Africa means the collection of personal information, which increasingly, as in the rest of the world, is becoming regulated. While recent attention in data protection has focused on the United States, the European Union, the Asia-Pacific region, and Latin America, focus now needs to be directed toward the African continent, which is becoming a burgeoning hotspot for data protection laws and enforcement.

This is particularly important insofar as companies are using personal information that is regulated in Africa to train AI models. AI is impacted by privacy regulations in Africa. Recent developments in the region reflect that global companies should be focusing attention on data protection developments in Africa.

In addition, AI is a focus for countries in Africa as described below.

Mauritius AI Strategy

Mauritius established a working group on AI. In 2018 it published the Mauritius Artificial Intelligence Strategy.471 The document sets out governance mechanisms such as data protection, open data platforms, and the establishment of an AI ethics committee.472

Egypt AI Strategy

The National Council for AI (NCAI) was established in Egypt in 2019 and is chaired by the Minister of Communications and Information Technology.473 The NCAI is charged with the following tasks:

•Outlining the National AI Strategy.

•Devising a follow-up mechanism for the implementation of the National AI Strategy in a way that

•adheres with the international best practices in this field.

•Identifying national priorities in AI applications.

•Recommending national policies and plans pertaining to the technical, legal, and economic

•framework of AI applications.

•Reviewing any kind of cooperation, both regionally and internationally, which includes exchanging

•best practices and expertise.

•Identifying AI applications that provides smart, safe, and sustainable solutions and services.

•Reviewing international protocols and agreements in the field ofAI.

•Recommending programs for capacity building and for supporting the AI industry in Egypt.474

The Egyptian strategy calls for ethical AI development and recognizes that

despite the undeniable benefits of AI, its misuse can potentially cause harm to individuals or communities. The existence of policies, regulations, and legislations to mitigate potential misuse whether ethical, legal, or socio-economic, can promote and enable the widespread adoption of AI solutions. Raising awareness as to what responsible AI and ethical AI is, could also serve as a powerful enabler.475

To effectuate ethical AI development, the Egyptian NCAI announced the creation of the Egyptian Charter for Responsible AI, coordination to develop new regulations, and building of preexisting laws protecting personal data and IP rights. Section 10.1.2 of the Egyptian strategy states that it will do the following:

•Put in place guidelines for Responsible and Ethical AI to be used as a reference for AI practitioners and companies in Egypt (the “Egyptian Charter for Responsible AI”).

•Communicate and coordinate with appropriate government bodies to issue legislations and regulations when and where needed. For example, building on the recently ratified Personal Data Protection Law and expanding into areas of data anonymization, Intellectual Property Rights (IPR) and patent law.476

The strategy also acknowledged the importance of data and how the generation, collection, and storage of data will change between 2020 and 2025.

The volume of data produced in the world is growing rapidly, from 33 zettabytes in 2018 to an expected 175 zettabytes in 2025. Furthermore, the way in which data is stored and processed will change dramatically over the coming 5 years. Today 80% of the processing and analysis of data takes place in data centers and centralized computing facilities, and 20% in smart connected objects, such as cars, home appliances or manufacturing robots, and in computing facilities close to the user (“edge computing”). By 2025 these proportions are likely to be inverted.

Data will reshape the way we produce, consume and live. Benefits will be felt in every single aspect of our lives, ranging from more conscious energy consumption and product, material and food traceability, to healthier lives and better healthcare.477

In addition, enthusiasm for the prospects for AI was expressed in the strategy where the ministry referenced,

Contacting government ministries and government agencies in order to search for tasks where AI can be applied for more efficient operation and better performance. Many government agencies may not have the AI insight to know that some of their operations can be improved (using AI), and the CoE can educate them on these possible enhancements.478

Kenya AI Strategy

Kenya’s Data Protection Act of 2019 is patterned after the EU’s GDPR. The Kenya Data Protection Act of 2019 provides that a data subject has a right not to be subject to a decision based solely on automated processing, including profiling, that produces legal effects concerning or significantly affecting the data subject.479 Section 35 of the Kenya Data Protection Act of 2019 states,

Every data subject has a right not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning or significantly affecting the data subject.480

The only time when a company can rely solely on automated decision-making that produces legal effects is when the automated decision is

(a)necessary for entering into, or performing, a contract between the data subject and a data controller;

(b)authorised by a law to which the data controller is subject and which lays out suitable measures to safeguard the data subject’s rights, freedoms and legitimate interests; or

(c)based on the data subject’s consent.481

Like EU citizens under the GDPR, the Kenya Data Protection Act of 2019 provides that Kenyan residents must be notified when an automated decision that has legal effects has been made, and they must be given the opportunity to object to the decision or have a new decision made that is not based on AI. The law provides that when an automated decision with legal effects occurs,

(a)the data controller or data processor [i.e., the business] must, as soon as reasonably practicable, notify the data subject in writing that a decision has been taken based solely on automated processing; and

(b)the data subject may, after a reasonable period of receipt of the notification, request the data controller or data processor to—

(i)reconsider the decision; or

(ii)take a new decision that is not based solely on automated processing.482

Whether a company is engaged in automated decision-making may come under greater scrutiny if the company is using personal information to train the AI model because of recent registration requirements in Kenya. On July 14, 2022, Kenya’s registration requirement for data controllers and processors went into effect.

Companies doing business in Kenya and processing personal data should review the Office of Data Protection Commissioner’s Guidance Note on Registration of Data Controllers and Data Processors to understand their obligations.

The Kenya Data Protection Act No. 24. of 2019 provides a statutory obligation for all entities (defined below) that process personal data (defined below) to register with the Data Protection Commissioner, subject to the thresholds set in place by the Data Protection Commissioner on mandatory registration.483 The Data Protection (Registration of Data Controllers and Data Processors) Regulations 2021 (the “Regulations”) went into effect on July 14, 2022.484

The Regulations define “entities” that are required to register as “mean[ing] a natural (individual) or legal person, public authority, agency or other body that processes (handles) Personal Data.” The term “personal data” is defined broadly to include “any information relating to an identified or identifiable natural person.”485

The Regulations detail the registration requirements, including the entities that must register and meet their mandatory registration obligations and those that are exempt because of being found to be below the threshold. On July 13, 2022, the Data Protection Commissioner issued guidance to assist entities in ascertaining if they are data controllers or data processors and understanding their obligations with respect to mandatory registration.

Data controllers must create an account, pay the required registration fee, and electronically submit, through the Office of Data Protection Commissioner’s website, the online form. The new guidance requires registration for entities that (1) process personal data, (2) have an annual turnover/revenue of more than KES 5 million, and (3) have more than ten employees.

AI Will Likely Be Subject to Data Protection Laws in At Least Thirty-Three Countries in Africa That Have Data Protection Laws486

IfAI is trained with personal data or the outputs involve personal data in Africa, it is likely that personal data laws in numerous countries could be implicated. As of the end of 2021, at least thirty-three African countries have adopted comprehensive data protection laws in the wake of the EU’s adoption of the GDPR.487 This represents over 60 percent of the countries in the second-largest continent in the world (with some 1.3 billion residents). The increased attention to data in Africa has also been accelerated by the COVID-19 pandemic. For example, in April 2022, South Africa’s Information Regulator announced that it would begin monitoring the Department of Health’s use and disclosure of COVID-19 information.488

Most Data Protection Laws in Africa Have Data Subject Rights and Enforcement Mechanisms Similar to the Rest of the World's489

The comprehensive data protection laws in Africa share many features that exist in other countries and states, such as the GDPR, China’s Personal Information Protection Law, and California’s Consumer Privacy Protection Act and its successor, the CPRA. For example, with respect to the most common rights of data subjects, thirty-three African countries provide the right to access, twenty-nine provide the right to rectification, twenty-seven provide the right to object, twenty-one provide the right to be forgotten and the right to information, fourteen provide the right not to be subject to automated decisionmaking, thirteen provide the right to restrict marketing, five provide the right to obtain personal data in an understandable form, and three provide the right to data portability, to submit complaints, to obtain compensation from data controllers, and to withdraw consent.

In addition to the above data subject rights, roughly nineteen African countries require data controllers to notify the relevant data protection authority, and at least thirty require data controllers to have a legal basis for processing personal data and cross-border transfer.

Data Protection Developments in Africa in 2022 Signal That Requirements and Enforcement Are Underway

The Uganda Data Protection Authority

On June 14, 2022, the Uganda Data Protection Authority held a training titled “Enforcement of the Data Protection Act.”490 In the training, the Ugandan Data Protection Authority provided tips regarding enforcement, including the following:

•Adopting strong governance procedures

•Identifying the information that needs protection

•Protecting the information appropriately

•Using strong detection systems

•Being ready to respond and recover

•Testing and refining information defenses

Nigeria's National Information Technology Development Agency Partnership with a Major Credit Card Issuer

On April 15, 2022, the National Information Technology Development Agency (NITDA) formed a partnership with a major credit card issuer for a joint training program on cybersecurity and data protection.491 NITDA highlighted that the credit card issuer’s virtual academy would provide certificates on cybersecurity courses and would “open [a] platform for online courses where Nigerians can go and learn at their own pace and also get digital certificates.”492 The initiative is part of NITDA’s National Economy Policy and Strategy for a Digital Nigeria, which has a target of achieving 95 percent digital literacy by 2030.

How Data Protection Laws in Countries in Africa Differ from Other Models

Importantly, not all African countries follow the GDPR model, making a one-size-fits-all approach difficult. Many of these countries have adopted different models, so entities that process data will need to adopt data privacy standards and practices depending on the country and business activity. The rapid pace of change in both the digital transformation and regulatory environments in Africa makes it crucial for businesses to have agile and adaptable legal governance frameworks (see table).
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The enactment of the various laws in African countries since the GDPR’s enactment represents a significant change in the region’s regulatory landscape. As more African countries continue passing data protection laws, entities processing data should continue monitoring the region and seek advice of counsel for proper compliance.

Conclusion

The regulatory landscape related to data protection, privacy, and AI can be a dizzying amalgamation of laws and policies. On top of that, as this chapter illustrates, these regulations vary from country to country and even from state to state.

What is clear, however, is that no corporation can afford to ignore the issues of data protection and privacy in the development of AI. It is not enough to have some policies. Data must be protected as a valuable asset—one whose safekeeping and integrity must be paramount.

In addition, I hope that by now every executive reading this book is aware that there is not only corporate responsibility but also personal responsibility. The risks of not being proactive, being fully aware of the issues of data protection, and more can mean financial and reputational ruin.
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CEOs and board members should consider data as a key element for strategy.

But all of this doesn’t mean you need to reinvent the wheel (or the pyramid in the following figure). You can still use the principles you already have in your wheelhouse for every other asset of your company.

Leverage your data assets. Figure out what data is necessary to implement the company’s longer-term and short-term strategic plans. Ask what products/services that are critical to the enterprise’s growth can be created and improved with the data your teams are storing and have already amassed.

Build with your data. Ask how your business can grow through the strategic use of data, such as growing a sales and marketing strategy that is smart about data. Forget about treating data as an afterthought and instead challenge management to ensure that digital teams develop dynamic platforms that actually build community through products or services or through appropriate mergers/acquisitions and with trust.

For example, LinkedIn leadership realized that it could heighten the content offered to its then-350 million users by adding online learning to its platform. Rather than creating course offerings from scratch, it purchased Lynda.com for $1.5 billion. The acquisition instantly boosted LinkedIn’s online learning platform with the integration of Lynda’s 267,000 video tutorials and a community learning portal for users to share insights. Since its acquisition by Microsoft, LinkedIn now has over 825 million users1 and pulled in $13.8 billion in revenue for Microsoft during 2022.2 Is there a similarly complementary company that could help you heighten your digital strategy?

Sustain your growth with your data. Use AI tools like machine learning to understand your business better—what is working well and what can be improved in the future. For example, as representatives from Samsung and Crimson Hexagon explained in a recent article, Samsung is using Crimson Hexagon’s AI-powered audience insights platform to understand what its existing and potential customers in the EU want. Hexagon has more than 1.2 trillion social posts that are instantly accessible via the platform for customers such as Samsung to use for product launch management and other business purposes, including social listening. As described in the article, AI techniques can be used to extract trends and patterns from massive datasets—including image analysis—and then go further to develop predictions on consumer behavior based on those analyses.3

Inventory your data. As with any other asset, you need to know what you have. This will place you in the best position for the future, as well as eliminate inefficiencies and prevent different parts of the company from acquiring the same data.

The best way to inventory data is to put at least one person in charge of leading the effort, using a combination of surveys, interviews, and technological tools. A simple survey can be created to determine which data being collected is most critical to business growth. Often, this relates to the personal data of customers, employees, and business partners that you interact with regularly, in addition to IP and other business tools.

Once you have identified who touches personal data in the company through survey results, group and one-on-one interviews can be used to flesh out any initially cryptic survey responses to understand how the data is used and for what purposes. Finally, once certain types of critical datasets are known (such as credit card numbers), you can train a data leakage program or other similar tool to crawl systems inside your company and on cloud environments to see where those datasets reside.
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The principles of data asset protection.

Protect your data assets. You should not delegate your data asset protection solely to the CISO. Just as the C-suite gets reports about other critical assets of the company, so should those at the top be

aware of your data strategy. As is true with any asset, multiple parties have a role in protecting the data. All employees who touch critical data need to be trained on how not to compromise it, and there should be internal policies and procedures that govern how your company will treat its most critical data to prevent inadvertent leakage or unauthorized access. A full-circle approach that involves awareness, technical controls, governance, and corporate philosophy is needed to truly protect your data.

Insure your data assets. Review your insurance portfolio to ensure that it covers your data: how you collect it, use it, and store it. Data insurance is typically understood in terms of data breaches, but it is also a form of valuation in which a third party performs a value assessment as part of a risk assessment. One observer noted that the TJX Companies, Inc. breach disclosed in 2007, estimated to cost the company at least $180 million on over 46 million records, worked out to more than $4 per customer record, prompting the question of how a theoretical insurer coming into the company ahead of time to create such a policy would have calculated the value.4

Avoid illegal data activity. You would never think of putting your company’s most valuable product at risk by failing to pay attention to legal requirements. Apply the same standard to your data. Work with your team to stay on top of legal developments proactively so you are not caught in any scandals or other brand-tarnishing activities involving your data. As we have already seen with fast-moving developments in California, the compliance landscape is changing rapidly, and as much as or perhaps more so than with other business challenges, staying agile and ready to respond to new developments is a must.






[image: img339]

You probably knew I’d have to talk about compliance too. After all, I am an attorney. But before you run for cover, please allow me to reframe the issue for you. Compliance is not about an onerous set of regulations that will stymie your business, nor is it a legal web that should make you look for loopholes. Rather, compliance is just good business and good manners: treat your customers with respect and the transparency and privacy they deserve. Of all the areas where you can lead and be a hero at the same time, this may be the greatest one.

There are myriad legal compliance programs these days, ranging from the EU’s GDPR to the CCPA to other state and global initiatives in Brazil, Canada, China, India, Singapore, and beyond. Companies

would do well to develop a top-line compliance strategy to ensure substantial compliance in the jurisdictions that they care about.

Here are the six phases that will be critical to your compliance program.

Phase 1: Data Privacy/AI and Cyber Leadership

A 2022 survey found that three-fourths of companies have a chief data officer,1 up from just 12 percent in 2012. (That figure is not approaching 80 percent.) The difficulty here is that often the chief data officer is focused solely on digital transformation and optimizing revenues, with little interaction with those on the compliance side—such as the audit committee, the CPO, and/or the CISO. To facilitate a forwardthinking and privacy/cyber protective culture, regulators and judges look for a company to have at least one person to lead the privacy and data security functions. Increasingly, companies are focusing on “chief trust officers.”

While in the past there has been a split between data officers on the one hand and compliance-focused roles such as data security and privacy teams on the other, this situation is changing because regulators are looking for companies to align business goals with the concept, enshrined by the GDPR, of “privacy and security by design.” For these reasons, a task force comprising a chief data officer, a privacy and data security officer, AI engineers, and relevant stakeholders may be the best approach to creating rules for data collection that are synergistic with legal and technical requirements in the company. Further legislative schemes in the EU and California combine privacy and data security functions into the same legislative schemes.

Phase 2: Conduct a Legally Compliant Inventory

In chapter 4 we talked about the need for a data inventory to enhance digitization models. An inventory is also essential for compliance with myriad privacy and data security laws and best practices. In the EU an auditable record of data flows is required by law. In the United States, California law de facto requires an inventory in order to be able to locate California data upon request. In addition, understanding provenance for AI training data will also require an inventory to know what data has been used to train the model to establish explainability and transparency requirements.

Phase 3: Legal Gap Assessment

Gap assessments are critical to showing a compliant organization. The gap assessments should be tied to legal assessments to compare actual practices with legal requirements, technical, and ethical best practices.

Phase 4: Impact Assessment for High-Risk Processing

Businesses should consult with experienced legal counsel to develop a template impact assessment form for high-risk processing, such as financial data, children, location data, and health data.

Phase 5: Mitigation of Risks Assessed in Phases 3-4 with Targeted Policies/Procedures, Vendor Agreements, and Training

Companies should retain experienced privacy counsel regarding tools to help mitigate risks. These will include

•established ethical data practices that comply with legal requirements for AI, privacy, and cyber;

•internal governance policies/procedures;

•external notices for privacy/cybersecurity and AI;

•website notices that explain practices and allow for individuals to consent to or opt out of things such as behavioral tracking and AI;

•litigation defense playbooks to help companies coordinate responses to individual data subjects in a manner that preserves defenses;

•standard vendor agreement language for master services agreements as well as a Data Protection Addendum and a Data Security Rider that can attach to same; and

•annual training on all of the mitigation efforts referenced above.

Phase 6: Auditable Record

An auditable record can be assessed against annually or throughout the year when new processes or procedures are introduced. This record can be refreshed easily by using the templates established in phases 1 through 5.
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Because all companies are data companies, you are the leader of a data company. By now I hope you recognize that data is already one of your company’s most valuable assets. You also grasp that if you and your colleagues do not learn how to make the most of it, your business risks disruption by digital competitors or brand damage caused by mishaps with privacy or data security.

Yet you do not need to be a technical wizard to lead change. You need to be aware of the issues, ask the right questions, and ensure you have the best leaders for this brave, new data-laden world. Starting with the principle that data is your asset, you can follow these steps to lead your company to successful data transformation:

1.Value and treat your data as an asset. This means it should appear on your balance sheet every month, just as your hard assets do, and be discussed at every board meeting and senior leadership gathering.

2.Appoint a chief data strategist who is also knowledgeable of AI trends, privacy laws, cyber trends, and trust initiatives and is familiar with how to manage growth and steer clear of compliance issues.

3.Know and understand what data you have.

4.Leverage the data appropriately by aligning data uses with mission goals (e.g., product development).

5.Build with data. Use your data to understand your customers and what they might need. If you don’t have the data you need, learn what companies or data you need to acquire to meet customer needs.

6.Insure and protect your data.

7.Stay on top of legal developments to avoid any mishaps, such as inadvertently running afoul of the ever-evolving group of privacy and data security laws.

This is the leader’s playbook that will move your data from pre-tangible to manifest and advance your company so it can truly innovate—and garner the trust that your constituents and stakeholders need in the twenty-first century.
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