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The Role of Blockchain 
with a Cybersecurity Maturity Model 
in the Governance of Higher Education 
Supply Chains 

Stefan Kendzierskyj, Hamid Jahankhani, Arshad Jamal, Osama Hussien, 
and Longzhi Yang 

Abstract The world of Higher Education has become ever more complex with the 
expansion of global supply chains with numerous connected organisations, techno-
logical advancements, the recent demands of educational hybrid learning, and the 
growing importance attached to individuals’ data and its security. In many ways the 
pandemic has accelerated the acceptance of remote learning and faster technological 
advancements but in other ways it has exposed areas of weakness with respect to the 
data security/privacy in education and its supply chains. Artificial intelligence (AI) 
can fundamentally support Higher Education objectives to enhance teaching efficacy 
and solve the future necessary skills essential in the twenty-first century. Multiple 
ways are being harnessed for AI to help solution Higher Education needs, even in 
helping to shape future employment requirements but comes with a heavy risk of 
infringing individuals’ data privacy and more malicious scenarios when data is leaked 
through cyberattacks/breaches or through potential AI bias issues. The technology 
growth has added more complexity to education supply chains and there is more 
pressure being applied to have a higher degree of governance to minimise the risks. 
This chapter will focus on Higher Education supply chain issues and a suggested 
hybrid framework is presented that details the benefits of a Cyber Security Maturity 
Model (CSMM). 
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1 Evolution of Education and Its Supply Chain 
Relationship 

Education has travelled a long way from its earliest beginnings. The history of organ-
ised education dates back to ancient civilizations such as the Egyptians, Greeks, and 
Romans [16, 26]. These ancient civilizations were the centre of learning and research 
that attracted scholars from all over the world. In the beginning, education was often 
reserved for the elite and was focused on practical skills such as reading, writing, and 
arithmetic. It was also closely tied to religion, with education often being provided 
by religious institutions. As societies developed and became more complex, educa-
tion began to expand beyond these practical skills and began to include more diverse 
subjects such as science, history, and literature. 

One of the earliest known universities was the University of Alexandria, which was 
founded in the third century BCE in Alexandria, Egypt. The University of Alexandria 
was a research and teaching institution that attracted scholars from all over the ancient 
world [20]. It was known for its impressive library, which contained over 700,000 
scrolls and was considered one of the greatest libraries of the ancient world [21]. 
The teaching methods used in ancient education establishments and universities were 
similar to those used in modern universities, with professors delivering lectures and 
students engaging in discussions and debates [13, 24]. 

In the modern era, education has continued to evolve with the incorporation 
of innovative technologies, and as societies developed and became more complex, 
education began to expand beyond these practical skills and began to include more 
diverse subjects such as science, history, and literature. The development of the 
printing press in the fifteenth century played a significant role in the expansion of 
education, as it revolutionized education by allowing for the mass production of 
books and other educational materials. This made it possible for more people to 
access educational resources and contributed to the spread of knowledge and ideas. 

During the nineteenth and twentieth centuries, education underwent further trans-
formation with the development of public education and the increasing emphasis on 
higher education. The growth of the industrial revolution also led to the development 
of vocational and technical education to meet the needs of a changing workforce, new 
manufacturing technologies dramatically changed peoples working conditions and 
lives. The changes wrought by industrialization brought Europe, the United States 
of America, and most of the world into the modern age. The Industrial Revolu-
tion unleashed sustained, rising rates of productivity, first in the British economy, 
and later, throughout Continental Europe, northern America, and Upper Canada. 
The latter decade of the twentieth century saw the emergence of the words “higher 
education” and “higher education system” [43].
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1.1 Technology Advancements in Education 

The onset of technology and specifically the development of the internet has made 
significant impacts in how education is delivered and its interaction with all. The 
development of online learning platforms has made it easier for students to access 
a wealth of information and resources with clear advantages of platform freedom/ 
access and independence from the classroom. When an application is deployed and 
maintained through one location, it may be accessed by numerous students who 
have internet connection as well as any type of computer. This era also brought the 
foundation of the intelligent tutoring systems and computer assisted learning and the 
use of Artificial Intelligence (AI) in education systems [4]. 

According to [25] there were three benefits of the computer assisted learning:

• speed of which content could be accessed and its ease of storage
• control that was given to the learner according to their objectives and goals
• improvement that could be achieved from the new ways of interaction between 

the learner and the teacher. 

The University of Phoenix began offering an online instructional programme in 
1989 [22]. Throughout the late 1990s through the 2000s, more educational insti-
tutions jumped on board the trend and started offering online tutorials and classes 
to those who could not join the on-campus classes. Many educational and training 
institutions now have a form of distance learning and the rise of popularity of the 
Massive Open Online Courses (MOOC’s) have grown increasingly popular and 
widely available in offering university teaching [23]. 

Another type of emerging style of education in the twenty-first century is blended 
learning, which combines traditional face-to-face instruction with distance learning 
and has become increasingly popular in recent years [30]. Particularly, in the COVID-
19 pandemic where many colleges were impacted, resulting in concerns regarding 
how to manage facilitating an education programme. Since the outbreak of the 
COVID-19 pandemic, universities across the globe have been scrambling to tran-
sition their courses to online, and offer blended options. While some institutions 
were already offering online courses before the pandemic, many were not prepared 
for the sudden switch. As a result, the quality of online courses has been highly 
variable, with some students praising the flexible format and others struggling to 
adapt. There are a number of reasons why the transition to online learning has been 
challenging for universities, as follows:

• Access: reliable internet connections, plus online access issues is more evident in 
the developing world and rural areas.

• Quality: Online courses can be exceedingly difficult to design well in terms of 
user experience/interaction, and many instructors are not well versed in this type 
of teaching format; resulting with some online courses being poor substitutes for 
in-person classes.
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• Engagement: It can be difficult to keep students engaged using online courses, 
especially if the motivation is low due to quality/level of interaction. Also, poten-
tially compounded with many students taking multiple online courses at the same 
time.

• Support: Students taking online courses often need more support than those using 
traditional courses, both in terms of academic and technical. Universities may not 
have the staff or resources to sufficiently cope with providing adequate support 
for their online students. 

1.1.1 Education and Its Relationship with Emerging Technologies 

Artificial intelligence (AI), has also started to play an increasing role in education, 
which has been used to develop personalised learning and AI-powered learning plat-
forms. Although education needs the active engagement of human to human interac-
tions, AI can work alongside the instructors in boosting education quality, particularly 
through personalisation/behavioural based learning. Another new emerging tech-
nology in the education sector is the rise of the Virtual Reality (VR) and Augmented 
Reality (AR) which enables many learners to apply whatever concepts and theories 
they have learned, inside a simulated physical scenario, making teaching approaches 
increasingly compelling. This does not imply that the current education system and 
materials, such as books and documents, would become obsolete but that AR and 
VR technology will make the course materials more accessible in a new interactive 
fashion [29]. 

The concept of the metaverse, and digital twins, has also gained attention in recent 
years as a potential tool for education and as a platform for virtual classrooms and 
online learning. The metaverse is a virtual reality in which people can interact with 
each other and with digital objects and environments. It has the potential to revolu-
tionise education by providing a more immersive and interactive learning experience 
and enable more flexible and personalised learning; as students could access course 
materials and participate in class activities from any location. Students could partic-
ipate in virtual simulations or role-playing exercises that allow them to experience 
real-world situations and concepts in a controlled environment. Students will have a 
more hands-on and interactive learning experience and learn through trial and error, 
without the risk of real-world consequences. 

Digital twins has also gained increasing attention in recent years and is a virtual 
representation of a physical object, system, or process that can be used for a variety 
of purposes, including simulation, analysis, and control [35, 42]. 

A novel idea, which has gained attention in recent years, is subscription-based, 
Netflix-like education [36]. This model involves offering educational content on 
a subscription basis, similar to the way Netflix offers movies and TV shows, and 
provide a wide range of educational materials and experiences at a lower cost than 
traditional on-campus programs [35]. One example of an education company using 
this model is MasterClass (MasterClass n.d). The company offers online courses 
taught by experts in various fields, such as cooking, writing, and music. Students
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can access the courses on a subscription basis, and the company has attracted over 4 
million subscribers since its launch in 2015. 

1.2 Education Supply Chain 

In the education sector, the supply chain’s main goal is to increase the educa-
tional value by engaging students to collaborate with the instructors to satisfy the 
job market’s ever changing demands and requirements. The educational supply 
chain has many stakeholders such as parents, students, faculty members, regula-
tory agencies, the government, employers and employees such as lecturers, admis-
sion officers and many more who are involved with education institution [1]. The 
mission of higher education institutions is typically stated in terms of their obliga-
tions to teach, research, and serve communities. Cooperation and opportunities for 
shared leadership extend beyond employees, including students, families, commu-
nity members, and leaders from community-based organizations, local government 
agencies, and university partners. When educators and other school personnel collab-
orate with community members and families, they can ensure that the extra services 
and programs that they deliver are appropriate for, and responsive to, community 
needs and cultural practices (Community Schools Strategy). Before getting into the 
specifics of education and its supply chain it is worth looking at the fundamentals to 
all supply chains. 

1.2.1 The Importance of Supply Chain 

Supply chain has a much broader meaning than logistics [17], other than just the 
movement of the product as it involves the traditional logistics element plus other 
functions such as product development, marketing, customer service and finances 
and there tends to be an integrated relationship looping into many ecosystems since it 
can involve everything from gathering of raw materials to manufacturing, distribution 
and retail or end users. Globalization is a cause for supply chains to be more complex 
nowadays. Due to this element, Ribeiro and Ana [37] claim that supply chains suffer 
more risks and vulnerability as a consequence of the prominent level of uncertainty 
that has to be handled along the chain. Therefore, appropriate risk management is 
vital in the organisation and should normally include the identification, assessment, 
analysis, mitigation as well as contingency plans to control those risks. Ribeiro and 
Ana [37] agree that consciousness in terms of supply chain risk management as well 
as the ability to foresee the occurrence of disruption is vital, since underestimation 
of this aspect can cause severe impacts to the organization.
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1.2.2 Understanding Supply Chain Risk 

In recent years, activities such as global outsourcing, has contributed to generate 
a higher degree of risk in supply chain management, due to customer’s demands, 
economic cycles, geographic locations and similar aspects [2]. Furthermore, natural 
events, crisis in different economies and illegal activities have also extrapolated those 
risks. As a consequence, the necessity to study and generate control over those risks 
has become almost mandatory and different risk models have been developed in order 
to implement mitigation strategies and control [41]. Nonetheless, some of those risks 
are inevitable and sometimes the cause of their occurrence is hard to establish due 
to the numerous amount of people involved within the supply chain [44]. Many 
logistics’ companies understand the importance of risk assessments and use some 
quantitative models to assess supply chain risks nonetheless, little attention has been 
taken to mitigate certain risks, especially if it is assumed that the occurrence of those 
risks is rather unlikely [2]. As supply chain has become more complex, so too is the 
management of it and having supply chain working inefficiently can be an expensive 
cost and legal risk to organisations. 

1.2.3 Key Reasons of Supply Chain Vulnerability 

There are numerous moving parts to supply chains and outsourcing companies, which 
often run on disparate and outdated network infrastructures, making them easy prey 
to cyber threat actors. According to Duncan [11] some of the reasons why supply 
chain organisations are vulnerable to cyber risk are as follows:

• Organisations often disregard supply chain security as their problem
• Smaller organisations may lack the means and incentive to invest in security
• Supply chains expand the potential number of user targets, who can be undered-

ucated about security
• Services organisations in particular have access to the information of multiple 

businesses thereby which make them a lucrative target for cyber threats
• Lack of visibility and inability to extend and control cyber security related policies 

of organisations across the supply chains. 

Most security implementations fail because organisations do not implement 
proper processes and user education alongside security technology. The right balance 
is difficult to strike, especially for large, security mature companies—and smaller 
businesses often do not give it as much thought [11]. Many supply chain attacks use 
malware as their preferred weapon, which often relies on user error to activate it 
inside a company (phishing and spear-phishing attacks as the most common entry 
method). User orientated malware such as trojans remains the steadfast favourite of 
criminals, while the rise of enterprise ransomware has grown by over 340% from 
2.8 million in the first quarter of 2018 to 9.5 million in the first quarter of 2019, 
[34]. WannaCry was the first successful large-scale ransomware attack, designed to
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inflict maximum disruption and it can be seen why the enterprise sector gained the 
attraction for ransomware. 

1.3 Relationships in the Education Supply Chain 

For supply chain management concepts to be implemented and used to their full 
potential, the qualities mentioned so far, necessitate a special strategy. A well-
designed change management programme and agreement between the administration 
of Higher Education Institutions (HEIs) and the faculty should be part of the approach 
[1]. 

What is noticeable is the lengthy period between enrolment and graduation. As a 
result, the preparation of students for the employment market spans approximately 
four to five years. Academic independence and discipline are part of the educational 
institutions’ moral code, which represents the most important distinction between 
them and business institutions [1]. There are significant relationships between several 
factors in education supply chain management; see Fig. 1. In addition to the facilita-
tion of interaction activities with stakeholders, the supply chain sustainability efforts 
require higher education institutions to determine, manage, and develop their own 
internal expertise, skills, and knowledge [15, 31]. 

The current educational system is a complex system that is made up of a variety 
of stakeholders who are all interconnected, and all play a role in the supply chain. 
These stakeholders include General Education Institutions (GEIs), Higher Education 
Institutions (HEIs), the labour market, and professional development and retraining

Fig. 1 Centre of the educational supply chain (workforce market) 
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providers. Each of these stakeholders has a different role to play in the overall system, 
and they are all connected to each other through a supply chain. 

It was also stated in, Al-Turki et al. [1], that the interactions between all these 
parts as a chain of suppliers and clients. The flow of labour through educational 
institutions to higher education institutions to the labour market, where it finishes, is 
depicted in Fig. 1 and is at the core of the supply chain. For professional development 
and retraining, a return of workforce again from the employment market to HEIs is 
displayed. To help further explain these key components of the supply chain and 
their significant role that they carry, are as follows. 

Labour market—is the most important stakeholder in the education system and at 
the heart of the supply chain and one that all stakeholders are connected to. It is where 
the flow of labour starts and ends and is made up of several different stakeholders 
including employers, employees, and job seekers. 

General education institutions—are the first link in the supply chain, and they 
are responsible for providing education to children and young adults. These insti-
tutions include primary schools, secondary schools, and tertiary institutions. The 
general education institutions play a vital role in the education system, and they are 
responsible for preparing students for the next step in the supply chain. 

Higher education institutions—are the next link in the supply chain, and they 
are responsible for providing further education to students who have completed 
their general education. These institutions include universities and colleges. The 
higher education institutions play a vital role in the education system, and they are 
responsible for preparing students for the next step in the supply chain, the next link 
in the supply chain is the labour market, and this is where the flow of labour starts 
and ends. 

As mentioned, the main aim of the education system should be to provide indi-
viduals with the skills and knowledge needed to succeed in the workforce. However, 
there are various issues that prevents the education system from achieving this goal 
such as:

• The education system is designed for mass production not specific and individual 
needs.

• Universities are designed to pump out large numbers of graduates with specific 
qualifications that employers are looking for. However, this approach does not 
consider the individual needs of each student. As a result, many students end up 
graduating with degrees that they are not interested in and do not have the skills 
needed to succeed in the workforce.

• The current education system is outdated and does not reflect the needs of the 
modern workplace. With the ever-changing landscape of the workforce, employers 
are looking for employees who are adaptable and have a range of skills. However, 
the education system is not producing graduates with these skills.
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• Managing the system is too expensive. The rising cost of tuition fees and living 
costs means that many individuals are unable to access education. This is particu-
larly true for lower-income individuals who cannot afford to take on debt in order 
to pay for their education.

• Requirements and needs are not meeting the expectations of students, employers 
or the economy. 

It is essential that reform takes place in order to ensure that the education system 
is fit for purpose and satisfies not only current demands but has futureproofing. The 
push production system is equivalent to the flow in the labour supply chain [1]. To 
fill the labour market with people who possess a variety of abilities that companies 
could need to hire in the employment market, HEI push specific qualifications along 
the chain in the push production process and Fig. 2 outlines this process. People 
serve as both customers and providers in the labour supply chain, while institutions 
act as service providers [1]. Students who have completed high school seek admis-
sion to universities, which is part of the supply end of the workforce supply chain. 
Universities enrol a sizeable number of individuals after putting them throughout 
many formalities, such as admission examinations and interviewing, and then put 
them into various pre-made academic programmes [1]. 

Fig. 2 Higher educational institutions in the centre of the supply chain
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1.4 Increasing Risks to Education in Cyberattacks 

The education sector is no stranger to data breaches and cyberattacks. In recent years, 
there have been a number of high-profile attacks that have led to the leak of sensitive 
and personal data of students and staff. While the education sector is working hard 
to improve its cybersecurity posture, the reality is that it remains an attractive target 
for cybercriminals. 

One of the biggest challenges facing the education sector when it comes to data 
security is the fact that there are so many disparate silos of information. This can 
make it extremely difficult to implement a comprehensive and cohesive security 
strategy. Another problem is the lack of governance and information governance 
around data security. It can leave individuals vulnerable to having their personal data 
leaked. Data breaches in the education sector are becoming more common, as the 
number of cyberattacks and the amount of personal data being stored by educational 
institutions continues to grow. It is a major concern for both students and staff, as 
the consequences of a data breach can be extremely damaging. 

There are a number of ways in which data breaches can occur, but some of the 
most common include hacking, malware, phishing, and social engineering. Hacking 
is when an unauthorised person gains access to a system or database, usually by 
exploiting a security vulnerability. This can be done remotely, or by physically 
gaining access to a system. Malware is software that is designed to damage or disable 
a system and can be used to steal data or gain access to systems. Phishing, a type of 
social engineering attack, where attackers send emails/text messages that appear to 
be from a legitimate source in order to trick the recipient into clicking on a malicious 
link or attachment and is an immensely popular type of cyberattack. 

The consequences of a data breach can be significant, and can include identity 
theft, monetary loss, and damage to reputation. In the case of educational institutions, 
a data breach can also lead to a loss of accreditation or legal action. There are a number 
of steps that educational institutions can take to prevent data breaches, including 
implementing strong security measures, training staff and students in cybersecurity, 
and having a robust incident response plan in place. However, the most crucial step 
is to ensure that there is an effective information governance framework in place 
for managing and protecting core information, and includes everything from setting 
policies and procedures to destruction and retention of data. 

With the technological advances of the twenty-first century, data breaches and 
cyberattacks have become all too common. Educational institutions are not immune 
to these threats and have been the target of data breaches and attacks in recent years. 
As more educational institutions adopt digital technologies, the risk of data breaches 
and cyberattacks increase. This is due to the fact that digital technologies are often 
not properly secured, leaving educational institutions vulnerable to attack. There 
have been a number of high-profile data breaches and cyberattacks on educational 
institutions in recent years. 

Lincoln College was targeted by a ransomware assault in May 2022 [14], that 
unfortunately they were unable to recover from. While the pandemic had a role in
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the closure, with students electing to postpone enrolment or take a leave of absence, 
the institution was the first to collapse due to a ransomware assault. The cyberattack 
left vital systems unworkable, including those utilised for fundraising, recruiting, 
retention, and enrolment, and barred institutional data. 

In 2014, the University of Maryland was the victim of a data breach that affected 
more than 300,000 students and staff. The breach, which was the result of a phishing 
attack, exposed a range of personal and financial data, including Social Security 
numbers, dates of birth, and credit card information [39]. Also in 2014, Iowa State 
University was the target of a cyberattack that resulted in the theft of personal data 
belonging to more than 30,000 students and staff. The attack exposed a range of 
sensitive data, including Social Security numbers and the students university ID, the 
main intention behind this hack was to use the university’s servers for cryptocurrency 
mining operations. 

Ransomware has also played a significant role in cyberattacks on educational 
institutions. The threat actor usually seeks a ransom charge in return for releasing 
access (via decryption to the locked files) to the afflicted organisation and in the UK, 
institutions such as Newcastle University, Queen’s University in Belfast, Hertford-
shire University, Oxford University and Sunderland University, have been affected. 
According to [8] approximately, one-third of UK institutions have been hit by 
ransomware. The UK’s National Cyber Security Centre issued a warning to all the 
universities and educational sectors that as the number of ransomware attacks are 
increasing in the UK, the educational institution shall always prepare their security 
to safeguard the students from this types of attacks [18, 32]. 

In addition to the financial and reputational damage that can result from a breach, 
these incidents can also have a profound impact on the individuals whose data is 
exposed. This is why it is so important for educational institutions to have proper 
security measures in place to protect their systems and the personal data of their 
students. 

2 Managing Data Security Using Blockchain, DID and SSI 

In recent years, there has been an explosion of interest in blockchain technology. 
Blockchain is said to be one of the most disruptive computing paradigms after 

the Internet; [40]. The technology has advanced more than just a means of financial 
and economic trading and looks to provide a consensus of trust which can be where 
transactions require storing by multiple parties who may be unknown and untrusted. 
Over recent years different arms of industry are starting to harness the technology 
to take advantage of its benefits, attributes and methods of application and provide a 
more auditable supply chain. 

Blockchain technology has been quoted as allowing records to be ‘shared by all 
network nodes, updated by miners, monitored by everyone, and owned and controlled 
by no one,’ [40], p. 1]. Blockchain is based on a decentralised system, a distributed 
ledger database where sequential inventory of transactions has identical copies shared
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and maintained by numerous individuals over network nodes. The multiple parties 
hold the consensus over the data and its validity rather than one individual. 

2.1 Blockchain Variations 

There are several types of blockchain, and supply chain organisations need to eval-
uate, not just technology requirements, but also the business model requirements 
which can have a host of questions to decide what type of blockchain framework to 
setup. Understanding these types will help organisations decide on deployment and 
how should they allow permissions/authentication, depending on what type of data 
and other circumstances. These generally can be classified into three main types of 
Public, Private and Consortium (or hybrid) blockchains but can have options of many 
consensus mechanisms; these are the algorithms that set in place how the network 
will operate.

• Permissionless Blockchains: Also referred to as public blockchains and allow 
anyone to participate with no restrictions on reading/submitting transactions. All 
network nodes are unknown but take part in the consensus process. Examples of 
these are Bitcoin and Ethereum. However, public permissioned blockchains are 
restricted to those allowed to enter but anyone can read/submit transactions.

• Permissioned Blockchains: These private blockchains will restrict access and 
who may enter the network of nodes and transactions are only validated by those 
recognised as authenticated on the ledger; essentially the network belongs to an 
entity or organisation. Private permissioned are usually totally restricted such as 
Bluemix by IBM or Rubix by Deloitte as example.

• Consortium Blockchains: Approved entities validate requirements. An 
ecosystem would find this type blockchain more suited since all parties will have 
a common aim in deciding what process of data workflow should be included, 
etc., and so only where a particular group participates in the consensus process. 

In terms of differences, it will mostly have impact in the aspect of decentralisation 
and how the technology handles the data considerations. For public blockchains, these 
offer complete decentralisation whereas hybrid or consortium blockchains will be 
partly decentralised. For private blockchains, as they are mostly controlled by one 
entity or organisation that set the ‘rules,’ can be a similar concept to centralisation 
as the group of users are a closed group. 

For transaction processing purposes, organisations need to evaluate on 
blockchain’s technical and confidential considerations. They need look at how best 
to execute access to data and can be dependent on what type of data it is, if it is 
sensitive, etc. The data storage methods can be as follows: 

(1) On-chain: data is stored on the blockchain structure 
(2) Off-chain: access links are saved on blockchain and function as authenticated 

indicators to data stored in other centralised networks/databases.
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(3) Hybrid: having a mixture of the above with some standard data sets stored 
directly on the blockchain (beneficial for immediate permissioned use) and 
other access to off-chain data links. 

(4) InterPlanetary File System (IPFS): A protocol/network that allows peer-to-
peer hypermedia storing and sharing of content, held across a distributed file 
system (such as BitTorrent). Network nodes store content it is interested in but 
with indexing information so it can be intuitive as to where content is stored. 
When requests are made to look up/search content, the network will request 
the nodes storing the content behind a unique hash to provide it. Mentioned by 
many to be the replacement to HTTP and the web of tomorrow. 

2.2 Beneficial Attributes Common Across Blockchain 

If content and data are held in silos there is more chance of corruption, fraud, trace-
ability, audit trail failures and so on. Some of the benefits blockchain can offer are 
as follows:

• Immutability: Used for its authentication mechanism to allow permissions to 
stored data, and provides a fingerprint of all activities, held in chronological order 
(smart contracts) and cannot be tampered. Depending on the types of blockchain, 
then parties can make use of its smart contracts feature to help provide greater 
efficiency and integration, all time-stamped and ordered to give the immutability 
factor.

• Smart contracts: It can be observed as a method to ensure products/data in the 
supply chain are audited and records untampered. Using smart contract relieves a 
lot of the complex processes, negotiations and supply chain issues by streamlining 
it, to provide efficiency and reduce cost. This can support automated supplier 
contracts and provide analytics to maximise productivity and control.

• Interoperability and transparency: Traditionally, a lot of data is still held in 
silos and managed under a centralised or trusted third party (TTP) and the current 
challenges are the accountability in those silos. Lack of interoperability is an issue 
that makes it inefficient with a potential for tampering and loss of data. There is 
also limited control of data ownership whilst the individual, whom is the centre of 
all, has the least ownership or control. Blockchain can eliminate these data silos 
and provide a more coherent and seamless integrated data model that can control 
access through cryptographic methods, but where authenticated, make encounters 
between disparate parties more accessible.

• Privacy and security: The confidentiality, integrity, availability and audit (CIAA) 
is subject to a lot of pressurised issues both internally through non-malicious 
behaviours as, for example, accidental loss of data and to outside vectors such as 
targeted malicious behaviours for the purpose of identity and data theft. Industry is 
trying to tackle this with the day to day traditional structures (the typical network 
security, compliance, Intrusion Prevention and Detection Systems, training, etc.,) 
that help mitigate risk and have a continual cycle of lessons learned. But through an
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additional layer of blockchain, it can offer enhanced security with encryption and 
would increase the integrity with the use of a decentralised and distributed ledger 
system. With data encrypted, more complex permission settings and the most 
suited consensus mechanism, will offer good controls for a secure authenticated 
data interchange.

• Logistics and chain of custody transparency: Supply chain logistics has become 
increasingly complex over the years and depending on the type of product can 
involve hundreds of stages spread across a global geography where multitudes 
of paperwork should correspond accurately to all stages and payments made. It 
is this securing of the supply chain and knowing it is completely accurate and 
non-tampered with that blockchain gives its appeal to. Applying technology to 
improve supply chain efficiencies is nothing new, considering the complexities 
around freight logistics, or computing systems to manage the manual processes. 
Blockchain can be observed as just a technology mechanism to provide confidence 
of knowing the data is maintained at 100% accuracy, is secure and validates the 
sequence of events from start to the end. As well as all the entities that engage in the 
supply chain process it is also an important aspect for the end user of the products 
to know that all is as it is supposed to be and transparent. It becomes exceedingly 
difficult to know if there are counterfeit issues, malpractice, criminality, etc., 
involved at any stage of the supply chain. Merely looking at documents that state 
the case is as factual and accurate is not enough to know it has not been tampered 
with, or if it is of unethical practices/origins. 

2.3 Decentralised Digital Identities (DID) 

A major application of blockchain is decentralised digital identities (DID). In the 
education sector, digital identity can be used for various purposes such as verifying 
academic qualifications, authenticating students and staff, and managing educational 
resources. There are many benefits of using blockchain for digital identity in educa-
tion. First, blockchain is tamper-proof and thus provides an elevated level of secu-
rity. Second, blockchain enables different institutions to share data securely and 
efficiently. Finally, blockchain gives individuals more control over their own data. 

However, there are also some challenges associated with using blockchain for 
digital identity in education. For example, it can be difficult to change data once it 
has been committed to the blockchain. Additionally, there is a risk that confiden-
tial data could be exposed if the blockchain is not properly secured. Despite these 
challenges, blockchain is a promising technology for digital identity in education. 
By carefully addressing the challenges, blockchain can provide a secure, efficient 
and decentralised solution for managing educational data. With the development of 
internet technologies, the education sector has been under pressure to move away 
from the traditional way of handling data and information. The old system is seen as 
insecure and time-consuming. The new system, on the other hand, is seen as more 
efficient and secure.
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The traditional way of handling data and information in the education sector is 
through the use of centralised systems. These systems are managed by a single entity. 
The problem with this is that it is easy for the entity to manipulate the data to their 
benefit. This is because they have total control over the system. Another problem with 
the traditional system is that it is slow. This is because the entity has to go through a 
lot of bureaucracy to get the data. This can take weeks or even months. The education 
sector is under pressure to move away from the traditional way of handling data and 
information. The old system is seen as insecure and time-consuming. The new system 
using blockchain, on the other hand, is seen as more efficient and secure. 

The education sector is a fundamental sector in society with the span covering 
from the start of educating students to managing individuals and its requirements in 
the general labour force. The sector is responsible for imparting knowledge and skills 
to the future generations who will lead the societies of tomorrow. In recent years, the 
education sector has undergone a digital transformation. A number of institutions 
have started to use digital technologies to improve the quality of education. The 
use of digital technologies has also made it possible for institutions to offer more 
personalised and customised education experiences to students. 

One of the most important aspects of the education sector is the issue of identity. 
Every student has a unique identity which is used to identify them within the education 
system. This identity is used to track their educational progress and to access their 
academic records. In the past, the education sector has relied on physical documents 
to store and manage student identities. However, this system is no longer feasible in 
the digital age. 

The use of blockchain technology can help to solve the identity problem in the 
education sector. As it is a distributed database it can be used to store and manage 
digital identities and is secure and tamper-proof, which makes it an ideal platform 
for storing sensitive data. It can also be used to manage the issuing and verification 
of digital identities. The potential for blockchain to help solve many of the world’s 
current education problems is very encouraging for all involved in the education 
ecosystem. Blockchain technology could provide a way to securely store and share 
data, to verify academic credentials, and to manage the digital identities of students, 
educators, and institutions. 

The problem of identity management in education is a common one. In the tradi-
tional educational system, students’ academic records are maintained by their schools 
or universities. These records are then used by other institutions to verify the student’s 
identity and credential when they move on to further their education. The process is 
often slow and cumbersome, and there is no guarantee that the records are accurate 
or up to date. With blockchain, each student could have a secure, digital identity that 
is stored on a decentralized network. This would allow them to share their academic 
records easily and quickly with any institution they wish to attend. The records would 
be verified by the network, so there would be no need for slow and expensive back-
ground checks. In Fig. 3, the student has their decentralised digital identifier (DID) 
stored on blockchain. In this case the issuer (University) and Verifier (Examination 
entity) can use blockchain to check the DID of the student and be confident they have
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Fig. 3 Using blockchain as the mechanism to verify the DID of the student 

verified what data needed checking, all with no risk to the student and in a secure 
and private method. 

Another advantage of using blockchain for identity management is that it would 
allow for the creation of “self-sovereign” identities (SSI). This is expanding up from 
the use case of having a DID just for verifying education related data, as it can relate 
to wider and more practical uses outside of education but connected to everything 
in the education ecosystem (if we think of smart devices, IoT, banks, social media, 
etc.). This means that the student would be in control of their own data and would 
be able to allow or revoke permission for others to access it. Figure 4, explains 
the SSI model and digital attributes associated with each ‘channel’. Students would 
have a much higher level of control over their personal data, and it would certainly 
support strengthening protecting their privacy. There are many other potential uses 
for blockchain in education. For example, blockchain could be used to create a secure, 
decentralised system for storing and sharing academic research. This would make it 
easier for researchers to find and access the data they need, and would help to prevent 
fraud. There are many ways in which the use of blockchain technology can help to 
solve the identity problem in the education sector and supply chain.

A number of institutions have already started to experiment with blockchain-
based digital identity systems. The University of Nicosia in Cyprus was one of the 
first institutions to start using blockchain for student identities and has developed 
a digital identity system that uses blockchain to store and manage student data. 
The system is used to verify the identity of students when they apply for academic 
positions or when they need to access their academic records.
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Fig. 4 SSI in multiple use cases to strengthen and protect individual data privacy and security

2.4 Self-Sovereign Identity and Internet of Things 

There are concerns about the security and privacy of the data collected by IoT sensors, 
as this data is often transmitted over the internet and stored in cloud-based servers that 
may not have the same level of security as more traditional data storage systems. This 
can make the data vulnerable to cyberattacks and other forms of data theft. Within 
the education sector, IoT is increasingly becoming more common and utilised and 
therefore a potential weak spot for individual data loss/theft. 

In response to these risks, the concept of self-sovereign identity (SSI) may be a 
solution to help mitigate these risks. In an SSI system, individuals have the ability to 
create, manage, and revoke digital identities without the need for a central authority 
or third-party verifier [38]. This helps to ensure that the data collected by the sensors 
is only used for the purposes for which it was intended and that individuals are not 
subjected to unauthorized use of their data.
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One way that SSI can be used to secure IoT devices is by incorporating digital 
identity solutions into the device’s authentication process. For example, an IoT device 
may require the user to present a digital credential in order to access the device or 
certain features of the device. This ensures that only authorised users are able to 
access the device and its data, helping to prevent unauthorized access and tampering, 
users can then easily and securely access their devices without having to remember 
multiple usernames and passwords. Overall, SSI and digital identity solutions offer 
a powerful tool for securing IoT devices and protecting against unauthorized access 
and tampering. By incorporating these solutions into their authentication processes, 
IoT device manufacturers and users can help to ensure the security and integrity of 
their devices and the data they collect. 

3 The Role of Artificial Intelligence in Education 

Artificial intelligence (AI) has the potential to revolutionize the education sector and 
generally any business or institution, but it also poses significant risks, if it is left 
unchecked [10]. One of the primary concerns is that AI could end up delivering what 
it thinks the job market requires, rather than what students need to thrive in their 
personal and professional lives. 

There are several ways in which AI in education could pose a threat if left 
unchecked. First, AI algorithms may be biased, replicating and amplifying existing 
inequalities [10]. For example, if an AI system is trained on data that is predomi-
nantly from one gender or racial group, it may end up perpetuating biased outcomes. 
This could lead to a further widening of the already existing gap between under-
represented groups and the majority population. This is particularly concerning in 
the education sector, as AI is increasingly being used to make decisions that have 
significant consequences for students, such as selecting candidates for scholarships, 
admissions, or job placements. An AI system that is trained on data from predom-
inantly male students may be more likely to recommend male students for certain 
scholarships or job placements, even if there are equally or more qualified female 
candidates. This could lead to a further widening of the already existing gap between 
underrepresented groups and the majority population, rather than promoting equity 
and diversity. 

Another potential risk is that AI could displace human teachers and lead to a 
loss of personalisation and interactions in education [48].  While  AI  may be able to  
provide efficient and cost-effective education, it may lack the ability to understand 
and respond to the unique needs and learning styles of individual students. This 
could lead to a one-size-fits-all approach that does not consider the diverse needs 
and abilities of students. For example, AI may be able to provide students with 
customized learning plans based on their strengths and weaknesses, but it may not 
be able to provide the same level of support and guidance as a human teacher. AI may 
not be able to understand and respond to the emotional and social needs of students, 
or to foster critical thinking skills in the same way that a human teacher can. This may
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lead to a loss of personalisation and individualised attention, which are important for 
student learning and development. It is important to recognise the limitations of AI 
in education and to ensure that it is used in a way that complements and enhances, 
rather than replaces, the role of human teachers. This can be achieved through the 
development of clear guidelines and standards for the use of AI in education, as well 
as the establishment of mechanisms for monitoring and evaluating its impact. It is 
also essential to involve all stakeholders, including students, teachers, parents, and 
policymakers, in the development and implementation of AI in education. 

That being said, AI is poised to offer a new level of personalised education, 
enable a revolution in ease and personalisation of university courses, and provide 
much-needed support to the professors by automating menial tasks in classrooms. 
AI technologies are well suited to achieving crucial education objectives, such as 
enhancing teaching efficiency and effectiveness, providing education for all, and 
developing the skills that will be essential in the twenty-first century [28]. Studies 
undertaken in survey’s across ten countries, show that there are significant skills 
mismatches of the education system to reflect employers demands and frictions in 
the labour market, preventing matching individuals to jobs [27]. The survey indicated 
only 50% of students thought their education studies improved employment oppor-
tunities and approximately one third of employers thought skills shortages were a 
leading reason for entry-level vacancies. It is thought that AI can help to bridge this 
skills gap. 

Using machine learning (ML) and AI data sets on potential employees may enable 
hiring companies to pinpoint precise skills sets and personal traits to increase success 
for individuals being placed in very suited roles and thus shorten the current skills 
gap. Fundamentally, AI can also help governments to make crucial decisions on 
forecasting job to market demand and steer educational institutions in an extremely 
focused manner. This is already being undertaken in Saudi Arabia, as their current 
exploration of machine learning as a tool to reduce unemployment. The adminis-
tration hopes to leverage substantial amounts of past and forecasted economic and 
social information about the country to possibly guide students toward an education 
best matched to their abilities [28]. 

Another example of how AI can enhance the academic sphere is by automatic 
essay scoring. The University of California Berkeley has experimented with such 
solutions for years now. The idea behind it is that teachers will no longer have to 
manually read or grade lengthy course assignments. By accessing the tool’s artificial 
intelligence engine, parameters are setup, so that all essays will be scored on cate-
gories such as organisation, content/ideas, language use and conventions as well as 
plagiarism detection. 

Artificial intelligence has multiple uses in the education sector, mainly to take 
over heavy-weight tasks. It can also provide a more bespoke and individual learning 
experience with artificial produced one-to-one content that can help make it a more 
interactive and engaging experience for all students.
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Some other AI education benefits are: 

(1) Automation of assessment tasks: This can now be achieved by developing 
tools which automatically assess without connecting a human being’s opinion 
manually. 

(2) Microcredentials: where the course result is assessed by artificial intelligence 
based on its input on whether it assessed they had reached the particular goal(s), 
and so providing micro ranks. 

AI also has the potential to transform the education sector by providing innovative 
solutions to a wide range of challenges faced by universities and include: 

Personalised learning: AI can be used to create personalised learning experiences 
for students by analysing their learning patterns and adapting the course content to 
their individual needs and preferences. AI can help students learn at their own pace 
and improve their retention of the material and in the following ways:

• Tutoring and mentoring: used to provide one-on-one tutoring and mentoring 
to students through virtual assistants or chatbots. These AI-powered tools can 
help students with their coursework, provide feedback on their assignments, and 
answer their questions in real-time.

• Grading and assessment: used to grade assignments, quizzes, and exams, freeing 
up instructors to focus on more high-level tasks such as lesson planning and student 
engagement. AI can also be used to assess student progress and provide feedback 
to help students improve their learning outcomes.

• Course creation and management: used to create and manage online courses, 
including generating and organizing course content, tracking student progress, 
and providing feedback. This can help universities scale their education offerings 
and reach a wider audience.

• Adaptive testing: used to create adaptive tests that adjust to a student’s level of 
understanding and provide more targeted feedback and create bespoke learning 
pathways. This can help students learn more efficiently and effectively. 

As mentioned, AI has the potential to create course content tailored to the job 
market requirements in the education sector, helping universities prepare students 
for success in their careers. 

Some of the detailed ways in which AI can be used to create job-specific course 
content in the education sector include:

• Analysing job market data: used to analyse job market data to identify in-demand 
skills and knowledge areas which would support universities to design courses 
and curriculum and meet the needs of employers. It will also provide students 
with the skills and knowledge they need to succeed in the job market.

• Curating relevant course materials: used to curate relevant course materials 
from a wide range of sources, including academic journals, industry publications, 
and online resources and help universities create course content that is up-to-date 
and relevant to the job market.
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• Generating customized learning paths: AI has the ability to generate customised 
learning paths for students based on their career goals and the job market require-
ments in their field. This can help students stay focused and motivated as they 
work towards their career aspirations.

• Providing personalised feedback: AI can be used to provide personalised feed-
back to students based on their learning progress and the job market requirements 
in their field. This will help students to identify areas where they need to improve 
and focus their efforts on developing the skills and knowledge they need to succeed 
in their careers. 

Overall, the use of AI to create job-specific course content in the education sector 
can help universities prepare students for success in the job market and meet the 
needs of employers. However, it is important for universities to carefully consider 
the ethical implications of using AI in education and ensure that they are transparent 
about their use of the technology. 

One potential risk is that AI could lead to a shift towards standardised, test-based 
learning, rather than a focus on creativity and critical thinking [46]. AI systems may 
prioritize efficiency and the ability to quickly assess and grade large numbers of 
students, leading to a narrow focus on rote learning and memorisation. This could 
discourage students from pursuing higher-level thinking skills and stifle creativity, 
as students may feel pressure to focus solely on achieving good grades rather than 
exploring and engaging with latest ideas and concepts. Standardised testing and rote 
learning may be effective for assessing certain types of knowledge, but they do not 
necessarily promote deep learning or the development of critical thinking skills. 

It is essential to ensure that AI in education is transparent, accountable, and ethi-
cally responsible. This can be achieved through the development of clear guidelines 
and standards for the use of AI in education, as well as the establishment of mecha-
nisms for monitoring and evaluating its impact. It is also essential to involve all stake-
holders, including students, teachers, parents, and policymakers, in the development 
and implementation of AI in education. 

To ensure that AI in education is transparent, accountable, and ethically respon-
sible, there are several steps that can be taken. First, it is important to develop clear 
guidelines and standards for the use of AI in education. These guidelines should 
address issues such as bias, data privacy, and the ethical use of AI. It is also essential 
to establish mechanisms for monitoring and evaluating the impact of AI in education, 
to ensure that it is being used in a way that is consistent with these guidelines and 
standards. Involving all stakeholders in the development and implementation of AI 
in education is also essential and includes students, teachers, parents, and policy-
makers. By engaging these stakeholders, it is possible to ensure that the needs and 
concerns of all parties are considered, and that AI is used in a way that benefits all 
students. It is also important to recognise the limitations of AI in education and to 
ensure that it is used in a way that complements and enhances, rather than replaces, 
the role of human teachers. This can be achieved through the development of clear 
guidelines and standards for the use of AI in education, as well as the establishment 
of mechanisms for monitoring and evaluating its impact. Governance is needed in
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AI because it is a complex and rapidly evolving technology that can have significant 
impacts on society and individuals. Without proper governance, AI could be used 
to perpetuate biases, undermine privacy and security, or make decisions that are not 
in the best interests of society. Governments have a significant role to play in the 
governance of AI. They can set policies and regulations that ensure that AI is used 
in a way that is consistent with their values and laws. They can also provide funding 
and support for research and development of AI governance frameworks. 

There are clear opportunities for AI to greatly increase education quality, job 
market strategy, direction and student fulfilment in matching job skills to education 
achievements. However, the education supply chain is complex and fragmented and 
needs a more joined up methodology. The key question to address is data privacy and 
how AI may raise legitimate concerns regarding how the educational data is collated, 
mixed with personal data and how/where it is used. It is clear the education sector 
is no different in suffering from cyberattacks and data breaches; so, the question is 
how to ensure and improve the current solutions in place. Good intentions of AI 
measuring a student’s longitudinal performance data (intended for teachers to help 
in assessments) could become public or other scenarios of poor performing students 
denied employment [28]. 

Hence, the focus on discussions around self-sovereign identity and the importance 
on mechanisms to protect individuals’ data privacy is gaining momentum. AI is 
clearly a ‘game changer’ to help bridge the skills gap but with some caveats to 
consider regarding data privacy, governance of AI with frameworks and mechanisms 
to monitor AI bias. 

4 Higher Education Cyber Security Maturity Model 
with Blockchain 

Essentially, devising a blockchain framework to suit the education supply chain 
revolves around the environment and what the data interchange requirements are and 
other parameters that may go beyond just security aspects. This is why a combination 
of methodologies is needed. 

In this section, a theoretical framework is presented where blockchain is supported 
with a Cyber Security Maturity Model (CSMM) that is the underlying structure 
supporting all education organisations that would sign up to the requirements of such 
a supply chain framework. The framework allows mechanisms such as blockchain/ 
SSI to be more securely supported and further information governance procedures 
will be applied to give direction that is specific to the education supply chain and can 
be documented under the Statement of Applicability (SoA), explained later in this 
chapter. Within the supply chain the SoA mandatory controls needs be respected, 
followed and audited and also selecting those optional controls that enhance the 
model more directly and to their environment. What should also be considered is to 
ensure the continual review and amendment of the framework, as the supply chain
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evolves, using a methodology to monitor the SoA and organisations through perhaps 
models of Capability Maturity Model Integration (CMMi), Information Technology 
Information Library (ITiL), and other such type methodologies. 

4.1 Cyber Security Maturity Model (CSMM) Framework 

Taking a deeper dive in CSMM, is the following explanation of its use case applied 
to the education supply chain. According to [6], the cyber security model can be 
categorised in 5 distinct levels (see Fig. 5). 

Chapman [6] employed the following 8 key characteristics to distinguish between 
the 5 levels of maturity:

(1) Senior Management Attitude 
(2) Project personnel attitude to risk management 
(3) Policy, plans and processes 
(4) Terminology 
(5) Risk appetite 
(6) Engagement with the supply chain

Fig. 5 Cyber security maturity model levels (Adopted from Chapman [6]) 
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(7) Risk management integration and 
(8) Meeting attendance. 

The details are provided in Table 1.

4.1.1 End-to-End Education Framework Combined with CSMM 

In Fig. 6, a framework is suggested for the end-to-end education supply chain using 
blockchain and SSI as the underpinning mechanism to control the transparency, 
tracking and audit trail. The model will help position typical current areas of concern 
and how this framework may help position and protect these points of the chain of 
custody where problems are encountered, and numbered points explained in Table 
1.

The underlying framework that all organisations sign up to and agree to its require-
ments is the Cyber Security Maturity Model (CSMM) that ensures compliance, dili-
gence and process is adhered to. The end-to-end supply chain can then be secured 
with blockchain and its attributes, complimented by a methodology that will monitor, 
audit and check compliance through CMMi or a similar type of industry standard. 
This framework fits in with earlier explained end-to-end verification models under-
taken in Ireland and similar Euro models but goes further than just a means of veri-
fication. It applies a framework that encompasses that cyber risk identification, how 
to plan and facilitate policies to match and incorporate it across the supply chain; 
then the approach top-down to tackle risk treatment and of course the especially 
important continuous cycle of improvement. Tied into this is the monitoring and 
ongoing training that each organisation in the supply chain should be undertaking 
to compliment the complete process and ensure to limit its identified risks. Interest-
ingly, although this proposed framework focuses on the education industry it could 
also be applied to practically any industry where there are many moving parts in the 
supply chain, where it could be subject to forms of fraud or similar and where ethics 
are misaligned or danger to end users. 

4.2 Cyber Risk Standards 

A key part of understanding the Cyber Security risks and issues facing supply chains 
in the industry 4.0 context, involves reflecting on the 7 standards. Table 2 explains 
these.

According to Radanlieve et al., findings for the cyber risks standards reviewed in 
Table 3 can be summarized as follows:

• The FAIR (Factor Analysis of Information Risk) promotes a quantitative, risk 
based, acceptable level of loss exposure. In practice, FAIR represents a frame-
work for understanding, measuring and analysing information risk in financial 
terms. The FAIR model is complementary to existing risk frameworks and applies
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Fig. 6 Education CSMM/blockchain framework to manage the supply chain through whole 
education lifecycle

knowledge from existing quantitative models, such as RiskLens, and Cyber VaR 
[12].

• The CMMI (Capability Maturity Model Integrated) integrates five levels of 
the original Capability Maturity Model (CMM) [45]. However, this model does 
not provide guidance on disaster and recovery planning [7].

• CVSS (Common Vulnerability Scoring System) provides ‘Modified Base 
Metrics’ for assigning metric values to real vulnerabilities. The ‘Modified Base 
Metrics’ represent a severity group (low, medium, high, critical), associated with 
a mathematical approximation of metric combinations ranked in order of severity. 
CVSS works on assembling standards, guidelines, and practices that are working 
effectively in industry. However, like CMMI, CVSS also does not discuss disaster 
and recovery planning [9].

• The ISO (International Organisation for Standardisation) promotes a standard 
for disaster recovery. The ISO 27032 is a framework for collaboration that provides 
specific recommendations for cyber security. ISO 27001 sets requirements for 
organisations to establish an Information Security Management System (ISMS). 
ISO 27031 provides recommendations for disaster recovery [19].

• NIST (National Institute of Standards and Technology’s Cyber Security 
Framework) organises cyber security activities in five categories: Identify, 
Protect, Detect, Respond, and Recover. The recovery category differentiates this 
framework from all other frameworks [33]. The NIST framework recognises the
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Table 3 Example of statement of applicability (SoA) 

A.5 Information securities policies 

A.5.1 Management direction for information security 

Control Description Adopted Justification Owner 

A.5.1.1 Policies for 
Information 
Security 

Y Mission critical to the Company Information 
Security Officer 

A.5.1.2 Review of the 
Policies for 
Information 
Security 

Y Regular review is an objective as the 
SoA is dynamic document. It has 
senior management backing and 
approval from CEO 

Information 
Security Officer 

A.8 Asset management 

A.8.1 Responsibility of assets 

Control Description Adopted Justification Owner 

A.8.1.1 Inventory of assets Y Inventory of assets are 
to be maintained and 
held secure. Transfer 
from 3rd party must be 
by secure FTP only 

IT Director 

A.8.1.2 Ownership of assets Y Clear ownership is 
identified 

Data Content Manager 

A.8.1.3 Acceptable use of assets Y Must be within the 
scope of contracts and 
legal as to the use 

Data Content Manager 

A.8.1.4 Return of assets Y Upon any client 
termination of contract, 
all content assets shall 
be loaded onto secure 
FTP and time advised to 
client before complete 
deletion 

IT Director 

A.10 Cryptography 

A.10.1 Cryptographic controls 

Control Description Adopted Justification Owner 

A.10.1.1 Policy on the use 
of cryptographic 
controls 

Y Cryptographic controls are in place 
with military grade DRM protection 

Information 
Security 
Officer 

A.10.1.2 Key management Y AES 256-bit encryption in place 
protecting all assets and content and 
continually reviewed 

Information 
Security 
Officer

(continued)
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Table 3 (continued)

A.13 Communications security

A.13.2 Information transfer

Control Description Adopted Justification Owner

A.13.2.1 Information 
transfer policies 
and procedures 

Y Transfer of information is done securely as 
per IT Policy terms 

CTO 

A.13.2.2 Agreements on 
information 
transfer 

Y • Content assets must be transferred via 
secure FTP

• Agreements with external hosting 
providers must be audited and assurances 
given from the 3rd party on data cloud 
security 

IT 
Director 

A.13.2.3 Electronic 
messaging 

Y Protected by normal use cases IT 
Director 

A.13.2.4 Confidentiality or 
non-disclosure 
agreements 

Y NDA’s are in place Legal 
Dept. and 
Regional 
Heads 

A.14 System acquisition, development and maintenance 

A.14.1. Security requirements of information systems 

Control Description Adopted Justification Owner 

A.14.1.1 Information 
security 
requirements 
analysis and 
specification 

Y New applications or enhancements 
must go through approval checks and 
signed off by IT Director 

IT Director 

A.14.1.2 Securing 
application 
services on 
public 
networks 

Y Fraud is covered by IT Policy.  This  
control applies to applications are 
subject to unauthorized disclosure. 
Mainly the CRM system (Salesforce 
can only have authorized large data 
extractions 

IT Director 

A.14.1.3 Protecting 
application 
services 
transactions 

Y Handled within the IT Policy to 
safeguard transmission issues where 
software tools are used to alert and 
detect 

Network 
Operations 
Centre Mgr 

Not specified to any exact requirements and only as guidance example

importance of recovery planning and suggest the development, implementation 
and maintenance of plans for timely recovering and restoring any capabilities or 
services that were impaired by a cyberattack. NIST is the most advanced frame-
work in terms of disaster and recovery planning, and it provides recommendations 
on recovery planning, improvements and communications [33].

• The OCTAVE (Operationally Critical Threat, Asset, and Vulnerability Eval-
uation) developed a standardised questionnaire to investigate and categorise
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recovery impact areas. This is a qualitative method for measuring cyber risk 
through workshops. The OCTAVE method recommends three levels of recovery 
(low, medium, high), but fails to provide a quantification method for calculating 
the required level of recovery. Hence, one way to regard OCTAVE is as a guide 
for researchers measuring cyber risks [5].

• TARA (Threat Assessment and Remediation Analysis) is a qualitative analyt-
ical model that applies threat matrix and standardised template to record system 
threats. TARA promotes and somewhat facilitates the identification of appropriate 
recovery options, but fails to quantify the impact of cyber risks, which is crucial 
for deciding on appropriate recovery planning [47]. 

4.3 Statement of Applicability (SoA) 

The Statement of Applicability (SoA) is an important basis for the treatment of the 
risks and direction of the Controls to deploy and covers the 10 clauses in ISO/IEC 
27001:2013 [3]. It provides clear guidance on how to manage the risks and vulner-
abilities and forms a basis of the monitoring and auditing process. A particularly 
important benchmark that all organisations in the supply chain can follow and adopt. 
It also means any new parties wanting to join the supply chain would need to have 
some level of understanding of these practises plus be willing to undergo constant 
monitoring and evaluation of a cycle of continuous improvement. 

Table 3 is an example snapshot of a few identified important Controls as example 
as per BS ISO/IEC 27001:2013 [3]: Annex A 27001 controls. 

The SoA will also allow flexibility to select optional controls that would benefit 
organisations within the supply chain that want to adapt more specific items to 
monitor. 

4.4 Governance of the CSMM Supply Chain Framework 

A strong Information Governance (IG) policy would be set in place for the supply 
chain that had a clear purpose and scope as to what the policy should cover and 
defined roles and responsibilities. The Information Security Management System 
(ISMS) sets in place the policies and procedures to secure sensitive data and ensure 
risks are minimised. Included within the SoA, part of ISO 27001 procedures can be a 
number of controls that manage risk areas. Likely there needs to be many simulations 
and pilots that could be run over a number of supply chains and accumulate enough 
understanding to know optimal configurations. 

Identifying risks will be key and one of the biggest dangers of Internet of Things 
(IoT) and Enterprise Internet of Things (eIoT) is that these devices are often poorly 
secured, making them easy targets for hackers. In many cases, the data collected 
by IoT devices is sensitive, such as location, health information or financial data.
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Potentially, with data falling into the wrong hands, it could be used to commit fraud, 
identity theft or other crimes. 

With the increase of sensors, IoT devices and AI software across the education 
supply chain means a lot more structure and conformity are needed to ensure not 
just an end-to-end verification model as used by some examples described, but the 
method and framework to manage those that participate in the supply chain and new 
entrants understanding what they are signing up to. What is probably the most impor-
tant consideration in the end-to-end supply chain will be the individual and safety of 
their personal data. If the student is taken as an example, they touch point across many 
parts of the supply chain from the basics of student personal identifiable information 
(so typically sensitive information such as name, address, date of birth, certifica-
tions, personalised learning, etc.) to eLearning systems, IoT sensors for tracking, 
entry and permissions, academic progress/qualifications, and so on. Tools and mech-
anisms such as blockchain/digital identities all enhance the capability to offer better 
security, tracking, audit and transparency. In combination with the student having a 
decentralised digital identity (DID) makes the model far more secure in terms of who 
is accessing sensitive information (is in allow or revoke permission) and mitigating 
any potential data loss, in the event of a data breach or cyberattack. 

There is a definite synergy and link between blockchain and IoT devices/sensors 
towards helping to increase the efficiency, transparency and reduce the negative 
effects that criminality brings. The devices can behave autonomously and be attached 
to the network and collect data and coordinate data based on their location, identity, 
behaviour, etc. Other IoT sensors collect extrinsic data based on their behavioural 
and environmental surroundings. It is understandable, how IoT is harmonious to 
blockchain since these sensors and devices do exactly what blockchain wants to 
enforce in its benefits of immutability, non-tampering, transparency, etc. There is 
also the question of how artificial intelligence (AI) can also bring enhancements 
and benefits to blockchain operations. AI is being explored with operating with 
algorithms that can operate with data while it is in an encrypted state. Working in an 
encrypted state is always more secure than unencrypted. 

Or perhaps AI data simulations on supply chain attacks and vulnerabilities or 
further explore data mining supply chain interactions. 

5 Conclusions 

Education has evolved significantly over the years as the supply chain became more 
complex with the fast changing landscape of market requirements, globalisation and 
technological advancements. At any point, tampering, misuse, malpractice, crimi-
nality and multitude of other negative factors, can all impact on education organi-
sations and users who are trying to behave in a legitimate way and have unfettered 
access to the education ecosystem. The severity can depend on what and where the 
supply chain is impacted, all the way to damaging individuals, as we have seen in 
Higher Education supply chains and the numerous cyberattacks that have taken place
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over recent years. Blockchain can heavily influence how a supply chain community 
can behave and adhere to the conditions that all legitimate businesses require. Further-
more, blockchain/SSI and AI are complimentary to each other as AI can analyse data 
and make predications to help blockchain be more efficient and secure, operating in 
encrypted mode. As well as producing immense calculations on performance and 
better ways to enhance the model. However, AI needs its own governance framework 
to check on bias, corruption and other factors mentioned. 

Lastly, the combination of a Cyber Security Maturity Model and blockchain/SSI 
gives an alternative method that various industries using supply chain can review to 
optimise a solution that minimises the criminality risk and dangers of individuals’ 
data being stolen. It ensures all are agreed to the CSMM requirements, when approved 
to be part of the supply chain, and all are working towards efficiency, safety and 
reducing the risk of harm to end users. The framework can be applied in a comparable 
way, as shown in this education case study and model, to other industries with a 
complex chain of custody. 
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Fighting the Tide—GPT 
and an Alarming Sense of Déjà Vu 

Andy Phippen and Emma Bond 

Abstract The emergence of Large Language Models such as GPT3 have caused 
ripples through academia around the impact of such tools on plagiarism and student 
assessment. There are claims that these tools will make the traditional assessment 
approaches obsolete and there has been something of a moral panic across the sector, 
with some universities already threatening students with academic misconduct hear-
ings should they use these tools. However, we can see if we consider historical 
literature, that the same concerns were levelled at the widespread advent of search 
engines and, even further into history, electronic calculators. Rather than panic or try 
to ban the inevitable, we propose the approaches will have to adapt, but this is not 
the end of assessment as some have proposed. 

Keywords GPT · Artificial intelligence ·Moral panic · Assessment · Technology 
adoption 

1 Introduction 

You are subject to me, as the land on which I am sitting is mine, and no one has resisted 
my overlordship with impunity. I command you, therefore, not to rise on to my land, nor to 
presume to wet the clothing or limbs of your master. 

Let all men know how empty and worthless is the power of kings, for there is none worthy 
of the name, but He whom heaven, earth, and sea obey by eternal laws. [1] 

This famous quotation, documented supposedly over a century from the death of 
the individual purported to have spoken it, in Historia Anglorum—the History of
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the English People—relates to King Cnut (colloquially King Canute)—a tale that is 
well known in contemporary folklore and whose evolution of the tale suggests an 
English king who believed himself so powerful he could command the tides not to 
rise. The reality in the original source (with the second paragraph amended to the 
often quoted first) is a little different and suggests the King was showing his subject 
that no monarch is powerful enough to challenge natural law other than God himself. 

Regardless, due to the communication and retelling of the story over the centuries, 
with embellishment and adornment with folklore, King Canute is now synonymous 
with the arrogance of man in wishing to control that which is impossible to command. 

Perhaps this in, in itself, a useful tale in itself for authors to check original sources, 
rather than expressing colloquial wisdom as fact. But nevertheless, a worthy introduc-
tion to an exploration of the impact of Large Language Models and Natural Language 
Processing [2]. software, specifically the rising moral panic around Generative Pre-
trained Transformer software (GPT) [3] and its use by students in producing articles, 
essays and report, as well as more subject specific issues such as code generation for 
computer science students. 

More generally, the concerns arising at the current time in higher education centre 
on the use of these types of software in plagiarism among the student body (and also 
the wider academic corpus). The focus in context of this software is the widely 
available GPT-3, the third iteration of the GPT approach, and the one that has gained 
the most widespread adoption. However, we are also mindful that, at the time of 
writing (March 2023), GPT-4, an even more powerful and tested version of the tool 
has become available, predicting even greater use in generating text and other forms 
of content. And we are equally mindful that there are other tools emerging (such 
as Google’s Bard1 ) and other platforms that existed prior to GPT which adopted a 
similar, less powerful, approach to content generation that have their roots in Natural 
Language Processing and Deep Learning (ibid.). 

In this chapter, which is not by any means intended to provide a detailed explo-
ration of the GPT-3 software tool, but instead a reflection upon how it has become 
the latest moral panic in the context of alleged academic misconduct and plagiarism, 
and if some of the rhetoric from the media was to be believed (see below), a platform 
the challenges the academy in the emergence of sinister technology that will shake 
the very foundations of academic integrity and change the very fabric of the student 
learning experience. 

We explore the impact of GPT-3 current thinking in higher education both as 
academics who has explored disruptive technology throughout our academic careers 
(both of which began in the late 1990s), and as participants in the current higher 
education responses to the emergence of these tools. In our roles as senior academics 
within our institutions, we have seen a great deal of debate around the emergence 
of GPT-3 and have witnessed policy responses and questions from colleagues in 
other institutions. We remain active participants in the higher education sector and 
draw upon this experience with some of the observations we make. We also draw 
heavily upon previous academic debates around disruptive technologies and their

1 https://bard.google.com/. 

https://bard.google.com/
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impact upon the academy and suggest that the current panic around GPT has failed 
to learn from history and adapt academic practice because of the emergence of new 
technology. 

In the opening discussions in this article, we have referred already to the “moral 
panic” around the emergence of these software tools. While this language might 
be provocative, we will, in a later section argue that these current sectoral response 
to the emergence of these tools fits exactly into [4] seminal work ethnographically 
exploring the concept of the moral panic, how they emerge, and how they subside. By 
way of evidence of these panics, there is already a growing body of literature which 
specifically aligns the use of the tools with cheating [5, 6] and plagiarism [7, 8]. 

This is something we will explore in far more detail below. However, prior to 
exploring these issues, it is worthwhile to reflect upon the operation of GPT-3 as a 
tool. 

1.1 A Brief Review of GPT-3 

As we have stated above, it is not the intention of this article to be a technical 
exploration of GPT-3. There are other articles that do an excellent job of this (see for 
example, [9, 10]). Furthermore, there is a growing body of literature that considers the 
application of GPT-3 to specific text processing tasks, such as generating academic 
articles [11], and fictional stories [12]. It has been noted that the platform has poten-
tial to remove some of the early information collection and structuring tasks in the 
production of copy [13] and there are already a number of articles that raise concerns 
around deception [14] and its potential to be used to propagate misinformation [9]. 
Put simply, since its widespread availability, it has attracted the attention of a lot of 
academic communities. 

Nevertheless, while we do not wish to present the reader with a review of reviews 
of the performance of GPT3, it is useful to understand its performance and its limi-
tations, to be in a better to place to understand its potential impact upon the student 
body. Perhaps a useful starting place for this, given the nature of this article, is to allow 
ChatGPT (a chatbot interface that allows users to interact with the GPT-3 platform 
via a simple chat interface, such that the user can ask a question and the response 
appears via a simple browser/app interface presenting results as a conversational 
response) to explain what GPT-3 is. We simply asked it “What is GPT-3”: 

GPT-3 (Generative Pre-trained Transformer 3) is a state-of-the-art language model developed 
by OpenAI. It is the largest and most powerful language model to date, with 175 billion 
parameters. GPT-3 is based on the Transformer architecture and is trained on a massive 
amount of data using unsupervised learning. 

GPT-3 is capable of performing a wide range of natural language processing tasks, including 
language translation, language generation, question answering, and text summarization. It 
can also be fine-tuned on specific tasks with supervised learning. 

GPT-3 has received a lot of attention in the AI community for its impressive performance 
on various natural language tasks and its ability to generate coherent and human-like text.
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Even with this simple answer, we are immediately faced with a few challenges should 
a student use this as an authoritative answer in, for example, an essay on GPT-3. 
Firstly, there are no sources—the response makes claims that are not supported with 
sources and do not allow the reader to seek other information for clarification. The 
jargon is somewhat technical in nature and does not elaborate on what a “parameter” 
is, the nature of the “massive amount of data” or what unsupervised learning might 
be. Admittedly, we might pursue these answers by following up the chat response 
with other questions (for example, “What is unsupervised learning?”). While we 
will not replicate the answers to these follow up questions within this article, we can 
assure the reader that these responses were equally devoid of referencing, and further 
steeped in technical jargon. 

Perhaps most telling, in understanding the potential of this platform and its impact 
upon academic processes, is if you ask ChatGPT about the successor to GPT-3, the 
previously mentioned GPT-4. When asked about this, we obtained the following 
response: 

As of my knowledge cutoff date of September 2021, GPT-4 does not exist yet. However, 
it is expected to be the successor to GPT-3, a language processing model developed by 
OpenAI. GPT-3 has made significant advances in natural language processing, generating 
human-like text in a variety of tasks, such as language translation, question-answering, and 
content creation. 

GPT-4 is anticipated to be even more advanced than its predecessor, with potentially billions 
of parameters, allowing it to perform even more complex language tasks. However, as of 
now, there is no official announcement regarding the release or development of GPT-4. 

What is certainly clear from this response is that the platform is only as informed as 
the data available to it. While there have been some concerns that this magical back 
box will be able to answer any question and replace the need for research, inquiry 
and the chasing of sources to support arguments in an academic text, even with this 
small and trivial experiment of its functionality, it is clear that while there are some 
impressive elements, such as the nature of the discourse presented and the speed of 
retrieval of factual information, as an academic scribe, it can easily be found lacking. 
Far better, it would seem, to take a definition from a peer review academic article 
written by a human which presents similar information in a more rigorous, accurately 
sourced manner [9]: 

GPT-3 (Generative Pre-trained Transformer) is a third-generation, autoregressive language 
model that uses deep learning to produce human-like text. Or to put it more simply, it is a 
computational system designed to generate sequences of words, code or other data, starting 
from a source input, called the prompt. It is used, for example, in machine translation to 
predict word sequences statistically. The language model is trained on an unlabelled dataset 
that is made up of texts, such as Wikipedia and many other sites, primarily in English, but 
also in other languages. These statistical models need to be trained with large amounts of 
data to produce relevant results. The first iteration of GPT in 2018 used 110 million learning 
parameters (i.e., the values that a neural network tries to optimize during training). A year 
later, GPT-2 used 1.5 billion of them. Today, GPT-3 uses 175 billion parameters. It is trained 
on Microsoft’s Azure’s AI supercomputer [15]. It is a very expensive training, estimated 
to have costed $ 12 million [16]. This computational approach works for a wide range of 
use cases, including summarization, translation, grammar correction, question answering, 
chatbots, composing emails, and much more.
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While we can see similarities with this quotation and that generated from the platform 
itself, the above quote is written with supporting evidence, and elaborates on the 
points it is making, giving the reader far greater understanding on the nature of 
the platform, its source data, and its operation. Highlighting, perhaps, that these 
models still have some way to go in order to produce convincing academic writing. 
Nevertheless, it is worth noting that the generate text does at least provide a place 
to start, should one wish to write a more detailed article about the technical nature 
of the platform, reiterating the points made by [13] about its usefulness as a tool to 
reduce some of the repetitive and early stage tasks in the production of articles. 

By further exploring the nature of the platform, we also took the liberty of asking 
ChatGPT about ourselves. Firstly, for Prof Phippen: 

Professor Andy Phippen is a well-known academic in the field of digital rights, particularly 
in relation to online privacy, cybersecurity, and child protection. He is currently a Professor 
of Digital Rights at Bournemouth University in the UK, where he also leads the Digital 
Society Research Theme. 

Prof. Phippen has published numerous academic articles, book chapters, and reports on 
digital rights, and has contributed to various policy debates and consultations on topics 
such as online safety, data protection, and internet regulation. He has also provided expert 
commentary on these issues to the media, including BBC News, The Guardian, and The 
Independent. 

In addition to his academic work, Prof. Phippen has been involved in various initiatives to 
promote digital literacy and online safety for young people, including the UK Safer Internet 
Centre and the European Commission’s Better Internet for Kids project. 

Most of the information presented by ChatGPT here is accurate. This should come as 
no surprise—the majority seems to be taken from a biography frequently circulated 
(for example for conference or seminar participation) that undoubtedly exists online 
in many places. However, there are also some elements in this short description 
that are not accurate. For example, Prof Phippen does not lead the Digital Society 
Research Theme at his University, and, to his knowledge, has not been involved 
in the European Commission’s Better Internet for Kids project. However, given the 
small community around online safety across Europe, one can see how this inference 
might have been made, given stakeholder with whom I have worked. Nevertheless, 
the Digital Society Research Theme is entirely false, a completely incorrect inference 
by the platform. 

However, for Prof Bond, the response is far less accurate: 

Professor Emma Bond is a well-known academic in the field of education. She is currently 
the Head of Research in the School of Education at the University of Winchester, UK. Her 
research interests include online learning, digital technologies, and teacher education. She 
has published numerous articles and book chapters on these topics and has presented her 
work at conferences around the world. In addition to her research, Professor Bond is also 
involved in teaching and supervising doctoral students. 

The platform is incorrect about institution, research field and while there are hints that 
link to their actual discipline and the nature of their work, this is certainly extremely 
imprecise and also quite generic in nature, using language that could be applied to 
any profile of a senior and well established academic.
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2 Don’t Understand This, Lets Ban It! 

The above exploration and review go some way to considering the potential for this 
particular technical innovation and its impact upon academic, but also very quickly 
highlights the flaws in its approach. A little knowledge, it would seem, is very useful 
in understanding the nature of an innovation and perhaps calming knee jerk reactions 
to its emergence into a particular field (in this a case academia) and society in general. 

Which does beg the question why institutions are so key to prevent the use of this 
tool by students. Certainly, from the small experiments conducted above, we have 
quickly shown this is not a perfect or convincing solution, it is, at best, a starting point 
for the development of a discussion or an argument. However, should an individual 
not have tested the platform themselves, but instead reacted to reactions from others 
in the sector, we can see how this panic around the emergence of this technology has 
gathered pace. While the academic literature around the technology grows at a rapid 
rate (and will undoubtedly be absorbed into the training data of subsequent, larger, 
implementations of the GPT model) we can also see mass media keen to be seen to 
be engaging in the debates around the tool and, as is typical with mass media, trying 
to produce an attention grabbing headline that will lead to click throughs and article 
views. A brief, simple sample of recent headlines include:

• ChatGPT and AI writers: a threat to student agency and free will?2 

• Universities warn against using ChatGPT for assignments.3 

• Top French university bans use of ChatGPT to prevent plagiarism.4 

• Cheating after ChatGPT – will AI destroy academic integrity?5 

• AI breakthrough ChatGPT raises alarm over student cheating.6 

• Cheating by students using ChatGPT is already on the rise, surveys suggest.7 

All of above headlines have been taken from the last six months, and clearly show 
a groundswell of concern around the use of this new, disruptive technology. And 
also, undoubtedly contribute to concerns in the sector around the use of the tool for 
plagiarism and cheating by students. 

We have, through this article, hinted at the response to GPT-3 having the hallmarks 
of a moral panic, rather than a measured response to an emerging technology that

2 https://www.timeshighereducation.com/campus/chatgpt-and-ai-writers-threat-student-agency-
and-free-will [Accessed March 2023].
3 https://www.bbc.co.uk/news/uk-england-bristol-64785020 [Accessed March 2023].
4 https://www.reuters.com/technology/top-french-university-bans-use-chatgpt-prevent-plagia 
rism-2023-01-27/ [Accessed March 2023].
5 https://capx.co/cheating-after-chatgpt-will-ai-destroy-academic-integrity/ [Accessed March 
2023].
6 https://www.ft.com/content/2e97b7ce-8223-431e-a61d-1e462b6893c3 [Accessed March 2023].
7 https://uk.finance.yahoo.com/news/cheating-students-using-chatgpt-already-104950384.html? 
guccounter=1&guce_referrer=aHR0cHM6Ly93d3cuZ29vZ2xlLmNvbS8&guce_referrer_sig= 
AQAAAK-QvrZuDc8skrFVETP91aBMn5pU75OuqLSRnZjg1qnUmkgTUP0fJ3fa-7sC6V-ado 
yWIY4fDXjED9CbAVTelTRKVS6V418wwwPbf2PwcqktrlWM54jV1pKXlMb9pUNCdN5kY_ 
HL1o5atQAS1tNCfNfeKSOCxvfyp9sbBuhcAbxs [Accessed March 2023]. 

https://www.timeshighereducation.com/campus/chatgpt-and-ai-writers-threat-student-agency-and-free-will
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https://www.reuters.com/technology/top-french-university-bans-use-chatgpt-prevent-plagiarism-2023-01-27/
https://capx.co/cheating-after-chatgpt-will-ai-destroy-academic-integrity/
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https://uk.finance.yahoo.com/news/cheating-students-using-chatgpt-already-104950384.html?guccounter=1&amp;guce_referrer=aHR0cHM6Ly93d3cuZ29vZ2xlLmNvbS8&amp;guce_referrer_sig=AQAAAK-QvrZuDc8skrFVETP91aBMn5pU75OuqLSRnZjg1qnUmkgTUP0fJ3fa-7sC6V-adoyWIY4fDXjED9CbAVTelTRKVS6V418wwwPbf2PwcqktrlWM54jV1pKXlMb9pUNCdN5kY_HL1o5atQAS1tNCfNfeKSOCxvfyp9sbBuhcAbxs
https://uk.finance.yahoo.com/news/cheating-students-using-chatgpt-already-104950384.html?guccounter=1&amp;guce_referrer=aHR0cHM6Ly93d3cuZ29vZ2xlLmNvbS8&amp;guce_referrer_sig=AQAAAK-QvrZuDc8skrFVETP91aBMn5pU75OuqLSRnZjg1qnUmkgTUP0fJ3fa-7sC6V-adoyWIY4fDXjED9CbAVTelTRKVS6V418wwwPbf2PwcqktrlWM54jV1pKXlMb9pUNCdN5kY_HL1o5atQAS1tNCfNfeKSOCxvfyp9sbBuhcAbxs
https://uk.finance.yahoo.com/news/cheating-students-using-chatgpt-already-104950384.html?guccounter=1&amp;guce_referrer=aHR0cHM6Ly93d3cuZ29vZ2xlLmNvbS8&amp;guce_referrer_sig=AQAAAK-QvrZuDc8skrFVETP91aBMn5pU75OuqLSRnZjg1qnUmkgTUP0fJ3fa-7sC6V-adoyWIY4fDXjED9CbAVTelTRKVS6V418wwwPbf2PwcqktrlWM54jV1pKXlMb9pUNCdN5kY_HL1o5atQAS1tNCfNfeKSOCxvfyp9sbBuhcAbxs
https://uk.finance.yahoo.com/news/cheating-students-using-chatgpt-already-104950384.html?guccounter=1&amp;guce_referrer=aHR0cHM6Ly93d3cuZ29vZ2xlLmNvbS8&amp;guce_referrer_sig=AQAAAK-QvrZuDc8skrFVETP91aBMn5pU75OuqLSRnZjg1qnUmkgTUP0fJ3fa-7sC6V-adoyWIY4fDXjED9CbAVTelTRKVS6V418wwwPbf2PwcqktrlWM54jV1pKXlMb9pUNCdN5kY_HL1o5atQAS1tNCfNfeKSOCxvfyp9sbBuhcAbxs
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might cause some disruption to the status quo. If we consider this in more detail, an 
effective starting point to this is always Cohen’s work in this area [4]. Cohen defines 
a moral panic as: 

a condition, episode, person or group of persons emerges to become defined as a threat to 
societal values and interests 

And describes, through significant ethnographic field work, the evolving nature and 
stages of a moral panic. 

1. Something or someone is defined as a threat to values or interests—something 
happens that is new, that has to potential to change things or threaten the status 
quo 

2. This threat is depicted in an easily recognisable form by the media—if the 
media pick up on such a concern, and can distil this concern into simple messages 
distributed in mass media 

3. There is a rapid build-up of public concern—as a result of simple interpreta-
tions of the threat, and the mass media communication, it is far more likely that 
concern will grow rapidly, and stakeholders will feel like they need to respond 
to “control” the threat 

4. There is a response from authorities or opinion makers—the “gatekeepers of 
morality” have to respond to the threat and bring in “experts” who propose how 
the threat might be tackled or mitigated, which might result in new policies or 
laws 

5. The panic recedes or results in social changes—it becomes the status quo. The 
fundamental aspects of this is that something emerges that could be viewed as a 
threat to the status quo, and therefore “something” needs to be done about it. 

Unpicking this from the emergence of GPT-3 (and beyond) as a tool that might 
be used for plagiarism and how Cohen’s model might be applied, we can see a clear 
fit if we break it down into the five stages: 

1. GPT-3 is “new” to most within higher education. While it has its roots in the 
established academic disciplines of deep learning and natural language process, 
its scale and accessibility have now exposed the potential for these technologies, 
and it is a threat to the academic norms around assessment, particularly those 
who assess using essays and reports. If we cannot control this, it will significantly 
disrupt the status quo. 

2. Broadly, artificial intelligence attracts the attention of the media, it is steeped 
in science fiction and while the technical understanding of the capabilities of 
artificial intelligence is not well understood, there is a great deal of fear and 
paranoia about “algorithms taking over” that is propagated by the media. This is 
a story the media can sell. 

3. Certainly, there has been a swift build up of concern across the sector, resulting 
in many institutions, fearful of the use of the tools for plagiarising, compounded 
by a media narrative of students cheating and “destroying academic integrity”, 
implement poorly thought about policies of a punitive nature
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4. Which reflects the response of the gatekeepers (academics, academic adminis-
trators)—plagiarism is wrong, and academic integrity is paramount. Therefore, 
the gatekeepers have decided this is a technology that cannot be allowed to be 
adopted, it must be stopped! 

In considering the response from gatekeepers, we are mindful that many institu-
tions are already defining policies that “outlaw” the use of such tools and align their 
use with academic misconduct. While we are privy to a number of these policies, it 
is unfair to single out a specific institution by reproducing their policy here. We will, 
instead, paraphrase the typical rhetoric and threats within:

• Staff are directed to remind students of plagiarism and academic offence policies 
within their institutions.

• Staff are directed to make clear in any assignment brief expectations in the use of 
these tools within the undertaking of the assessment task.

• Unauthorised use of such tools can give students an improper advantage and be 
guilty of plagiarism by not declaring the source of the work (should that source 
be a generative transformer such as GPT-3).

• Students caught using these tools will be subject to academic misconduct 
investigations and could risk a failed module or expulsion.

• They should only ever be used with the express permission of the module leader, 
who will provide clear guidance on permitted parameters for using such tools. 

Within the nature of discourse in these policy statements, we can’t help reflecting 
upon the Canutian mindset of fighting the elements and the march of time. 

And what of stage 5—acceptance or change? We would suggest that we are not 
there yet, however, we are already seeing an emergence of literature, of which this 
article makes a contribution, that is suggesting that, perhaps, that rather than blocking 
the use of this tool, we should understand it and incorporate it into student learning 
and assessment. For example, in Elkins and Chun [14]’s exploration of the potential 
of GPT-3 to pass the Turing test, the often quoted test of a software’s capability to 
behave and converse in a human manner [17], they propose an adoption of these 
tools which evolve digital literacy and practices from “copy and paste” to “prompt 
and collate” [14]. 

3 An Alarming Sense of Deja Vu 

A few words typed into a Web search engine can lead a student to hundreds, sometimes 
thousands, of relevant documents, making it easy to “cut and paste” a few paragraphs from 
here and a few more from there until the student has an entire paper-length collection. Or a 
student can find a research paper published in one of the hundreds of new journals that have 
gone online over the past few years, copy the entire text, turn it into a new document, and 
then offer it up as an original work without having to type anything but a cover page. [18]
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Stories about papers stored in the basements of fraternity houses and available for students 
to plagiarize have circulated among composition teachers for quite some time, but the virtual 
space of the Web and the download and cutting-and-pasting techniques available pose new 
questions related to issues of plagiarism, questions that we, as composition instructors, must 
address to be best equipped to better understand plagiarism, deter students from plagiarism, 
and encourage students to be thoughtful and critical researchers. [19] 

PLAGIARISM, once known as “cut and paste” cheating, has morphed into “select, copy, 
and paste” cheating because of the Internet. Plagiarism continues to plague all disciplines in 
secondary and higher education because of easy online access to source documents. More 
worrisome, studies show that students not only plagiarize regularly but also believe that it is 
okay to do so.  [20] 

The above quotations are presented here as a means to highlight what we mean 
by a sense of déjà vu in the intuitional responses to a previous emergent technology 
that was going to shake the foundation of academia as well know it. Almost twenty 
five years ago, parallel debates to the ones we are having now around tools such as 
GPT-3 were being applied to concerns around the menace of the search engine, with 
its functionality that allowed students to access information easily and copy and paste 
it into essays, rather than the until then traditional approach of accessing articles in 
libraries and spending much of their hard earned grants on photocopies so they could 
take the information home and construct essays and analyses with information only 
readily accessible in printed form. While library systems provided indexes to the 
printed media, such that a student might perform a basic keyword search to locate 
articles germane to their need, it was rare that full text access would be available, so 
a fundamental academic literacy skill for those students (and we were both in this 
cohort) was obtaining information from print literature. 

So, one can imagine the concern and surprise when early search engines, alongside 
an adoption of online methods and word processing, such that it was now far easier 
for a student to copy and paste information in electronic form and present it as their 
own which, in turn, resulted in much literature and academic debate around how we 
might prevent the use of these tools as they were eroding the foundations of academic 
credibility. Resulting in calls for anti-plagiarism policies and articles (for example 
[21–23]) defining technical approaches and methods academic could use to detect 
whether a student had fraudulently been using internet searches to compose their 
essays. 

There were, of course, counter arguments, with some (such as [24]), suggesting 
that the adoption of the search engine should result in universities should rethink 
the concept of plagiarism as a negative just because it disrupts our processes and 
assessment approaches entirely, and that the internet challenges the very concept of 
authorship and the modernist notion of the author as an individual. Or, to phrase it 
another way, perhaps there are alternatives to how we might go about something? 

It might seem, to the younger reader, that the idea a university wished to ban the 
use of search engines is an utterly ridiculous one. Nevertheless, these debates were 
taking place twenty-five years ago and the above quotes are but a tiny snippet of the 
fears of the impact of search engines on academic processes. 

However, it we are to reflect upon Cohen’s stages of a moral panic, we can clearly 
see that we are now well past stage five with search engines. The panic has receded
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and while there have been changes in academic process and how we monitor student 
plagiarism, change has occurred and been integrated into the mainstream. Indeed, 
it would seem ridiculous now for an academic to set an assignment saying that if 
students make use of search engines they will be failed or charged with an academic 
offence. 

Around the same time as search engines became a concern for academia, the 
emergence, facilitated through online means, of essay mills, or contract cheating, 
also raised concerns and a panic in how we might stop their use [25]. Essay mills 
were online services that would provide essays for a student at a cost. Immediately 
responses emerged about how to stop their use, how to detect them in a student’s 
work, and, in some cases incredulity that a student would use such a service in the 
first place [26]. 

Indeed, there have been serious legal analyses to consider whether the use of essay 
mills would be prosecutable under the UK’s Fraud Act 2006 [27] resulting, in this 
particular article, in a: 

call for a new offence to be created in UK law which specifically targets the undesirable 
behaviours of these companies in the UK. 

Which ultimately came to fruition in 2022, when the UK government passed the 
Skills and Post-16 Education Act8 that makes it illegal to provide such services for 
financial gain, and also prohibits the advertising of contract cheating services and 
calls on Internet Service Providers to block access to these services. It is interesting 
to consider whether such legislation will be considered against the use of services 
such as GPT, given the statement in the statute in section 26 of the statue that: 

26 Meaning of “relevant service” and other key expressions 
(1) This section applies for the purposes of this Chapter. 
(2) “Relevant service” means a service of completing all or part of 
an assignment on behalf of a student where the assignment completed 
in that way could not reasonably be considered to have been completed 
personally by the student. 

While one might level this accusation on a student using a GPT service, further 
narrative in the legislation goes on to define contract cheating as being a commercial 
service. Therefore, given the free use of some of the services offered by these plat-
forms, it is unlikely that any use of the legislation would be successful. However, 
it remains to be seen whether it might be attempted, given the current appetite in 
the technology policy landscape (for example, with the much delay Online Safety 
Bill, 20239 ) to place the burden of responsibility to prevent harm or illegal practice 
upon the platform itself. As we have explored in more detail in debates related to 
online harms [28], it seems a typical policy response to any emergent or disruptive 
technology is more like to align with the view “We don’t understand this, lets ban it”, 
rather than “Lets understand it, appreciate its capabilities and limitations, and how 
we might best adopt it into practice”.

8 https://www.legislation.gov.uk/ukpga/2022/21/enacted [Accessed March 2023). 
9 See https://bills.parliament.uk/bills/3137 (Accessed March 2023). 

https://www.legislation.gov.uk/ukpga/2022/21/enacted
https://bills.parliament.uk/bills/3137


Fighting the Tide—GPT and an Alarming Sense of Déjà Vu 47

Again, returning to the fable, if not the accurate interpretation of the quotes 
attributed to King Cnut, the prevailing policy perspective is one where a view the 
technology can be controlled. Far easier, it seems, to try to stop things from being 
used that embark on a journey of developing digital literacies and embracing culture 
change. 

For it seems we are failing to learn from history. While we have already provided 
evidence of moral panic around the use of search engines, now such an integral 
aspect of any student’ digital literacy, there are other examples too from the education 
literature that show how disruptive technology will be rarely welcomed. 

Classroom use of calculators is so new that determination of long-range effects and the 
question of lasting increases of pupil achievement await extensive research. One early study 
[29] with calculators used only to verify answers to whole number operations found no 
improvement in computational skills or attitudes toward mathematics. [30] 

When the electronic calculator became something that is easily accessible in shops, 
there immediately arose debate around whether such tools should play any part in the 
learning of mathematics, and there was much debate about the impact of electronic 
calculators on the arithmetic skills of young people was debate [31–34]. Again, it 
seems somewhat strange in 2023 that a calculator would not be part of the set of 
tools a student might use to perform mathematical problems. However, when they 
first became a mainstream technology, there were many opposed to their use and 
some (such as 34) who argued that using calculators would have a negative impact 
upon the development of critical thinking skills in mathematics and that handwritten 
approaches were more effective. 

While we have, in this section, explored the nature of moral panics around emer-
gent and disruptive educational technologies, we conclude with a simple message— 
you can’t fight progress. We are minded of the observations of the author Adams 
[35], who, in an essay around the impact of technology on society, observed: 

I’ve come up with a set of rules that describe our reactions to technologies: 

1. Anything that is in the world when you’re born is normal and ordinary and is just a natural 
part of the way the world works. 

2. Anything that’s invented between when you’re fifteen and thirty-five is new and exciting 
and revolutionary and you can probably get a career in it. 

3. Anything invented after you’re thirty-five is against the natural order of things 

While Cohen’s stages of moral panic align very closely with the frequent cycles of 
response to emerging technology, we feel this comment also sums things up very 
well—this wasn’t the way we did it, so its not right.
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4 A Post GPT Academia 

So, perhaps we need to look backwards more, before looking forward. We have 
been here before, we have tried to stop the tide, and we have failed. And while the 
mainstream acceptance of search engines and calculators has now occurred, it is not 
still without some challenges along the way. 

Alongside the use of search engines, we now have an environment where “Plagia-
rism detection systems” are implemented by universities to identify when a student 
might be copying and pasting without attribution, which, in some cases, is a useful 
tool to support academics in determining whether something is a student’s own work. 
However, as is typical with any use of technology, it seems, there is now a culture of 
the application of the technology in a punitive manner, with the tools used in a threat-
ening manner to scare students. We have both observed, in our roles as academics in 
our own institutions and external examiners in others, the presentation of the tool as 
some sort of surveillance device, reminiscent of the Docile Bodies theory claimed by 
[36], whereby an individual being told there are being monitored will become docile 
against the threat of discovery of wrongdoing. We have certainly seen some poli-
cies where tools would be used with blunt metrics, such that a score above a certain 
percentage would result in misconduct accusation. Which again would suggest a lack 
of appreciation of the capabilities and function of the innovation by those making 
use of it, rather than its intended use as a supportive tool to help students develop 
their academic writing skills. It would seem that, in a lot cases, we just can’t help 
use technology badly. 

As we have discussed above, surely a better approach is not to assume knowledge 
of emerging technology, but to endeavour to develop a better understanding to the 
tools that are becoming mainstream, in order to make informed choices about how 
they might be used. While academics might use many digital technologies in both 
work and social lives, this does not immediately mean that any new technology 
is immediately understood. The rapid change in the delivery of education from the 
classroom to online during the COVID pandemic resulted in many discussions around 
the literacy of teaching staff tasked, suddenly, with using new technology where it was 
assumed they might simply adapt their pedagogy through an osmosis type knowledge 
development process [37–39]. 

What is clear is that these tools will not go away. While there are certainly concerns 
around the ethics of artificial intelligence and the need for greater regulation, most 
of the debates in this space centre upon the abuse of personal data, bias in data sets 
and the problematic application of techniques to illegal activities (for example see 
[40, 41]). There are few political spotlights being cast on tools that will produce text 
that could be used in fraudulent ways. Far better, it seems, that institutions tackle 
these tools, consider their use and policing, and how they might develop education 
approaches around them rather than hoping they will go away. In the same way that 
search engines were once seen as a threat to academic integrity, we may, in twenty 
years, reflect upon the panic that ensued because of the introduction of these genera-
tive transformers when, once adopted, they became useful tools for academic writing.
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Academia changes and adapts, and tools are adopted, and assessment strategies are 
modified as we progress. 

If it could have been documented would we have seen articles in the fifteenth 
century where scholars expressed their anxieties at the introduction of the printing 
press and how it would erode the oral traditions of academics to impart knowledge 
through speech and debate, rather than the printed word and how widespread access 
to the printed word meant that learning by rote was being eliminated? As somewhat 
facetious example, perhaps, but certainly an illustration that we adapt. 

That is not to say that we should simply accept their use and tell students they 
are free to use them with impunity. We will undoubtedly see the emergence of GPT 
plagiarism detection systems, they are already being discussed in the literature (for 
example [7, 42]), and we are sure they will be offered to universities at a premium. 

It is certainly that these technologies will improve over time, and it would be 
better to be pre-emptive than reactive. We need to teach our students how to use the 
tools wisely and in the correct context, how they can be useful to help develop work, 
but do not provide the answer without their application with a critical mind. And if 
we are going to start to teach something, we also need to find ways of assessing it. 

Clearly, there are opportunities to develop assessments where students are given 
generated text in answer to a question, and tasked with critically evaluating it and 
improving it, to identify the incorrect aspects of the answer and to enhance, and 
underpin with evidence, the information provided. Of course, the reintroduction 
of examination as a predominant form of assessment would significantly reduce 
the impact of these sort of tools on assessment performance. As would the use 
of vivas rather than written submissions in order to test knowledge and under-
standing. However, these are not idea solutions given the resource intensive nature 
of these approaches (particularly were we to viva on individual modules for single 
assessments). 

In some disciplines the tool could become invaluable in the development of inter-
esting approaches to assessment. Given that the tool can be used to generate software 
code, there is potential to expand the understanding of the student away from the 
simple process of writing the code, to understand whether the generated code is fit 
for requirements, and how one might verify its efficacy. And we should not exclude 
the potential power in learning support for those with, for example, dyslexia, and 
overseas students whose English language skills might hold back their potential to 
articulate their ideas and thinking. In these cases, a skeleton article produced by a 
GPT type tool might allow them to better construct their articles and build upon, 
rather than worrying about whether their grammar is correct. 

Fundamentally, the tools will undoubtedly result in change, but great assessment 
diversity might not necessarily be a bad thing. We need to adapt, and trying to 
prevent the advancement of technology will never be successful. Which arrives us 
at a final thought around how we might incorporate these tools into assessment 
practice. If academics have a better understanding of the functioning of these tools, 
their potential and also their limitations, they will be in a better position to be able 
to work with, rather than against, them, rather than seeing them as magic boxes that
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use that artificial intelligence thing the media is always talking about which sounds 
quite scary. 

If we refer back to the excellent description of ChatGPT by [9], we can see how 
having information about the tool is useful in understanding what it is, and is not, 
capable of. They clearly set out that, rather than being magic, above, this is not magic, 
it is a statistical model trained with extremely large amounts of data which it can 
then use to fulfil queries, and, because of its design and processing power, it does so 
in a convincing manner. Nevertheless, it is still a statistical engine that can only ever 
be as good as the data with which it has been trained. 

The well-known computer scientist Grady Booch, posted on twitter in 2020 a 
quote that “GPT-3 has learned the statistics of English”, referring to its struggle to 
produce answers in other languages and therefore still far removed from any form of 
general intelligence. It has learned a great deal about its training data, and it produced 
conversational English very well. But it has no way of understanding what it is doing, 
it is merely following instructions to draw data in a manner most suited to address 
the query it has been asked to answer. It is not magic—it is a tool. And the better 
we understand its function, the more effectively we can use it in the development of 
teaching, learning, and assessment. Because it is clear, just like the rising tide, this 
is not something we can prevent. We should work with it, rather than against it. 
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Embedding AI in Higher Education: 
A Call for a Service Design Approach 

Carly Foster 

Abstract This chapter discusses the opportunities for service design as a method-
ology for embedding artificial intelligence (AI) and analytics approaches in university 
settings for enhanced inclusivity, accessibility, and student experience. It explores the 
literature on service design for improving inclusivity, health, and wellbeing, as well 
as the application of service design for AI and analytics projects in university settings. 
Additionally, the paper reviews the literature on AI for improved student support at 
scale and discusses the potential benefits of combining service design with AI in 
university settings. The authors suggest that a co-creative service design approach 
could have multiple benefits, including identifying problems and designing solutions 
to improve the student experience. Ultimately, the authors argue that utilising service 
design in AI implementations could improve student outcomes in university settings. 

Keywords Artificial intelligence · Service design · Student experience · Student 
support 

1 Introduction 

Recently published data shows that the rate of students declaring health issues such 
as disabilities, specific learning differences and mental health illnesses are on the 
rise [23]. Equity rather than equality within a ‘whole university’ framework [48, 49] 
is now a key focus of policy for student health in higher education. More specifically 
there is a drive towards student-centricity both in the classroom and wider campus
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services [9] however, with the average UK university recording over 18,000 enrol-
ments in 2021/2,1 a personalised approach is difficult to achieve in practice. Conse-
quentially, there is increased research investigation into the potential for advanced 
digital technologies such as artificial intelligence (AI) and analytics to enable flexible 
and personalised learning and support experiences by mining and processing data 
at scale (see [57], for a systematic review of research on AI applications in higher 
education). 

Such trends evidence that the lived experiences of UK students are increas-
ingly diverse and emphasise the importance of understanding students’ needs to 
consciously design accessibility into all aspects of university encounters. The rela-
tionship between service experience and wellbeing is critical [2] and when organ-
isations fail to design their services for users this leads to ‘service exclusion’ 
[11]. 

Given evidence of the challenges faced by UK students, service exclusion is a 
risk to the student experience that universities must work innovatively to mitigate. 
Pressure to evidence improved student outcomes for all demographics and student 
groups continues, underpinned by a transparent yet firm metrification of the student 
journey. Those who ‘measure’ university performance such as the regulatory bodies 
or the compilers of league tables all include a variety of metrics such as student 
satisfaction, retention, completion, good honours and employability. Student satis-
faction often commands a higher weighting (e.g. see the methodologies for the recent 
Complete University Guide, Guardian University Guide and Times Good University 
Guide) and whilst the potential for service design is argued to extend further than 
customer satisfaction [24], a student-orientated approach is a good place to start and 
thus acts as the premise for the application of service design in higher education. 

Service design is a human- centred approach to developing quality end-to-end 
service interactions; in a university setting it has already been deployed in projects 
looking to enhance the student experience [3, 16]. Specifically, the approach looks 
to augment and improve the transactions between ‘the service encounter triad’ [6] 
which comprises of: 

(i) the service organisation (here, the university or education provider) 
(ii) the customer (whilst universities have many customers, here the focus of the 

current chapter is on student) and 
(iii) the contact personnel. 

In a university setting the ‘contact personnel’ represents a student-facing member 
of staff, whether that is a faculty academic, a technician or professional services 
employee. However this may also represent the algorithms which underpin the 
increasingly digitised and automated services with which students interact. This 
has been described as ‘a new type of stakeholder i.e. a service provider on its own 
acting to some extent independently’ [16], 1071.

1 Data from https://www.hesa.ac.uk/data-and-analysis/students/where-study, table ‘HE student 
enrolments by HE provider’, downloaded dataset filtered to providers with ‘university’ in the title 
(n = 148). 

https://www.hesa.ac.uk/data-and-analysis/students/where-study
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This chapter explores the opportunities for utilising a service design approach in 
a university setting with the purpose of assessing its applicability to AI and analytics 
projects seeking to improve student success via more accessible and inclusive support 
journeys. 

2 Digital Tools to Address Student Success Challenges 

Understanding the specific needs of their populations means universities can person-
alise support for all students, thus abandoning the traditional deficit models of higher 
education (‘they’re not cut out for this’) in favour of a growth mindset which sees 
the onus of removing barriers to success placed on the institution. Yet, universities 
are complex organisational structures and their populations are large, diverse and 
heterogenous. Therefore, strategically identifying the barriers to student success is 
not enough; there are then significant operational challenges which require innova-
tive solutions in order to meet students’ needs [29]. Approaches which are ‘one size 
fits all’ are problematic due to scale, complexity and a lack of specificity and in the 
context of designing solutions which promote accessibility, evidence that popula-
tion level approaches are effective is inconclusive [32] (Newton et al. 2016). This is 
further compounded by the fact that navigating university structures to connect with 
an appropriate support resource is something students often find challenging [32] 
with ableism a particular threat to accessibility [52]. 

To address issues of accessibility, many universities have restructured and consol-
idated their services for ease of use (UUK 2015) and an important aspect of this is the 
use of digital tools to better present support options and streamline referral via cross-
team data sharing for personalised triage [32]. Yet, as technology replaces humans 
on the frontline of service, issues emerge of communication quality, privacy and 
the need for some to engage with human presence [42]. Advancements in artificial 
intelligence are proving effective in the acceleration of enhanced student support 
at scale, particularly in the realm of chatbots [33, 56] however a recent systematic 
review found that less than a third were capable of personalized learning or localized 
to the particular university setting [26]. This is crucial given that students themselves 
perceive the level of tailoring to correlate with their perceived benefit of an AI chatbot 
[46] and thus the impacts of interactions between humans and non-humans therefore 
should take account of the wellbeing impact for those involved [36]. Yet, despite AI 
technology rapidly growing in maturity, it’s too easy to suggest that AI alone has 
the answers to delivering accessible services to students at scale. Yet with student 
numbers rising, populations diversifying and the increased focus on ‘proactivity’, AI 
and analytics can at least take on a lot of the “heavy lifting” of repetitive tasks which 
are automatable thus freeing up more time for humans to invest in improving service 
flows and designing for more diverse student needs. 

However, it’s worth mentioning that AI chatbots are not without drawbacks and 
limitations that need to be addressed before they can be fully integrated into higher 
education. Some of these challenges include ensuring the quality and accuracy of the
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chatbot responses, maintaining the privacy and security of the student data, ensuring 
the ethical and responsible use of the chatbot technology as well as evaluating the 
effectiveness and impact of the chatbot interventions on student outcomes [41]. More-
over, AI chatbots need to be designed with user-centric principles that consider the 
needs, preferences and expectations of the students as well as the context and culture 
of the university setting [30, 41]. AI chatbots and Education systems also need to 
be adaptive and responsive to the changing needs and situations of the students as 
well as the evolving trends and developments in higher education [45]. Therefore, 
AI chatbots require constant monitoring, evaluation and improvement to ensure their 
relevance, usefulness and quality in supporting student success. 

As technology develops, it is argued that the ‘next level’ of personalization in 
public services is unlocked: proactivity [40]. Proactive approaches are gaining trac-
tion such as Universal Design for Learning (UDL) [35] which aims to design acces-
sibility for all students and learning analytics,2 which aims to ensure students receive 
personalised support [14]. These examples of holistic approaches to student success 
innovation are part of the overarching theme ‘technology and the student perfor-
mance in higher education’ [5], but are they effective? A systematic review of 34 
learning analytics intervention programmes found that in the majority of cases it 
was effective at improving student outcomes including continuation, attainment and 
engagement [12]. 

Architected attempts to close attainment gaps introduce the idea that student 
success can be designed and those designs, like any service encounter, can have 
‘the same depth and rigor found in goods production’ ([6], 159). The Educational 
Analytics framework [15] covers a range of analytics activities within a university 
setting including learner analytics (where the student engages directly with data), 
learning and academic analytics (where data is mediated by professional or faculty 
staff respectively), institutional analytics (representing improved service allocation 
and evaluation) and finally adaptive analytics which facilitates a customised learning 
environment including materials and support. Such approaches evolved from educa-
tional data mining where the crunching of the data took some time to give way to 
the action-taking and intervention stage as noted by the transition from collection, 
measurement and analysis of data [27] to sensemaking and evidence-based action 
[34, 39]. However, returning to that systematic review, it found that despite this 
evolvement, an inarticulation of causality or any theory of change was pervasive 
throughout the literature therefore the blueprint, crucial to architect service flows to 
meet student need, remains elusive.

2 See Volume 45 Issue 6 of Assessment and Evaluation for a special edition on a variety of critical 
thinking articles related to learning analytics. 
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3 Adopting a Service Design Approach 

Design is evolving; with a focus on human experience it is rendered “a natural tool 
for service innovation” [17]. It is no longer solely product focussed (if ever it was) 
but it is now invisibly located at the heart of innovation in all sectors including those 
which focus on delivering services and experiences such as Higher Education. In HE 
it can be evaluated as the extent to which students are able to effectively navigate 
institutional (i) behaviour, (ii) expertise, (iii) processes, (iv) and systems in order to 
(v) access the core educational offering (see [44] for a diagrammatic representation of 
this process in business). Traditionally service design offers a framework for change 
management and innovation [53], yet its real value proposition relies on the fact that 
consumers care more about the experience of consumption rather than the actual 
core offering. For example, [44] use the example of a hospital and argue that the 
patient ratings are based more on interactions with staff and the environment than 
the medical outcome. Translating this to marketized Higher Education suggests that 
students care more about the ease by which they can extend their deadline rather 
than the content (or outcome) of their assessment. Treating students as customers is 
complex and many in the sector are reluctant to make the conceptual switch [19] due 
to expectations that such an approach will have a detrimental impact on the value of 
education (ibid.). In such circumstances it feels as much that the apprehension exists 
not around the student as a customer but that education is a service. In the current 
context, both binaries are problematic; service design is rooted in our understanding 
of and ability to manipulate human behaviours land that in any context customers 
are people first [6] therefore in Higher Education it should be embraced as a route, 
not only to more accessible learning experience for students, but a richer teaching 
and support environment for staff. 

One of the common methods for initiating projects is problem reframing in which product 
design problems of the past are reframed as service design problems of the present. This 
method is often accompanied by qualitative research. [22] 

Service design has evolved and is now an established approach, though whether it 
is a standalone discipline is contested (contrast, for example, the standpoints of [11] 
with [43]. Nevertheless, there are many examples where it is deployed to achieve 
new ways of thinking and delivering services by using or repurposing traditional, 
interdisciplinary research methods (see Stickdorn, 2018 for a comprehensive list of 
research methods with respect to a service design approach). For example an online 
banking company deployed “human–computer interaction (HCI), usability design 
methods, qualitative research, and ethnographic customer studies as well as more 
traditional focus groups for customer propositions and marketing campaigns” [37], 
16. Similarly, Agent-Oriented Modeling (AOM) was used as part of an Action Design 
Research methodology to visualise how service design thinking may be applied to a 
family benefit public service [40]. Whilst the output of the latter is useful to visualise 
a GOAL model, it lacks the specificity and detail to act as a blueprint for how to 
achieve these goals by design.
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As service design is a methodology to achieve kaizen or ‘continuous improve-
ment’ (see [47]), the gains made through service enhancement may be incremental 
and are part of a strategic investment in the student experience. ‘Blue sky thinking 
approaches’ would suggest that knowing what outcomes you want to achieve from a 
new process can operate outside of collective operational habitus, generating multiple 
possible future versions and overlooking constraints in the current model [54]. But 
understanding what actually needs to change (or be created) in current practice 
to achieve those outcomes involves a forensic consideration of what is happening 
currently and with what effect. As such, and in addition to traditional empirical 
research approaches, bespoke methods are emerging within the service designer 
toolkit [21] which facilitate more forensic enquiry [11] including’ customer scripting’ 
and ‘event flows’ [6], ‘journey mapping’ and ‘persona development’ [43, 44], and 
Multilevel Service Design (MSD) [31] which includes diagrammatising the service 
concept, service system and service encounter. 

Not only do these methods support the requirements gathering and design phase, 
but as service design has a fundamentally practical application, it may also aid in the 
prototyping and iteration phases as in the case of Wang et al. [50] where multiple 
research methodologies were integrated (Theory of Inventive Problem Solving, 
Quality Function Deployment and service blueprinting) to facilitate improved and 
scalable hospitality services. 

In a case study from Derby University, an institution with a widening participa-
tion agenda and diverse student body, utilised service design techniques including 
service blueprinting [3] which involves creating a detailed service map. A further 
Derby University case study in Study on Innovation in Higher Education [5] details 
service design for analytics processes to successfully improve their operations (see 
[5], 94–95). Service blueprinting was also used in a project developing an AI-based 
library solution called ‘James’ at the University of Oslo [16]. This project usefully 
published visual records of the methods for mapping the student journey and AI 
‘touchpoints’,yet despite the level of service mapping detail it concluded that, in 
the case of AI, more fundamental ontological decisions were required in order to 
comfortably navigate student expectations of an AI based service. 

The educational analytics framework (see Fig. 1, [15]) is a diagrammatised series 
of outcomes-based statements which starts at the high level ‘strategic outcome’ and 
drills down through levels of granularity to the tactical inputs of the model. Between 
the strategic outcome and the tactical input the framework explores the value of 
each analytical approach and has been used to implement several projects including 
learner analytics [13] and learning analytics [15]. Ultimately the framework ends 
with the ‘tactical inputs’ to the model: data, systems, processes, policies and people. 
It is at this level of granularity that encounters occur between the university, the 
student and the contact personnel.

Five years on this framework requires some notable updates including level 1 
acknowledgement of the current challenges in the sector, most notably student health 
and wellbeing, and more articulation at level 3 of the specific opportunities of artificial 
intelligence. Using the framework for AI currently would see an exploration and 
elaboration of the adaptive analytics concept, described as driving a ‘customised
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Level 1: Strategic 
outcome 

Level 2: Strategic 
enabler 

Level 3: Strategic 
input 

Level 4: Tactical 
outcome 

Level 5: Tactical 
enabler 

Level 6: Tactical 
inputs 

Fig. 1 Educational analytics [15]

learning environment where programmes, staff, services, resources and technology 
are optimised’ [15]. It is defined as “the latent application of educational data mining 
and associated techniques to provide a real-time personalised learning environment” 
[12, 3] where the emphasis on ‘real time’ highlights the speed at which AI can operate 
without mediation. 

A commonality present in the Oslo and Derby service design case studies as 
well as the Educational Analytics framework is that they each start at a holistic 
level, what some may consider ‘the service concept’ yet it’s argued that, to date, 
HE service design has been focussed with student support services at the expense of 
using it to advance a more holistic university-wide experience [22]. Whilst service 
design is capable of operation at the minutia of a transaction or encounter, what 
may often be missed is the original ‘concept’. The service concept links institutional 
strategy to operational delivery and ‘kickstarts’ the design process by setting out the 
outcomes which are sought from the service [18]. In the current context then it is 
therefore crucial to articulate what outcomes can be attempted (and later evaluated) 
by embedding adaptive analytics and AI into higher education. 

Responsibly designing quality touchpoints for students inevitably involves 
designing with students. Often called co-creation [8], the action of bringing service 
users into the service design process is essential as services are consumed longitu-
dinally and in ways in which the designer may not be able to predict [28]. The way 
in which customers influence the realisation of a service design is acknowledged in 
the ‘service encounter triad’ [6] however there is also research on co-creation for 
improved accessibility (particularly wellbeing and health services) which suggests 
that there can be benefits for designer wellbeing as well as the service user [51]; in 
this sense having students as part of the design process may be doubly impactful.
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At the end of the day, ‘while students are not disciplinary experts, they are experts 
at being students, and therefore have the ability and knowledge frame necessary to 
contribute meaningfully to advancement of practice’ [8]. 

Given the evidence for a relationship between levels of satisfaction and propensity 
to give feedback [10] and the fact that service design aims to improve satisfaction, 
there is a circular relationship which may render the process either exponentially 
successful (if the institution already has high levels of satisfaction) or difficult to get 
started (if, conversely, the university has typically low levels of satisfaction). It is 
therefore important to have a good baseline of student satisfaction (with a process 
or holistic experience) a the beginning of the design phase to not only measure 
impact after the design is implemented but also to manage expectations of what 
may be achieved in phase 1. In this sense, I argue that service design within a 
university setting should consider the rate of ‘Student Voluntary Performance’, the 
higher education equivalent to Consumer Voluntary Performance (CVP) as a key 
metric not only to establish a baseline from which improvements can be measured, 
but also as an index which should inform the level of resources required to adopt a 
service design approach e.g. a university with negatively trending NSS scores. 

4 Ethical Implication of Using AI in University’s Settings 

The implementation of Artificial Intelligence (AI) in university settings raises several 
ethical considerations that must be carefully addressed. AI technologies are increas-
ingly being integrated into student support systems, such as adaptive learning plat-
forms, chatbots, and learning analytics. These technologies have the potential to 
enhance student learning outcomes and experiences, but they also pose significant 
risks of exacerbating existing inequalities or biases in higher education. For instance, 
biased algorithms could negatively impact students from underrepresented groups, 
such as women, ethnic minorities, or low-income students, by providing them with 
inaccurate or unfair feedback, recommendations, or assessments. This could perpet-
uate existing gaps in access, participation, and achievement in higher education. 
Therefore, it is essential to establish ethical guidelines for the design, development, 
and deployment of AI in student support systems, as well as mechanisms for ongoing 
evaluation and accountability, [38]. This will require collaboration between univer-
sities, policymakers, and experts in AI ethics to ensure that these technologies are 
used in a way that is both effective and equitable. Moreover, it will require a crit-
ical reflection on the pedagogical choices and values that underpin the use of AI 
in education, as well as the potential unintended consequences that may arise from 
its application. As [20] argue, there is a need to differentiate between doing ethical 
things and doing things ethically in the context of AI in education [20]. This implies 
that ethical considerations must be at the forefront of any implementation of AI in 
university settings, not only as an afterthought or a compliance issue. 

Another ethical consideration that is worth noting is the impact of AI on the roles 
and responsibilities of educators and students. Since AI can augment and complement
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the work of educators by providing them with data-driven insights, personalized 
feedback, and automated tasks. However, they can also challenge and undermine the 
professional autonomy and authority of educators by replacing or delegating some 
of their functions to AI systems. For example, AI systems can generate and grade 
assignments, monitor and evaluate student performance, and recommend learning 
paths and resources, [1]. This may raise questions about the quality and validity of 
AI-generated or AI-assessed outputs, as well as the accountability and transparency 
of AI decision-making processes. Furthermore, it may affect the relationship and 
interaction between educators and students, as well as among students themselves. 
For example, AI systems can mediate or facilitate communication, collaboration, 
and socialization among learners, but they can also create distance, isolation, or 
dependence on AI agents, [55] and killing the human-to-human communication 
which is a key factor in the education system itself. Therefore, it is important to 
consider how AI can enhance rather than replace or diminish the human aspects of 
education, such as creativity, critical thinking, empathy, and ethics, which will require 
a careful balance between the benefits and risks of AI applications in higher education, 
as well as a clear definition of the roles and responsibilities of educators and students 
in relation to AI systems. As [38] argue, there is a need for AI ethics in higher 
education to address the socio-technical nature of AI systems, [38]. which implies 
that ethical considerations must take into account not only the technical features of 
AI systems, but also the social context and purpose of their use in university settings. 

A final ethical consideration that is worth noting is the impact of AI on the privacy 
and security of data in higher education. AI applications rely on large amounts of 
data to train, test, and improve their algorithms and models. This data often includes 
sensitive and personal information about students, such as their academic records, 
learning behaviours, preferences, interests, emotions, and biometrics. The collection, 
storage, analysis, and sharing of this data poses significant risks of data breaches, 
misuse, or abuse by unauthorized or malicious parties. For example, hackers could 
access and expose students’ data for identity theft, blackmail, or harassment, [7]. 
Alternatively, third-party vendors could use students’ data for commercial purposes, 
such as targeted advertising or profiling, [4]. Moreover, students may not be fully 
aware of or consent to how their data is used by AI systems or who has access 
to it. This may violate their rights to privacy and data protection, as well as their 
autonomy and agency over their own data [4]. Therefore, it is essential to ensure 
that AI applications in higher education adhere to ethical principles and standards 
of data governance, such as transparency, accountability, security, and privacy by 
design, [25]. This will require collaboration between stakeholders, such as universi-
ties, developers, regulators, and students, to establish clear policies and protocols for 
data collection, storage, analysis, and sharing. It will also require educating students 
about their rights and responsibilities regarding their data and how to protect it from 
potential threats. As [57] argue, there is a need for a data culture in higher education 
that fosters trust and responsibility among all actors involved in AI applications.
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5 Conclusions 

This chapter has explored the opportunities of service design as a methodology for 
embedding AI and analytics approaches in university settings for enhanced inclu-
sivity, accessibility and student experience. It has reviewed literature on the appli-
cation of service design for improving inclusivity, health and wellbeing (refs) and 
similarly the application of service design for AI and analytics projects in university 
settings (refs). However an area for future research is to combine these two agendas 
to implement the service design approach for improved inclusivity and accessibility 
in the student population to address the rising rates of disabilities, specific learning 
differences and mental health illnesses [23]. Chatbots have been deployed to varying 
degrees of success already however, without the level of personalisation required to 
confront the diversity agenda. 

It’s also necessary to consider the ethical implications of AI as it requires careful 
consideration of bias, educator-student roles, and data privacy. Collaborative efforts 
are necessary to establish ethical guidelines and protocols to ensure the responsible 
use of AI in higher education. 

University managers and policymakers must also understand the key operational 
components impacting their students’ success and be prepared to embrace a constant 
cycle of product consolidation, evaluation and innovation. A co-creative service 
design approach may have multiple benefits not only in identifying problems, but also 
designing solutions and an improved student experience from the cocreation process 
alone. Given the emergence of new bespoke service design methods, a thorough 
evaluation of which may be most applicable for embedding AI into university student 
support systems should be conducted with a specific focus on how it may enable 
co-creative practice. 

Service design is certainly a vehicle by which we may realise the opportunity to 
use advanced technologies such as educational analytics and artificial intelligence 
to support students, but also support staff to support students including a reconcep-
tualization of university service delivery agents as not always human. In this sense 
we may learn from the lessons of learning analytics and establish at an early stage in 
sector-wide development, a service concept and theory of change which understands 
how and why AI and adaptive technologies can improve student outcomes. 
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An Empirical Study into Ransomware 
Campaigns Against the Education Sector 
and Adopting the Cybersecurity 
Maturity Model Certification Framework 

Mauricio Alexander Nieto Acosta and Hamid Jahankhani 

Abstract The global pandemic forced many education establishments around the 
world to move to remotely learning. Criminals, have taken this opportunity to 
target vulnerable education institutions and carry out State-of-the-Art Cyber Attacks, 
exploiting flaws in their security systems by using social engineering methods and 
carrying out sophisticated high-profile ransomware and distributed denial of service 
(DDoS) campaigns that are propagated through various email phishing techniques. 
Many Universities faced challenges with security involving personal data & intel-
lectual property material theft. Bluevoyant carried out an analysis and concluded 
that the universities were targeted more frequently by ransomware campaigns. With 
data breaches resulting in sensitive data and credentials being exfiltrated and sold in 
Dark web marketplaces. This research recommends a Cybersecurity Maturity Model 
(CSMM) Framework that serves as a benchmark to assess and evaluate processes 
using industry best practices and standards. This study carried out a quantitative 
method to collect secondary datasets. These secondary datasets were gathered from 
two type of sources: Temple University and Hackmargeddon. Using the IBM SPSS 
Statistic Software to measure the collected datasets and find out the relation between 
the two variables. 

Keywords Ransomware · Cyber extortion · High education · Cybersecurity ·
Maturity model 

1 Introduction 

The unprecedented pandemic in 2020 had a huge impact on the education sector many 
education institutions had to deploy remote systems to provide teleworking for its 
staff and students. During this time, financially motivated Cybercrime organizations 
have taken advantage to target vulnerable systems, hitting critical infrastructure and
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compromising sensitive data. Cyber threat actors aim to generate profits and disrupt 
the teaching cycle activities. 

A study  from [1] found that the education sector has been the primary and a 
profitable target for cyber-attacks, resulting in several high impact incidents and 
becoming a lucrative business for Cyber criminals, hacktivists, and cyber espionage. 
Threat Actors are motivated to seek their own financial gains or are state affiliated 
looking to steal trade secrets [2], Cyber criminals often threaten to expose stolen data 
if the ramson is not paid. There have been cases that sensitive information has been 
leaked and exposed in public, often called name and shame websites residing in the 
dark web. 

Ransomware campaigns are on the rise and continue to contribute to an intense 
financial burden to educational institutions, BlueVoyant [3] provides an analysis on 
open-source data which suggests that cyber incidents in universities have an increase 
of 100% amongst the years of 2019 and 2020. The cost for a ransomware attack 
in 2020 was of $447,000. Cyber criminals use different tactics, techniques, and 
procedures to disrupt business processes and have a financial impact on them. 

2 Ransomware Attack 

The meaning of ransomware is defined using the words “Ransom”, which means 
a request of payment and “ware” which is a kind of a malware program [4] The  
term “Ransomware” is referred as a type of malware which stops users from gaining 
access to their computing systems, network resources and by encrypting files and 
sensitive. Data and Computing resources are held at ramson until the victim pays 
money [5]. To obtain a decryption key This ransom demands payment in bitcoin 
which is a type of cryptocurrency that cannot be traced. The crypto ransomware uses 
symmetric and asymmetric techniques for encryption [4]. 

In 1989 the first type of Ransomware used was the “PC Cyborg/AIDS Trojan”, 
this type of malware was installed in systems using a floppy disk, where the program 
would change the autoexec.bat file into a file the counts the number of times of 
the system restart, when the system hits 90, the Trojan would hide directories and 
encrypt all files in the system root directory. A new form of ransomware took place 
in 2005 with a “GP Coder”, that was improved using RSA encryption algorithms, 
this new method of ransomware would be entered through emailing system as spam, 
this trojan would look for predetermined file extensions and perform encryptions 
and display a ransom message on every file directory [6]. In 2007 a new malware 
called Locker Ransomware started to strike many victims in Russia by displaying 
pornographic footage on the victim’s computer and requesting payment to remove 
it, the payment was done through text messages or a premium phone number at an 
expensive rate, soon after, the attacks propagated to Europe and USA [7]. 2013 saw 
the rise of CryptoLocker, this type of malware encrypted data and infected computers, 
then demanded a ramson to recover the files from their victims, normally the payment 
was requested in bitcoins, Dell SecureWorks explains that in the first 100 days of



An Empirical Study into Ransomware Campaigns Against … 69

the CryptoLocker malware resulted in 250,000 infections with an estimated profit of 
$380,000 [8]. 

CryptoWall emerged as a clone of CryptoLocker with a GUI. In February 2014, 
a second variant appeared as CryptoDefense with bugs that resided in the crypto-
graphic implementation which allowed the victim to restore the files encrypted, then 
in March 2014 CryptoWall was introduced, an updated version of CryptoDefense, 
having fixed bug errors and better attack capabilities. However, the Deletion func-
tions used were weak enough that data could be retrieved using recovery software 
and digital forensics methods [5]. In February 2015, TeslaCrypt emerged and was 
propagated through spam campaigns and the Angler exploit Kits using compromised 
websites. TeslaCrypt Developers carried out campaigns using random notes which 
looked like CryptLocker. It targeted Office files as well as gaming files [9]. DMA 
Locker was launched in December 2015, it propagated over the Remote Desktop 
Connection Protocol, when it has penetrated the victim’s system, it interrupts all 
applications that are used for backups and starts encrypting utilizing AES encryption 
[5]. 

Locky made its first appearance in February 2016, it targeted Windows Operating 
Systems using anti-analysis and sandboxing capabilities. An RSA 2048 + AES 
128 cypher was used for encrypting hard drives, removable HD’s, and accessible 
network shares. Encryption keys from victims were kept on the Server Side making 
it impossible for decrypting victim’s files [5]. Cerber ransomware was first launched 
in July 2016, it infected 150,000 Windows OS using phishing methods and exploit 
kits as well as using malicious macro files to spread the infection. Cybercriminals 
netted with an estimate of $2.3 million in Ransom payments. Cerber propagates as a 
ransomware as a service model and contains over six types of variants [5]. Discovered 
in February 2017 WannaCry is a type of crypto ransomware that use worm capabilities 
targeting Windows Operating systems exploiting Windows Server Message Block 
(SMB), it gains popularity on May 12, 2017 when a large campaigns targeted health 
and telecommunications sectors [5]. 

NotPetya is a second variant from Petya and was launched in June 2017 with 
a dangerous effect as encryption keys are randomly generated and destroyed and 
as a result data becoming unrecoverable. Targeting Windows OS and infecting the 
Master boot Record (MBR). NotPetya propagated through emails as a ransomware 
as a service, using stolen exploits such as EternalBlue and EternalRomance from 
the NSA and targeting large organizations in Russia and Ukraine [5]. In May 2018 
Samsam ransomware targeted high profile organizations such as U.S enterprises and 
large public sectors such as City of Atlanta and Colorado Dept of Transportation. 
Samsam used vulnerabilities in server applications such as JBoss and FTP servers 
and brute forcing weak passwords in accounts in the Remote Desktop protocols and 
gain entry to the corporate network [5]. 

There are three different kinds of ransomware attacks, [10]. The first type is “scare-
ware” which is used in malicious advertising where pop ups advertisements, notifies 
the user that an infected malware has been identified on their system and provides 
instructions on how to pay through a website to remove the installed malware. “Screen 
lockers or locker ransomware” on the other hand are like encrypting ransomware [10],
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this third type of ransomware consists in freezing devices and displaying a message 
that they must pay a ransom, or face being investigated by an authority such as the 
FBI, its main intention is to scare the user to pay the ransom, but in most situations 
the data is safe. The third type “Encrypting Ransomware or Crypto Ransomware” is 
much more critical [10], as data and resources are encrypted the only way is paying 
a ransom, in this method the criminal will take copies the data and will expose it on 
the internet if the ransom is not paid. 

Cybercriminals use a set of steps to carry out a Ransomware attack, these steps 
follow certain stages as follow: 

• Deployment 

The initial stage of a ransomware attack is to install components which are utilized 
to infect, encrypt and to lock a system, there are various techniques used in the 
attack to download files to the system, such as the Drive by download, this will 
normally happen when malware or software is installed without the user consent 
or knowledge. The Strategic web compromises also referred as to watering hole 
attacks, which is a subcategory of a drive by download to target a chosen target rely 
on strategic reconnaissance to target end users. Phishing emails that are contain spam 
or are designed to target an organization, these emails can contain attachments or 
have links to deceptive websites. Exploiting vulnerabilities are aimed in searching 
for networks through the Internet that contain vulnerabilities that can be exploited 
or a user interaction [11]. 

• Installation 

When the malicious payload is delivered to the user’s system, the infection is initiated. 
The delivery of this infection is done in various forms, regardless of the system that is 
targeted. One installation technique is to utilize the download dropper methodology, 
this file is a small component of coding that has been designed to avoid being detected 
and provide communication with the cyber extortionist’s command and control chan-
nels, where the executable would get commands and download the ransomware and 
infect the system. The ransomware will then be installed on the operating system 
by setting keys in the registry that ensures that the coding of malware is executed 
every time the system is initiated [11]. The targeted attack involves a more proactive 
approach to installing obfuscating and code packing, its exploitation methods are 
forced to maximize ransom. The initial installation phase is used to slowly infect 
networks by installing itself into systems and opening files that are encrypted. The 
installation stage can vary and depends on the crypto ransomware variants, where a 
type of macro virus or an exploitable PDF is injected into the system. When malware 
is downloaded, the code will be executed to analyse whether a system is real or is 
a virtual environment and would be the first stage of Dopper. The second phase is 
initiated once it is determined that the host is worth infecting, the malware would hide 
under normal processes of windows using md5 hash of pc name or other identifiers 
such as MAC addresses, this will be useful for the Cyber extortionist to know which 
have been the compromised hosts. Then the malware runs several scripts that disable
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any protection and turn off shadow copy feature on files and volumes, turn off system 
recovery and terminating antivirus software and log functions on the systems., once 
this phase is terminated, the ransomware is attached to windows processes such as 
svchost.exe, then the command-and-control stage commences [11]. 

• Command and Control 

When the malicious code is delivered and installed, it initiates communication with 
the command servers, where there will be a set of instructions or specific requests that 
involves identification of file types that requires to be targeted for encryption, waiting 
time to start with the process, and if infecting the system should be carried out before 
the process initiation. Ransomware variants can even send back system information, 
IP addresses, domain names, OS, browsers used and anti-malware software. This 
valuable information is used by Cybercriminals to determine which hosts have been 
infected and if a high value target has been compromised [11]. 

• Destruction 

At this stage, the key that is utilized in encrypting files on the system is now ready 
to be used by the malware on the user’s device. Files which have been located by the 
command-and-control processes can now be encrypted using the malicious coding. 
This includes Microsoft files documents, JPG’s, Gif is and several other type of 
files. Other Ransomware variants also encrypt file names which makes it harder in 
assessing the loss of files and how much damage has been done [11]. 

• Extortion 

Once all files are encrypted, the victim will be notified that the system has been 
compromised, the Cybercriminal utilize different methods to request payment. One 
type of Ransomware Variant allows one file to be decrypted for free, this is to prove 
that they contain the key to unlock the system. Other types of Ransomwares contain 
a payments scalation, where payment increases periodically if ransom is not paid in 
time before the key gets deleted [11]. 

3 The Impacts of Ransomware Attacks 

Ransomware attacks have been devastating for many educational establishments 
around the globe, with an increase demand on payments, ransomware has become a 
lucrative business. Amongst those universities hit by ransomware are the Maastricht 
University in Netherlands paying a total of $220,000 in 2019 and the university of 
Utah paying $457,000, the university of California follows a pay-out of $1.14 million 
in 2020 [12]. Another educational institution hit by ransomware was West Coast 
University, the attack involved data from their medicine’s dept. Once the University
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found out that research data had been encrypted, the university decided to pay cyber-
criminals and estimate of $1.14 million in cryptocurrency to unlock all the encrypted 
data [12]. 

Educational Institutions have faced financial challenges due to the covid landscape 
and the ransomware demands. It has also had an impact on privacy, the unauthorized 
access to confidential and personally identifiable information (PII). These private 
and stolen data contained financial details, which included names, social security 
numbers and addresses. There are severe implications, if the compromised PII from 
students and the faculty falls into the wrong hands, it can result in PII being sold in 
the dark web and lead to identity theft and students can carry out a lawsuit against 
the educational establishment for failing to protect PII and comply with privacy laws 
and exercising due care of their information [13]. 

3.1 Security Landscape in Education 

Many educational institutions experienced devastating cyber-attacks, disrupting their 
teaching cycle, and being affected for several days. Most educational institutions 
do not have appropriate security measures for protecting private information and 
end up risking the loss or exposure of intellectual property, academic research data, 
students, and staff personal information. This type of data is highly valuable for cyber 
organizations and cyber criminals that operate either domestically or internationally. 
With the number of successful cyber-attacks on the rise, educational institutions 
leaders must consider if their cyber protection governance is robust enough [14]. 

The education industry has been the primary target for cybercriminals, the lack 
of robust IT infrastructure. Also considering that budgets are limited and IT and 
cybersecurity falling short that leaves IT personnel to deal with limited resources 
and trying to secure an old infrastructure. With the rapid transition from physical 
classrooms to virtual learning during covid, IT personnel were left with no time to 
design security strategies or buy new IT infrastructure. Sophos carried out a survey in 
all sectors and found out that the highest ransomware attack belonged to the education 
sector with a staggering 44% that is levelled to the retail sector [15]. Figure 1 indicates 
the different sectors surveyed with education and retail being the primary target for 
ransomware attacks.

3.2 State-Sponsored Attacks 

State-sponsored attacks have been carried out against universities targeting research 
data and Intellectual property. In many instances the exposure or theft of academic 
research and data is not publicly announced. There should be a better understanding 
and a greater awareness of General Data Protection Regulation (GDPR), as well 
as the responsibilities and actions that an education establishment or organization
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Fig. 1 Sectors affected by ransomware [15]

must take if a data breach occurs such as reporting data breaches to the information 
Commissioner. In a public story Greenwich University was fined £120.000 for having 
data on an unsecure server. Most Cyber incidents are not reported or do not seem 
to be big enough to be publicly disclosed, but any type of cyber incident could lead 
to sensitive data being leaked, exfiltrated personal information, financial loss and 
reputational harm [14]. 

According to a survey carried out by Sophos: 

• 44% of educational establishments were hit by ransomware in 2020. 
• 58% of Successful ransomware attacks were carried out, resulting in systems and 

data being encrypted. 
• 35% of those institutions paid the ransom to decrypt the systems and data. 
• Organizations that paid the ransom, only 68% obtained their data back, meaning 

that third of the data become inaccessible. 
• 55% used backups to restore data. 
• The bill for recovering from a ransomware attack was on average on US$2.73 

million. 

4 Cybercrime and Cyber Extortion 

The cybercrime guidelines indicate and describes two types of criminal activity [16]. 
The government’s National Cyber Security Strategy explains that Cyber-dependent 
crimes are “crimes that can be committed only through the use of Information and 
Communications Technology (‘ICT’) devices, where the devices are both the tool for
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Fig. 2 Cybercrime subcategories 

committing the crime, and the target of the crime (e.g., developing and propagating 
malware for financial gain, hacking to steal, damage, distort or destroy data and/or 
network or activity)” and “Cyber-enabled crimes—traditional crimes which can be 
increased in scale or reach by the use of computers, computer networks or other forms 
of ICT (such as cyber-enabled fraud and data" theft)”. Figure 2 diagram illustrates 
the subcategories of Cybercrime. 

When Cyber Extortion Campaigns are carried out, data is exfiltrated and 
encrypted. If an organization decides not to pay the ramson, the threat actors release 
sensitive data. Therefore, organizations suffer a reputational damage and end up 
paying massive compliance fines (2021, Ransomware Threat Report). There are 
currently 35 ransomware families that are used for double extortion, putting pres-
sure on organizations that are demanded to pay the ransom, where ransomware 
attackers use extortion techniques like DDoS. There are four phases of ransomware 
cyber extortion, the single extorting begins by encrypting files and banning access 
to systems, the perpetrator normally requested payment from the victim to decrypt 
the files. In double extortion phase the perpetrators exfiltrate data and threatens the 
victim with publicize the collected data, the perpetrators use websites, forums, and 
blogs on the darknet to leak the information. The triple extortion use encryption on 
the files and threatens to leak data and carry out a DDoS attack on the network and 
servers and as a result disrupt business operations. With the Quadruple extortion 
all stages mentioned before are launched and the perpetrators contact the victim’s 
clients and stakeholders, pressuring the victim to pay the ransom [17]. 

4.1 Motives Behind Cyber Extortion 

Cyber criminals are motivated to monetize access through company’s networks, 
DART carried out an investigation and concluded that a threat actor performs recon-
naissance attacks to access sensitive information such as contractual documents, 
financial papers, and internal communications. Once access is gained, the data is 
copied and exfiltrated before ransomware is deployed. Having this information before 
ransomware is executed enables the threat actor to sell this data on the dark web, leak
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or simply demand a ransom by showing proof that the attacker accessed the network 
system and took the sensitive files. 

5 An Overview of Cybersecurity Maturity Models 

The purpose of a Cybersecurity Maturity model is to examine and measure the 
current state of an organization’s readiness against cyberthreats and the desired state 
for that organization, using controls, processes, and assessments to evaluate the matu-
rity level of an organization. Every level relies on a set of process. Every process 
relies on the organization infrastructure, operational functions, resources available 
and employee’s knowledge [18]. Cybersecurity maturity models are created by a 
various experts in the field and to attempt to gather best practises, considering the 
dispersion in size, capabilities, knowledge, and the organizations experience that 
will eventually use the maturity model, enabling them to provide services effectively 
without disruption, safeguard private customer and proprietary information and at 
the same time comply with regulators laws which governs its operations. Cyber secu-
rity maturity models offer a structure for organizations with a foundation capability 
in cybersecurity planning and creating a baseline for evaluating consistently and 
creating management tools where opportunities can be identified for growing and 
organization evolution. 

5.1 Maturity Model Components 

A Maturity model consists of a well-defined structure where every stage ensures its 
consistency. Its components include different stages, attributes, appraisals, scoring 
techniques and domain models. Levels illustrate the measurement characteristics of 
a maturity model. Therefore, if scaling is either incomplete or inaccurate, the model 
would not be validated, and its results would become either inaccurate or inconsistent. 
Attributes describes and illustrates a maturity model’s content, these attributes are 
categorized by levels and domains, these attributes are determined at every domain 
intersection and maturity stage, which is normally based on observation practices, 
standards, and expert knowledge, that is illustrated with indicators, characteristics, 
best practices, and processes. In capability models, attributes describe and illustrate 
the qualities of an organization maturity model, such as measuring and planning, and 
which also supports process enhancement. Normally appraisal and scoring mecha-
nisms are used to perform assessments. These can be either informal or formal or can 
also be carried out by an expert or self-applied. Scoring Techniques are standards 
for measurements, these scoring mechanisms are based on mathematical algorithms 
that ensures consistency of appraisals. The scoring techniques include weighting, 
which means that attributes can be valued depending on how relevant or impor-
tant collected data is. Model domains describes the maturity model scope. Domains
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allows the grouping of attributes into area of importance for a particular subject or 
model characteristics. In capability models, domains are called process areas as these 
are a group of processes that creates a bigger process or discipline [19]. 

There are three types of maturity models such as capability models, progression 
models and hybrid models. The progression models illustrate how the progression or 
scaling of attributes, characteristics, patterns, or indicators move across the maturity 
stages indicating the progression of an attribute or attributes maturity. Progression 
models are concerned with the evolution of the model’s core subject matter, instead 
of the attributes that determine maturity. The main goal of a progression model is to 
define a path of progressiveness and improvement such as better versions of attributes 
as the scale’s progresses. A CMM is focuses on the organization capabilities. These 
capabilities reflect culture maturity and how capabilities are institutionalised within 
the culture. Hybrid models is divided into two types of abilities; ability in measuring 
maturity attributes and ability in measuring evolution within the progressive models 
[19]. 

5.2 Related Work on Maturity Models 

In 1986 The Department of Defence developed the evaluation of maturity capability 
which was used for assessing maturity capabilities in software engineering processes. 
Later this model was adopted by various domains that included the cybersecurity 
domain. Cybersecurity maturity models were created suiting the requirement from 
organizations, including international standards such as ISO/IEC 27001, NIST. The 
ISO/IEC 27001 was created USING British standards BS7799 and ISO/IEC 17799 
which offers all the requirements for maintaining and improving Information Secu-
rity Management Systems. ISO/IEC 27001 describes ISMS as an integral compo-
nent of a management system for establishing, implementing, operating, monitoring, 
reviewing, maintaining, and improving information security. 

The Cyber security Maturity Model Certification, (CMMC) was published in 
January 2020, its framework verifies that implementation of processes and prac-
tices that are associated with achieving a cybersecurity maturity model. The CMMC 
was created to offer an increases assurance to the Department of Defence in which a 
Defence Industrial Base contractor can appropriately safeguard Controlled Unclassi-
fied Information at a stage corresponding to the risk and considering the information 
flow amongst its subcontractors in a multilevel supply chain [20]. CMMC also vali-
dates that those contractors have acquired NIST SP 800-171 framework and meet 
the basic cybersecurity requisites before being awarded for a contract. The CMMC 
Framework depend on other cybersecurity models, including the NIST cybersecurity 
framework and 27001 standards as well as the Payment Card Industry Data Security 
Standard [21]. The Cybersecurity maturity model Certificate uses a set of cybersecu-
rity standards and best practises combined that are layered through various maturity 
levels starting from cyber hygiene to a more advanced practice. CMMC is composed
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of controls and processes that permits organizations to reduce risks such as cyber 
threats [22]. 

The following figure illustrates the stages of CMMC, practices and process. 

6 Research Methodology 

In this research study a systematic investigation is conducted, using a quantitative 
research methodology. The aim of this quantitative research is to collect information 
from the University of Temple and Hackmargeddon, using sampling methods such as 
a dataset, these gathered secondary datasets are based on publicly disclosed incidents 
in the media or security reports classified as “Critical Infrastructures Ransomware 
Attacks”. The purpose of collecting these datasets is to measure the ransomware 
attacks on The University of Temple carried an investigation and reported the number 
of ransomware attacks against the education sector between 2017 and 2020 against 
education institutions between 2019 and 2020. Hackmargeddon also conducted a 
similar investigation and reported the number of ransomware attacks that affected 
education establishments between 2017 and 2020 and investigate whether there 
was an increase where data is evaluated and analysed using numerical comparisons 
and statistical references. The results of these analysis will provide the increasing 
evidence of the incidence and the impact reported by the education Sector. These 
structured datasets are also validated through data collections instruments. 

The hypothesis testing is also an attempt to investigate the relationship amongst the 
two variables using Data collection techniques. To Develop a frame for analysis, IBM 
SPSS Statistic software will be used to measure the collected datasets. This Study 
also has the purpose of recommending a cybersecurity mature model to education 
institutions. Created by de Department of Defence the CMMC model aims to measure
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cybersecurity maturity using five levels and encompasses a set of processes and 
practises with the kind of sensitive information that is safeguarded as well as related 
threats. The CMMC model will promote a good cyber hygiene. 

6.1 Research Design 

The research design structure consists of several decisions made on what to research 
topic to use in the study, it uses various procedures of inquiry, collection data methods, 
data analysis and interpretation. The nature of the research problem should be the base 
for the research design, or the situation being assessed [23]. Selecting the appropriate 
research design structure is the primary main procedure in this study. The research 
statement for this study is based on the theory that there is an increase in ransomware 
attacks on the education sector during the pandemic 2020 compared to the previous 
year. To verify whether this is true, a quantitative research method approach is used 
to gather secondary datasets from two similar investigations used from two different 
sources (University of Temple and Hackmargeddon). The first case study for this 
investigation involves using the number of ransomware attacks reported by The 
University of Temple, compare these datasets to investigate if there was an increase 
of ransomware campaigns between 2019 and 2020. The second study also involves 
the use of datasets 2019 and 2020 collected from hackmargeddon. 

These collected dataset samples will be statistically measured using The SPSS 
statistical tools to perform and analyse findings and results. 

6.2 Quantitative Research 

The primary purpose of quantitative research is to establish and describe the reality 
[24]. Quantitative research is described as the process of collecting and analysing 
numerical data to explain, describe or predict an event of interest. Quantitative 
research requires that the researcher identifies a hypothesis that is to be analysed 
and defines a research strategy that is required to conduct the study [25]. This inves-
tigation wants to determine if the supported hypothesis (The pandemic contributed 
to a rise of Ransomware against the education sector) is correct or to the contrary, 
accept the null hypothesis (The Pandemic did not influence the rise of Ransomware 
attacks against the education sector). To test this study’s hypothesis, sample datasets 
from University of Temple and Hackmargeddon are used. The collected secondary 
sample datasets will be measured to provide results and indicate whether the increased 
ransomware attacks in 2020 compared to the previous year 2019 happened because 
the pandemic or the rising was expected to occur. The following dataset will be used 
for the hypothesis testing:



An Empirical Study into Ransomware Campaigns Against … 79

Sample dataset 1 University of Temple N of attacks Jan 2019 Dec 2019 

Sample dataset 2 University of Temple N of attacks Jan 2020 Dec 2020 

Sample dataset a Hackmargeddon N of attacks Jan 2019 Dec 2019 

Sample dataset b Hackmargeddon N of attacks Jan 2020 Dec 2020 

Descriptive research is used to explain various circumstances of a phenomenon, 
the main purpose of descriptive research is to explain a sample’s behaviour or its 
properties. To conduct a descriptive research, the researcher can use a number of 
variables, where only one variable is used to conduct the study. 

The purpose of hypothesis testing is to use data and determine if there are various 
probabilities that resolve an unknown factor or an uncertain situation. Hypothesis 
testing is used to provide a decision on which probabilities are likely to be correct, 
based on the collected data [26]. In this investigation, hypothesis testing will be used 
to determine if the proposed alternate hypothesis is correct based on the probabilities 
of the different datasets collected. 

Steps in formulation of the study hypothesis: 

• Study Hypothesis development 
• Formulate the alternative hypothesis and null hypothesis 
• Provide Level of significance 
• Calculate the Test Statistic and Corresponding P-Value 
• Interpreting results 
• Hypothesis Development. 

This initial process involves developing the alternate hypothesis based on the 
study theory and research questions and using collected data for hypothesis testing. 
The following 3 points provides a foundation for the proposed hypothesis. 

• Theory formulation: An increase in ransomware attacks against education sector 
from 2019 and 2020. 

• Research question: is there a significant increase in ransomware attacks against 
education sector from 2019 to 2020? 

• Hypothesis: There is a significant increase in ransomware attacks against 
education sector in 2020 compared to 2019. 

To begin formulating the hypothesis, there should be two types of competing 
hypothesis to be considered: 

Ho—null hypothesis Ha—alternative hypothesis 

There isn’t a significant increase of ransomware 
attacks against education sector in 2020 
compared to 2019 

There is a significant increase of ransomware 
attacks against education sector in 2020 
compared to 2019
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6.3 Significance Level 

The significance level also denoted as (α) and normally set at 0.05 represents a 5% 
chance that the alternative hypothesis is accepted when the null hypothesis is true. 
For this hypothesis the significance level is set to 0.05, denoted as a = 0.05. 

The following contingency table will be used to test the hypothesis. 

Decision In reality 

H0 is TRUE H0 is FALSE 

Accept H0 Correct Type II error β = probability of type II 
error 

Reject H0 Type I error α = probability of type I 
error 

Correct 

6.4 Calculating the Statistic Test and Corresponding P-Value 

To conduct the statistic test, two different datasets have been collected from 
two different organizations, where both entities carried out an investigation on 
ransomware attacks from 2019 to 2020. Statistic tests will be performed on the 
datasets collected by University of Temple as well as the datasets gathered by hack-
margeddon. The results of each study will provide a decision to test the alternate 
hypothesis. The following datasets will be used in this study. 

Sample dataset 1 University of Temple Jan 2019 Dec 2019 

Sample dataset 2 University of Temple Jan 2020 Dec 2020 

Sample dataset a Hackmargeddon Jan 2019 Dec 2019 

Sample dataset b Hackmargeddon Jan 2020 Dec 2020 

Study 1—University of Temple—Sample datasets. 
Use SPSS to perform descriptive statistic tests on Sample dataset 1 to identify the 

mean, range, standard deviation, variance, minimum and maximum number value. 
The goal of using SPSS descriptive statistics, is to obtain a summary of the dataset 

such as the following.
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The theory which this investigation supports is referred to as alternative hypoth-
esis (Ha) and is denoted as μ >  4.50, where μ refers to the true mean level of 
ransomware attacks throughout the year of 2019. The theory that contradicts the 
alternative hypothesis, the null Hypothesis (H0) indicates that μ is equal or less than 
4.50, this is denoted as μ = 4.50. This investigation will attempt to support the alter-
native hypothesis that μ >  4.50, using sample evidence that indicates that the null 
hypothesis is false. This investigation wants to test the following: 

H0: μ = 4.50 (The null hypothesis says that the mean for the dataset temple 
university in 2020 is the same as the previous year 2019). 

Ha: μ >  4.50 (The alternative hypothesis says the mean in the dataset temple 
university 2020 is bigger than the dataset in 2019). 

By carrying out a test statistic, a decision can be made whether to accept or reject 
the null hypothesis. The study uses a sample n = 10. 

6.5 Conducting a One Sample t Test 

Using SPSS to compare the mean of the sample dataset previously collected (temple 
university 2019) against the sample dataset means collected (temple university 2020). 

6.6 Interpreting Results 

This section involves interpreting the outcome for the statistic tests performed on the 
two dataset samples. These two datasets are used for the purpose of comparing their 
means. 

Sample dataset 1—University of temple 2019. 
Sample dataset 2—University of temple 2020. 
Sample dataset-1. Temple University 2019 Descriptive statistic test summary.
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• N Statistic: Refers to the numbers of valid observations, in this case 10 out of 
12 months. 

• Maximum statistic: This value represents the maximum number of ransomware 
attacks in 2019. 

• Minimum statistic: This value indicates the minimum number of ransomware 
attacks in 2019. 

• Sum statistic: This value is the total number of ransomware attacks in 2019. 
• Mean statistic: also called the average is used to measure the central tendency, 

there is an average of 4.50 ransomware attacks. 

Sample dataset—2. Temple University 2020 one sample test summary. 

• T: represents the t value of 0.173 
• DF: indicates there are 15 degrees of freedom. 

Significance—one-sided p: Represents the level of significance of alpha level. 
The significance level is a primary value used in the statistic test to enable the inter-
pretation of the t-test. A 95% of certainty has been used to interpret the statistics, 
this is to allow 5% of error. 

Mean difference: indicates the difference in means amongst the two datasets, 
which is 1.36. 

6.7 Drawing Conclusions 

A sample t test was conducted to measure and compare the means of the sample 
dataset 1 against the means of dataset 2. Using the means of dataset 1 as test value 
4.50, the sample t test is conducted on dataset 2, and found the following significant 
difference (t (10) = 173, p = 0.433) including the means difference of 0.136 between 
dataset 1 and dataset two.
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Then the decision rule is: 
Reject H0 if P-value ≤ α—(A small p value indicates strong evidence that the 

null hypothesis is incorrect). 
Do not reject H0 if P-value > α—(A large p value indicates strong evidence that 

the alternate hypothesis is weak, and that the null hypothesis cannot be rejected). 
Results: 0.433 > 0.05. 
The results indicate that p = 0.433 is greater than 0.05, and that the null hypothesis 

cannot be rejected, even though, the null hypothesis has not been proven to be correct. 
It can’t be stated that there was no difference in means between the two datasets 
because of the p value is 0.433. It has also not been demonstrated that the null 
hypothesis is true but have concluded that the evidence is not strong enough to 
disprove it. 

Study 2—Hackmargeddon—Sample datasets. 
Use SPSS to perform descriptive statistic tests on Sample datasets A and B to iden-

tify the mean, range, standard deviation, variance, minimum and maximum number 
value. 

Using the mean value found from sample dataset—A and conduct a one sample 
t test to the sample dataset B, to determine the mean and significance level or alpha. 

Interpret results. 
Drawing conclusions. 
Descriptive Statistics. 
The main objective of descriptive statistics is to provide a summary a collected 

dataset. SPSS is commonly used when analysing datasets and finding out in detail 
information about those datasets, the output includes occurrences such as percent-
ages, valid percentages. The following summary from dataset A has been obtained 
from Using a descriptive statistics approach. 

The theory which this investigation supports is referred to as alternative hypoth-
esis (Ha) and is denoted as μ >  6.75, where μ refers to the true mean level of 
ransomware attacks throughout the year of 2019. The theory that contradicts the 
alternative hypothesis, the null Hypothesis (H0) indicates that μ is equal or less than 
6.75, this is denoted as μ = 6.75. This investigation will attempt to support the alter-
native hypothesis that μ >  6.75, using sample evidence that indicates that the null 
hypothesis is false. This investigation wants to test the following: 

H0: μ = 6.75 (The null hypothesis says that the mean for the dataset A is the same 
as the previous dataset B). 

Ha: μ >  6.75 (The alternative hypothesis says the mean in the dataset A is bigger 
than university dataset in B). 

By carrying out a test statistic, a decision can be made whether to accept or reject 
the null hypothesis. The study uses a sample n = 10.
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6.8 Conducting a One Sample t Test 

The one-sample t-test is a type of statistical hypothesis testing that is used to determine 
if an unknown population mean is different from a specific value. SPSS will be used 
to compare and determine if the sample dataset means has changed. Using (Dataset 
A) against the sample dataset means collected (Dataset B). A test value of 6.75 is 
used to test the hypothesized mean against the test variable. 

One-Sample Test Output 

This section involves interpreting the outcome for the statistic tests performed on 
the two dataset samples. These two datasets are used for the purpose of comparing 
their means. 

Sample dataset A—Hackmargeddon 2019. 
Sample dataset B—Hackmargeddon 2020. 
Sample dataset-1. Temple University 2019 Descriptive statistic test summary.
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N Statistic: Refers to the numbers of valid observations, in this case 8 out of 
12 months. 

Maximum statistic: This value represents the maximum number of ransomware 
attacks in 2019. 

Minimum statistic: This value indicates the minimum number of ransomware 
attacks in 2019. 

Sum statistic: This value is the total number of ransomware attacks in 2019. 
Mean statistic: also called the average is used to measure the central tendency, 

there is an average of 6.75 ransomware attacks. 
One sample test summary 

T: represents the t value of 0.928. 
DF: indicates there are 8 degrees of freedom. 

Significance—one-sided p: Represents the level of significance of alpha level. 
The significance level is a primary value used in the statistic test to enable the inter-
pretation of the t-test. A 95% of certainty has been used to interpret the statistics, 
this is to allow 5% of error. 

Mean difference: indicates the difference in means amongst the two datasets, 
which is 1.694. 

6.9 Drawing Conclusions 

A sample t test was conducted to measure and compare the means of the sample 
dataset A against the means of dataset B. Using the means of dataset A as test value 
4.50, the sample t test is conducted on dataset B, and found the following significant 
difference (t (8)= 0.928, p = 0.190) including the means difference of 0.136 between 
dataset 1 and dataset two. 

Then the decision rule is: 

• Reject H0 if P-value ≤ α—(A small p value indicates strong evidence that the 
null hypothesis is incorrect). 

• Do not reject H0 if P-value >—(A large p value indicates strong evidence that the 
alternate hypothesis is weak, and that the null hypothesis cannot be rejected). 

Results: 0.190 > 0.05. 
The results indicate that p = 0.190 is greater than 0.05, and that the null hypothesis 

cannot be rejected, even though, the null hypothesis has not been proven to be correct.
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It can’t be stated that there was no difference in means between the two datasets 
because of the p value is 0.190. It has also not been demonstrated that the null 
hypothesis is true but have concluded that the evidence is not strong enough to 
disprove it. 

6.9.1 Statistics Table and Data Visualization 

Ransomware attacks in 2019 reported by University of Temple and Hackmargeddon. 

Ransomware attacks in 2020 reported by University of Temple and Hack-
margeddon.
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Study 1 University of Temple: Normal Distribution using the t table. 

Study 2 Hackmargeddon: Normal Distribution using the t table. 
Descriptive statistics Dataset 1. 
The following table represents the output of University of Temple 2019 Dataset 

1. 

Descriptive statistics Dataset 2 University of Temple
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Descriptive statistics Dataset A Hackmargeddon 

Descriptive statistics Dataset B Hackmargeddon 

Histogram Dataset 1 
The histogram below represents the frequency statistics, it provides the mean, 

standard deviation and Numbers used of the dataset 1. 

Histogram Dataset 2 
The histogram below represents the frequency statistics, it provides the mean, 

standard deviation and Numbers used of the dataset A.
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Hackmargeddon Study 2 Dataset A 2020 

Mean Plot of University of temple 2019
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Mean Plot of Hackmargeddon 

T table
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7 Cybersecurity Maturity Model Certification, CMMC 

The CMMC framework should be used in the education sector, many institutions 
will find it beneficial to use a Cybersecurity Maturity model that can be used to 
assess all the internal and external processes of the organizations, based on the ISO 
27001 NIST standards, the CMMC regulates these processes according to the policies 
and best practices. It is imperative to consider using a robust Cybersecurity Maturity 
Model that measures the organization Maturity to handle risks and provides levels for 
identifying risks or gaps for improvement. The following is the proposed framework 
that could be used in educational institutions, bearing in mind that the CMMC was 
designed for government contractors, nevertheless the CMMC can be accommodated 
to suit the organization requirements. 

The CMMC model offers a benchmark where an organization can assess its current 
level of ability in processes, techniques, practises, using cybersecurity best practices 
from across the different cybersecurity standard frameworks The following figure 
describes how practices and processes are embedded into the domains mapping them 
along the five levels [27].CMMC Levels 

CMMC Levels 

The CMMC model consists in measuring cybersecurity maturity with five levels. 
Every level contains a group of processes and practices. The processes start at level 1 
performed to level 5 optimizing. The organization seeking certification and wanting to 
achieve a particular CMMC level is required to demonstrate that the lower levels have 
also been achieved. Additionally, the organization seeking certification is required to 
prove that the processes and the implementation of practises for a particular CMMC 
level and the lower levels have been achieved [27]. The figure bellow describes the 
set of practises and processes.
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CMMC Specifications 

The organization seeking certification must understand the requirements, spec-
ifications and mappings of practices and processes to a specific level, considering 
regulations, kind of information handled and its sensitivity, implementation process, 
implications in the assessments, costs, and threats. The Cybersecurity Maturity 
Model offers an improvement in maturity processes and a set of cybersecurity best 
practices that protects sensible information from an advanced persistent threats (APT) 
[27]. CMMC is focus on the following: 

• Level 1: Safeguard Federal Contract information 
• Level 2: Serve as transition step in cybersecurity maturity procession to protect 

CUI 
• Level 3 Protect Controlled Unclassified Information CUI 
• Level 4–5 Protect CUI and reduce risk of Advance Persistent Threats (APT 
• Level 1: Basic Cyber Hygiene: this phase consists of any organizations seeking. 

Certification to implement the 17 controls control that NIST SP 800-171 contain. 
This phase is designed to protect the Federal Classified Information and not for orga-
nizations that process Controlled Unclassified Information or CUI. As its practises 
are only concerned with the basic protection requirements which are specified in 48 
CFR 52.204-2 and are thought to be the basic or minimum control for protecting FCI 
[21]. 

• Level 2: Intermediate Cyber Hygiene—For the Organization Seeking Certification 
there is a requirement to implement 48 controls more from the NIST 800-171, 
including the new controls. The organization must implement and document its 
practices, including the policies that will guide them through the implementation 
of CMMC. Documenting practises enables the organization to repeat them as 
often as they required. This is the lowest stage that organizations can process 
Controlled Unclassified Information, where controls are not only executed but 
also should documented [21]. 

• Level 3: Good Cyber Hygiene—The Organization Seeking Certification is 
required to implement the final 45 controls from NIST SP 800-171 Rev. 2, 
including another 14 new controls. The organization is responsible in estab-
lishing, maintaining, and resourcing a plan which demonstrates the activities



94 M. A. N. Acosta and H. Jahankhani

management for practise implementation. This level is concerned with safe-
guarding the Controlled Unclassified Information and covers the specified security 
requirements by the NIST SP 800-171 controls, including practices in DFARS 
252.204-7012 [21]. 

• Level 4: Proactive—To pass an audit, the Organisation seeking Certification is 
required to implement 13 more controls from NIST SP 800-171 and additionally 
13 new controls [21]. 

• Level 5: Advanced/Progressive—In this level, to be able to pass an audit the 
Organization seeking Certification must implement the last 5 controls from NIST 
SP 800-17225 and additionally another 11 new controls [21]. 

7.1 Implementation 

The Cybersecurity Maturity Model Certification contains 17 security families or 
domains, these domains belong to the NIST SP 800-171 framework and the FIPS, 
the Federal Information Processing Standards Publication 200. Additionally, The 
Cybersecurity Maturity Model Certification framework must include a set of three 
more domains, such as Recovery, Situation Awareness and Asset Management [27]. 
The following figure illustrates the 17 domains: 

Access Control (AC) 

Preserving the integrity, confidentiality and availability is vital in cybersecurity 
for organizations. The organizations seeking certification must establish methods in 
limiting access to information systems to users that have been authorised. Also the 
limiting of processes on devices are required. To achieve this, the organization must 
establish a process referred to as access control.
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7.1.1 Awareness and Training (AT) 

Organizations must conduct awareness training to their employees that make use of 
their organization systems. Users must be trained to be aware of potential security 
risks that are related to their job activities as well as the applicable laws, processes, 
policies, procedures and regulations or any type of activities that involves the orga-
nization security information systems. Conducting an adequate training for staff 
enables them to perform their security related activities. 

7.1.2 Configuration Management (CM) 

The Organizations are responsible for establishing and maintaining the configu-
rations of information system such as documentation as well as the information 
systems inventory such as hardware, software, and firmware. Organizations are also 
responsible for enforcing and implementing security configurations to all the digital 
products used by the informational systems from the organization. Inventories are 
an essential part in the ISO 27001 process. 

7.1.3 Identification and Authentication (IA) 

Organization must use verification and authentication mechanisms to verify, identify 
and authenticate devices, users, or processes. This is a prerequisite to grant access to 
the information systems from the organization. ISO 27001 Annex A control set A.9 
provides controls on Identification and authentication. 

7.1.4 Incident Response (IR) 

Organizations must plan an incident response, that deals with operational incidents 
from the information systems. The plan must include preparation, detection, analysis, 
and recovery, tracking, documenting, and reporting the operational incidents accord-
ingly to the officials from the organization or the pertinent authorities. ISO 27001 
Annex A control set A.16. considers the Information security incident management. 

7.1.5 Maintenance (MA) 

Organizations must carry out maintenance periodically on their information systems 
and implement controls that are effective on their tools, methods, and mechanisms 
and the users that carry out the maintenance the organization information system. 
ISO 27001 Annex A control A.11.2.4. covers maintenance.
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7.1.6 Media Protection (MP) 

Organizations are required to safeguard information system media, including paper 
and digital. Limiting access to only authorized users to information from informa-
tion system media. They are also responsible for sanitizing or destroying of any 
information system media. ISO 27001 Annex A control set A.11. discusses Media 
safeguarding. 

7.1.7 Personnel Security (PS) 

Organizations are required to make sure that employees that have positions of respon-
sibility are trustworthy, this includes individuals from services providers and third-
party organizations. These individuals are subject to a security criterion for those 
positions of responsibility. The organization is also responsible for safeguarding 
their information and information systems when personnel leave the organization 
or gets a transfer. They must also establish and implement a set procedures and 
security policies for formally sanctioning personnel that fails in complying with the 
organization policies. 

7.1.8 Physical and Environmental Protection (PE) 

Organizations are required to restrict access to individuals and only allow autho-
rized users accessing the physical information systems. They must safeguard the 
physical information system’s infrastructure, offering information system support 
and safeguard the physical information systems from hazards from the environment. 
They are also responsible for implementing an adequate environment control where 
information systems reside. 

7.1.9 Risk Assessment (RA) 

Organizations are responsible in assessing the risk periodically to their operations, 
assets and users. They must also access risk to processes, storage and information that 
are transmitted. The risk assessment is a primary section of ISO 27001 in Information 
Security Management System. 

7.1.10 Security Assessment (SA) 

Organizations are required to provide the necessary resources to effectively safeguard 
their information systems. They must also implement a system development cycle 
framework that permits the incorporation of properties of information security. Make
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sure that third party providers are using the correct security mechanisms to safeguard 
organizations information. 

7.1.11 System and Communications Protection (SC) 

Organizations are responsible for monitoring, controlling, and protecting their trans-
mitted information, The organization must, use architectural designs, software 
development methods and engineering principles to promote an adequate, effective 
information security system for their information systems. 

7.1.12 System and Information Integrity (SI) 

Organizations are responsible for identifying, reporting, and correcting the infor-
mation and inconsistencies in the information system within a time frame. Offer 
safeguarding against malicious coding in adequate places. They are responsible for 
monitoring of the information system alerts taking the required steps to deal with 
them. 

7.1.13 Extra Three Domains 

Three more domains have been included to the 14 domains that belongs to NIST SP 
800-171. This domain that has been included area requirement for higher certification 
levels, ranging from level two and to the upper levels. The following are the new 
controls. 

• Asset Management 

The Asset Management domain provides 14 more controls. These controls are 
concerned in creating, protecting, and reviewing of the logs. As the maturity level 
progresses from level two to level five, the controls expand in sophistication and log 
monitoring frequency. Organizations seeking certifications must review audit logs 
at level two, while in level four reviewing audit logs must be automated. There are 
mapping between these controls and the controls from the framework ISO 27001 
Annex A, specially controls A.12.4 and including controls such as SI-11 and RA-5 
in NIST SP 800-53 Rev.4. 

• Situation Awareness 

The situation awareness domain contains 3 controls, the first control is found at level 
3 the other two controls are found at level 4. These controls are focused on hunting 
threats. They provide a control to share information in forums such as US-Cert 
found in level 3. In level 4, Hunting capabilities are required for detecting, tracking, 
and disrupting advanced persistent threats that evades controls. Even though, the
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NIST SP 800-53 Rev.4 does not have a domain for Situation Awareness, there is one 
domain for system information and integrity that provides various controls referring 
to Situation Awareness. 

• Recovery 

The recovery domain is required to have 4 new controls that is focused on backup 
requirements. Requirements for backup at different stages are defined by the scope, 
availability and resiliency, those requirements are the same as the publications of 
NIST SP 800-53 Rev.4 CP-9 and ISO 27001 Annex A 12.3. 

8 Ethical and Legal Aspects 

One of the most important aspects of this research is to evaluate and identify how 
collected data from secondary sources are used and processed. It is a main concern 
for the researcher to comply with data protection principles by adhering to the data 
protection act 2018 (Data protection, 2018) which states that the information should 
be used fairly, lawfully, and transparently. The collected information must be used 
adequately, it should also be used for specific and explicit purposes and that it should 
be destroyed once it has served its purpose. This research also abides to GDPR 
guidelines [28] which relates to data protection principles, rights, and obligations to 
businesses and organizations. 

Considerations must be made when performing quantitative research in an ethical 
form. In this research an ethical practise is carried out, following the code of conducts 
that also governs a professional practice. The ethical issues when carrying a research 
project involves the researcher and any participants involved. Research participants 
can pose a significant ethical issue in dealing with collecting data, obtaining consent 
for data use, seeking sensitive information, causing harm to participants, and main-
taining confidentiality. The researcher can also pose an ethical concern if an appro-
priate research methodology is not used, inaccurate reporting, and incorrect use of 
information. It is then essential to examine that no unethical practise is performed 
while carrying out this research [29]. 

There are other ethical issues and the implications when collecting data form 
secondary sources such as plagiarism [29]. It would be unethical to claim someone 
else’s work as being your own. In this research all data sources have been cited 
down correctly using the appropriate Harvard styling. Data Collection is a primary 
part used in this research as for understanding the raising of Ransomware attacks on 
education institutions, written consent was obtained from an institution which carried 
out research on ransomware attacks, as well as data gathered from hackmargeddon 
research site. This data will be presented using the same format and context without 
any changes, as modification would lead to a different interpretation of the original 
collected data and resulting in an unethical practise [29]. Ranjit [29] also explains 
that it is essential to avoid disclosing data sources. It can only be disclosed with the
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consent given by the author, this is to protect the identity of participants or institutions. 
Disclosing information about the source without permission is considered unethical. 

9 Critical Discussions 

This investigation intended to find out if there really was a significant change in the 
increasing ransomware attacks, by using 0.05 as the alpha, this study could determine 
that there isn’t a significant change, even though there were small differences in 
means. An alternative procedure would be to use an alpha of 0.40, this percentage 
will provide better results allowing the rejection region to be larger and thus allowing 
the p-values fall into the critical region. 

The result of this study reflects that even thought there were not significant, it 
does show that ransomware attacks have been on the rise already, and the pandemic 
did not contribute or caused an increase of ransomware attacks against the education 
sector, to the contrary ransomware attacks have been arising from 2017. 

This study suggests that most of the education establishments that were hit by 
ransomware attacks did not have an effective information security, risk management 
and control programs, further to this the lack of user awareness programs and appro-
priate defence mechanisms to detect and deter threats. Poor IT governance and a 
low budged for IT resources have also been a major factor for education institutions 
that are already struggling to meet the criteria for data protection. After conducting 
the investigation of ransomware attacks against the education sector is evident that a 
Framework such as the CMMC must be implemented to benchmark the organization 
risk maturity, make improvements, and establish a basic cyber hygiene level and 
progressively continue to level 5. 

This investigation concludes the following about the hypothesis testing conducted 
on the study 1 University of temple data set. 

A sample t test was used to measure and compare the means of the sample dataset 
1 against the means of dataset 2. Using the means of dataset 1 as test value 4.50, the 
sample t test is conducted on dataset 2, and found the following significant difference 
(t (10) = 173, p = 0.433) including the means difference of 0.136 between dataset 
1 and dataset two. 

The results indicates that p = 0.433 is greater than 0.05, and that the null hypoth-
esis cannot be rejected, even though, the null hypothesis has not been proven to be 
correct. It can’t be stated that there was no difference in means between the two 
datasets because of the p value is 0.433. It has also not been demonstrated that the 
null hypothesis is true but have concluded that the evidence is not strong enough 
to disprove it. Using the Normal distribution in the study 1 of Temple University 
dataset 1, this study determines that the p value 0.433 does not fall into the rejection 
region, where the null hypothesis is rejected. This result means that 0.433 > 0.05 and 
according to the hypothesis rule, (Reject H0 if P-value ≤ α and do not reject H0 if 
P-value > α) the study draws the conclusion that the null hypothesis is to be accepted 
because 0.433 > 0.05.
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Conclusion on Study 1 

Drawing Conclusions on Study 1 

Study 1. University of temple dataset 1 

Ho null 
hypothesis 

There isn’t a significant increase of ransomware attacks against 
education sector in 2020 compared to 2019 

Accepted 

Ha alternative 
hypothesis 

There is a significant increase of ransomware attacks against 
education sector in 2020 compared to 2019 

Rejected 

This investigation concludes the following about the hypothesis testing conducted 
on the study 2 Hackmargeddon datasets. 

A sample t test was conducted for the hypothesis testing, its purpose was to 
measure and compare the means of the sample dataset A against the means of dataset 
B. Using the means of dataset 1 as test value 6.75, the sample t test is conducted on 
dataset B, and found the following significant difference (t (8) = 0.928, p = 0.190) 
including the means difference of 0.136 between dataset A and dataset B. 

The results indicates that p = 0.190 is greater than 0.05, and that the null hypoth-
esis cannot be rejected, even though, the null hypothesis has not been proven to be 
correct. It can’t be stated that there was no difference in means between the two 
datasets because of the p value is 0.190. It has also not been demonstrated that the 
null hypothesis is true but have concluded that the evidence is not strong enough 
to disprove it. Using the Normal distribution in the study 1 of Temple University 
dataset 1, this study determines that the p value 0.190 does not fall into the rejection 
region, where the null hypothesis is rejected. This result means that 0.190 > 0.05 and 
according to the hypothesis rule, (Reject H0 if P-value ≤ α and do not reject H0 if 
P-value > α) the study draws the conclusion that the null hypothesis is to be accepted 
because 0.190 > 0.05.
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Conclusion on Study 1 

Study 2. Hackmargeddon 1 

Ho null 
hypothesis 

There isn’t a significant increase of ransomware attacks against 
education sector in 2020 compared to 2019 

Accepted 

Ha alternative 
hypothesis 

There is a significant increase of ransomware attacks against 
education sector in 2020 compared to 2019 

Rejected 

Summary of findings 

• A 4.50 mean ransomware attacks in 2019 found in Study 1 
• A 4.64 mean ransomware attacks in 2020 found in Study 1 
• A maximum of 14 attacks were found in a year from study 1 in 2019 
• A total of 45 ransomware attacks occurred in 2019 found in study 1 
• A maximum of 9 attacks were found in a year from study 1 in 2020 
• A total of 51 ransomware attacks occurred in 2020found in study 1 
• A 6.75 mean ransomware attacks in 2019 found in Study 2 
• A 8.44 mean ransomware attacks in 2020 found in Study 2 
• A maximum of 14 attacks were found in a year from study 2 in 2019 
• A maximum of 17 attacks were found in a year from study 2 in 2020 
• A total of 54 ransomware attacks occurred in 2019 found in study 2 
• A total of 76 ransomware attacks occurred in 2019 found in study 2. 

The CMMC was designed for the supply chain contractors that have direct 
access to government intellectual property. The Cybersecurity Maturity Certifica-
tions Provides a framework for implementing policies and practises for organiza-
tions from the Defence Industry Base. A cybersecurity Maturity Model should be 
the cornerstone for any organization. Establishing a benchmark where an organiza-
tion can assess internal or external processes using policies and using the ISO 27001 
and NIST standards. As the CMMC is based on ISO 27001 and NIST frameworks, 
it has a rigorous implementation. Organizations must use basic cyber hygiene that 
includes system security, password hygiene, and antiviruses. As well as using secu-
rity defence mechanisms for detecting and mitigating threats and carryout out audits 
to identify and fix possible risks or gaps. 

Conclusions 

Research studies on ransomware attacks against the education sector have been 
conducted and have shown that education industries are the primary target for 
cyber criminals, hacktivists, and cyber espionage. The global pandemic demanded 
that people remotely and education institutions had to deliver remote learning to 
students. Cyber organizations took this opportunity to hit Education establishments 
with ransomware attacks, encrypting systems demanding a ransom payment for 
decryption. Seeking to steal research material such as intellectual property (IP), sensi-
tive information and trade secrets by exploiting the organization vulnerable systems 
and hitting critical infrastructure. Often, the organizations impacted by ransomware
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lacked a well-established Cybersecurity Maturity Framework and defence mecha-
nisms. Cyber criminals often Extract and leak sensitive data over to the dark web. 
Cyber threat actors exploited fear and used the unstable economy and social condi-
tions to perform Ransomware Campaigns to generate profits and disrupt business 
functions This ransomware cyber-attack had a huge impact on many public and 
private organizations, this is the main reason this investigation is conducted to find 
out the impacts of ransomware campaigns. 

Organizations such as educational establishments should consider using a CMMC 
framework, even though the CMMC was developed for government contractors, 
they primary objective of CMMC is preserving and protecting Intellectual Property 
(IP). Similarly, education establishments contain Intellectual Property material that 
requires to be protected according to the data protection act 2018. The CMMC 
is the best framework for education institutions since its based in ISO and NIST 
standards, its policies provide guidance when developing their information security, 
risk management and control programs. 
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Abstract A higher education system needs to ensure its teaching process and mate-
rials are aligned with the graduate employment market needs and expectations. If a 
university has built trust in the industry, it would be more likely to have its gradu-
ates to find suitable relevant jobs in the market. As a result, this will have positive 
feedback to absorb better students to select the desired university as their first choice 
to study; consequently, the university’s reputation will improve. In this research, a 
novel prototype has been suggested to support strategic decision-making in academic 
curriculum planning based on the university’s ‘business-focus’ vision. To achieve the 
aim, the CRISP-DM model was used, and different Python libraries were applied for 
scraping data, creating a dataset, data preparation, and weighting keyword technolo-
gies depending on the most demanded skills. A job dataset was created by scraping 
job descriptions from social media. In this research, the skills, gathered from Stack 
Overflow’s survey, were counted in job descriptions and the most popular skills were 
identified. Finally, the job dataset was categorised based on the top-ranked skills. 
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1 Introduction 

The main aim of this research is to apply data science technologies in strategic 
decision-making. The strategic decision-making, here, is to select the most important 
technical skill modules in ‘Big Data and Data Science Technology’ and to find the 
most relevant courses to support them. A higher education system as an organisation 
needs to make strategic formulations to improve its performance [4]. 

Responding timely and appropriately to changes is always a main challenge in 
strategic decision-making. To manage this, first, the effective parameters should be 
determined, and second, they should be included in the decision-making process. In 
this regard, six digital age characteristics were illustrated by [40]: 

1. Interconnectedness, 
2. Diminishing time lag and abundance of information, 
3. Increased transparency and complexity, 
4. Hierarchy removal and dissolvent of personal barriers, 
5. Decision enabler and integrity enhancing, 
6. Humanising effect. 

Among these characteristics, the ‘decision enabler’ hints completely at decision-
making in the digital age [9, 19], and its effect on strategic decisions in companies’ 
boards [6]. 

In the digital age, strategic decisions are mainly depending on the information. 
Some research emphasise the role of information and exhibits how executives accent 
using rationality methods to make decisions depending on gathering and analysing 
information on the internet has become the ‘common practice’ [20]. 

Higher education systems are not exceptions in the digital age. As part of strategic 
decision-making, course designs are changing. Higher education is under increasing 
social and economic pressure to provide a wider range of skills and knowledge to 
cope with ‘super complex age’ requirements [46]. Unlike traditional engineering 
courses such as those of civil engineering and mechanical engineering which have 
experienced little changes over decades, the digital age sciences such as big data 
and data science have just been revolutionised during the last few years, and yet the 
larger changes are to come every year. 

To design courses, [46] investigated different gaps such as the gap between recall 
and understanding, the gap between understanding and having skills to practise, 
the gap between skills and actually wanting to use them, the gap between wanting 
to use and actually doing, and at last the gap between actual using the skills and 
changing. All these gaps are through the learning and teaching system, however, 
this research aim is to concentrate on the gap at a higher strategic level between job 
market requirements and higher education teaching materials. For this purpose, the 
data from job-posting websites and professional networks were used and analysed 
to suggest what was the domain’s desired qualifications of the graduates in the data 
science field. This information would enable the pedagogical planners to select and 
adopt updated modules with course contents to train students with the actual job 
markets’ requirements.
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2 Literature Review 

In the digital age, information overload is a challenge that lots of organisations are 
faced. What is important today is how to relate data which is close to personal desire 
and identify solutions based on the recommendation systems that the AI and its 
algorithms will produce [39]. In order to carry out strategic decision-making, today 
AI systems provide recommendations that can be supportive of information overload 
[60]. 

Content-Based, Knowledge-Based, Collaborative-Filtering (CF), and Hybrid are 
the four main classified techniques in recommendation systems. Content-based 
recommenders are based on users’ behaviours from the past and allow them to profile 
the data and recommend new products depending on the similarities of the user’s 
profile [2]. Therefore, access to users’ profiles such as LinkedIn and other web pages 
can enhance this method. Collaborative Filtering methods are based on similarity 
demands among similar users. Netflix has one of the most well-known models that 
applies CF-based scenarios [8]. Knowledge-based recommenders are applied when 
the items are used rarely, or they are not related to each other. They use clear knowl-
edge about business rules, items, and users to reach user interests and profile them. 
For example, they are applied to complicated scenarios like in writing policies [48]. 
However, today, the common use of a hybrid of the three methods above can cover 
the weaknesses of each technique by using of other’s strengths [15, 83]. 

2.1 Higher Education Recommendation Systems 

Recommendation systems are used in higher education for different purposes. While 
some research tries to use them to suggest students in university environment to select 
courses depends on different criteria such as time, grades, and interest scores [49], 
other apply a recommendation system to help students finding right universities by 
personal preferences and needs [28]. 

Guruge et al. [35] have conducted a systematic based review of articles on recom-
mendation systems for courses in higher education. Most of them concentrate on 
to recommend university courses to new students. The authors demonstrate a rising 
trends in popularities of applying data mining in these recommendation systems. 
One of the challenges is using different synonyms in documents. To tackle this 
problem, some researchers cluster the texts by K-means and compare contents. For 
example, Wang et al. [78, 80] created a framework called Demandaware Collabo-
rative Bayesian Variational Network to recommend employers different employee 
training packages. These views can be suggested to apply for customer focus strategy 
suggested in conclusion of this research for elevating student employability score.
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2.2 Job Requirements and Experts’ Profile Data 

Social media is the main resource of text that can be extracted from profiles for 
analysis of data [25, 35]. For example, in LinkedIn, a 35 k skill-taxonomy has 
been built and used to measure the job requirement similarity of applicant profiles 
[44]. In business sphere, also there are Automatic ranking systems for recruiters 
to evaluate resumes/CVs with jobs requirements. For instance, LinkedIn using 
semantic matching analysis to rank applicants for advertised jobs. Skill taxonomy 
allows comparing applicant profiles with skills in job description [29]. However, for 
more complicated skills, the similarity between skills and profiles is determined by 
applying the node distance, such as distances among the lowest common predecessor 
in the skill taxonomy. New NLP techniques suggest features to improve this method: 
matching a CV to occupation [51], applying word embeddings (Word2Vec) [30], and 
integrate a graph of knowledge with BERT to know which candidates are suitable 
by CVs’ corpus [78, 80]. 

The main disadvantages of building taxonomy are firstly, due to the cost implica-
tion because of human experts and time-consuming steps that it takes to create and 
maintain. The second, because of continuously changing in live environment, they 
are exposed to out-dated quickly [26]. Therefore, a lot of new attempts on analysing 
social media data are concentrated on other three main alternative analysis. The first 
category is a semantic method built on ontologies to distinguish job components 
such as skills [41, 68]. The second way is text mining and using machine learning to 
analyse online job postings to make classification for job skills by using embedding 
techniques such as doc2vec, and word2vec [22], or Topic Modelling techniques such 
as LDA [21, 22]. Also, it is possible to apply SVM, Random Forest, and Logistic 
Regression [12, 13]. The third one, some papers focused on applying clustering on 
what they mined from texts to calculate skill similarity measures in jobs [26, 81]. 
For building skill vectors, Bag of Words, and Embedding techniques are used. After-
wards, clustering techniques like K-Means are applied to understand the relation 
structure between jobs and skills [26]. As an applicable example, [14] suggested 
a skill scanner in order to the find common skills and missing skills among CVs, 
academic courses, and job posts. It is supposed these three branches are like a triangle 
and the common thing among them is skills (Fig. 1).

2.3 Recommendation Systems Techniques 

For learning materials, content-based recommenders suggest items which have 
similar contents with learners’ backgrounds records [47]. It has a process which firstly 
content profiles of items are created. Items such as learning objects and learning mate-
rials are normally unstructured data. Term Frequency-Inverse Document Frequency 
(TF-IDF) illustrate them by words and weighted them by vector space model [79]. 
On the other hand, there is structured data such as learning activities. Attributes are
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Fig. 1 Skill scanner 
framework

applied to illustrate these structured data. These attributes can include categories, 
lectures, pre-requisites and similar pedagogic methods, and in complex relations 
among materials, hierarchical trees or attribute vectors are applied. In the second step, 
profiles are made for learners as users of these recommendation systems depending on 
their historical record. In these records learners’ educational backgrounds, their skill 
demands and so on are gathered in the profile. In the last step, the recommendation 
system calculates the similarities and matches the two category profiles of items and 
learners. The content-based recommendation methods contain popular techniques 
such as semantic-based, Attribute-based, and Query-based recommendations. 

Traditional Semantic-based for extracting items, uses bag-of-words and calculate 
similarities by Jaccard, or cosine [57]. The advantages of these methods are their 
practicality, ease of deployment, and their fast output, however they cannot consider 
sequence relationship of words [52]. However, when talk about personalising student 
learning, developing techniques of word embedding enables latent vectors to repre-
sent texts. This can make items flexibly integrated into the end to end NN with binary 
classification to illustrate users’ opinion (like/dislike) [18]. For example, to recom-
mend learning material, [67] applied CNN for multimedia texts while Ye et al. [82] 
used skip-gram model to represent words and concepts in the courses as well as an 
encyclopaedia. Then their recommendation system calculated cosine similarity. 

After building learners’ profile with their historical records, both items as well as 
learners need to handle tree-structured data. Learner’s tree is helpful to make their 
dynamic preference model on multiple-attributes [62]. To employ this for the job, 
the simple job description analysis is not precise because it has not enough infor-
mation about details. Therefore, it was suggested in the conclusion of this research 
to use internship reports for analysis. They can be a good resource to create the 
similar tree-attributes for skills needed in job market and would be a basis for 
learning recommendations to elevate employability score of students in customer 
focus system.
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The Query-based recommender systems are built upon users’ search. As users 
search keywords of their interests through these webpages, recommendation systems 
treat them as users’ profiles [79]. Then, they calculate similarities between user’s 
profile and item profiles. In the end, the ranked item list is the output. If the system 
wants to personalise queries, it should consider the user’s personal profile as well as 
queries [45]. 

The query-based recommendation has some advantages. First, they illustrate the 
current needs of the users, and secondly, they enable recommendation systems to 
recommend by combining the queries and the users’ profiles records [16]. It should be 
considered that because of the lack of domain and industry’s knowledge, sometimes 
learners use wrong keywords in their search which can lead to unrelated recommend 
results. This usually occur when a learner is interested in a new area. To solve this 
issue, a query refinement can be helpful for learners to generate more accurate query 
[7, 71]. Mbipom et al. [50] suggested recommendation systems first extract concepts 
in educational materials by the use of encyclopaedia, and then start matching the 
query’s similarities with the concepts. At last, the created concept terms beside users’ 
query are applied to match with educational materials and make a recommendation. 

The other way to understand better what users’ needs is using interact bot systems 
to chat with them and catch the more accurate preferences [69]. Also, [75] suggested 
an emotion-based recommender system in which learners can type in a chat-room and 
the system can detect negative emotions. For these occasions, an emotion regulation 
become activated to recommend depressed learners some strategies to solve their 
issues. These kind of usage of analysing chat box can display the importance of using 
information from entities like ‘Ask4Help’ in universities or promote them to make 
platforms for classmates. Students of course, are free to use other platforms such as 
WhatsApp or other social media platforms, however, this should be discouraged so 
that universities can access students’ peer-query for further improvements. 

The Collaborative Filtering-Based Method is the second main techniques based 
on past product ratings [43]. It could be an explicit score such as 1–5, or implicit 
feedback, such as views, and clicks on an item. These feedbacks are also applicable 
for eLearning materials [11]. The main task of recommendation systems in this 
technique is finding similar users and find what the target user did not consume 
while they may interest in it depending on the similar users’ experience [10]. The 
important point of CF-based in eLearning is that the context greatly affects users’ 
choices [63]. Two types of CF based techniques applicable in eLearning are Deep 
CF-based and context-aware. 

Context is the situation influences in interaction the system and a user. It can be a 
location, atmosphere, or other users [24]. For a learner, the context information can 
be their background knowledge, learning goals, place, skills, emotions, and social 
communication and so on. Many recommendation systems are able to gather, and 
analyse this information to predict learners’ preference [5]. Clustering learners is 
measured to calculate similarities by geographical information (location), mobile or 
laptop (device) [34], and their progress in learning [53]. Learners’ emotion evolution 
as a context information is monitored during learning periods with brainwave, heart 
rate, blood pressure, and skin conductance [65].
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The results show the system can recommend more precisely by being aware of 
learners’ emotion and improve their performance. Isinkaye et al. [73] used clicks, 
bookmarks, views, and other browsing interactions to profile preferences of learners. 
To make better social relationship, skills and trust evaluation were applicable for 
formation of classes [23], while other research modelled social relationship by 
detecting learners’ preferences in community structure and their influence as their 
closeness with other learners in the community [38]. Some eLearning recommen-
dation systems permit learners to share their assignment and ask questions [59], 
augment tags [42] to use the knowledge discussions and social interactions among 
students and tutors to elevate the recommendations’ performance. 

On the other hand, deep learning has outstanding effect on the CF-based recom-
mendation system [84]. CNN’s performances were excellent to detect emotions from 
learners’ facial expression. This can show their potential for applying in eLearning 
recommendation systems [72]. Also, RNNs in sequential interactions among items 
and learners are suitable as well as arranging pedagogical relations among items. 
For example, recommending learning problem step sequences from the basic levels 
to advance to extract learning path is applicable by RNN. It uses a trial-and-error in 
the process of problem-solving for each clustered learners’ group. Created learning 
path is helpful for recommending learning resources [85]. It seems for developing 
smart eLearning, deep learning methods plays a key role [17]. 

Knowledge-based recommenders are used where there are not enough users’ 
rating and items contain complex knowledge. They are applicable in eLearning as 
the pedagogical relationship complexity [74]. The most advantages of knowledge-
based recommenders are lacking cold-start, or data sparsity, however, they need 
pre-defined structures of knowledge like ontology. To enrich ontologies and make 
the recommendation systems more practical, new concepts which were unavailable 
previously in the ontology would be added by modelling users’ queries [33]. 

Concepts of linguistic terms have sometimes uncertain relationship; to deal with 
this uncertainty, fuzzy ontology is suggested. For example, it is proposed, in that 
learner profiling describes their relationship with concepts [31]. As the limitation of 
pre-defining ontology, it can substitute with self-organisation theory to formalise the 
relation of learners or items. For example, [77] modelled learning objects (LO), with 
LO attribute similarity, LO state, LO quality and learners’ preferences. Moreover, the 
other research calculated the relationship of learners by similarity in their profiles, 
knowledge credits, and followers [76]. In later attempts, a multidimensional graph 
for knowledge with six relations of learner need’s kinds was substituted for ontology 
of LOs [66]. 

3 Research Methodology 

The research philosophy applied in this research is positivism. In this research the 
aim is to gather a large amount of data from social media about real job postings and 
then, by comparing the words with a taxonomy of technical skills, make insight for
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further decisions by the statistical results. In the second part of the research using 
NLP analysis, containing vectorising words and finding the similarities and sorting 
depending on scores, the recommended courses are suggested. With this in mind the 
research approach is inductive. The most important difference between inductive and 
deductive research is the starting point. While inductive research starts with empirical 
observation, the deductive approach starts with theory. In this research, at the first 
step, data gathering from social media was conducted. After analysing data, some 
were reached some patterns, and by progressing tentative hypothesis, the result as 
the theory was drawn. 

The strategy for this research is a case study of a data science course at a UK 
University. By narrowing it down, it is possible to formulate a prototype of a decision 
enabler and in further research use this as a pilot. 

In this problem-solving study, some important parts of the domain needs to make 
strategic decision making. Also, the key element of making a good decision is 
possessing high-quality information. Therefore, this research aim to apply new tech-
nology of data science to enhance management decisions. A combination of primary 
and secondary data was used, and quantitative data was extracted from primary, qual-
itative, and unstructured data to create recommendations to use in domain strategic 
decision-making. 

The methods is to collect large sampling data from social media, and NLP analysis. 

3.1 Data Science Model 

The Cross Industry Standard Process for Data Mining (CRISP_DM) is a method for 
applying data science technology in domains and industries. This model suggests six 
phases to apply data science projects in any domain [37]. 

3.1.1 Business Understanding 

Universities and higher education systems were dedicated domains in this research. 
It was supposed that universities’ vision was to qualify students for highly disci-
plined related jobs. To get a strategic decision making, different strategic planning 
analyses were applied such as SWOT, issue-based, Balanced Scorecards etc. to get 
a comprehensive perspective. Balanced Scorecard (BSC) is one of the popular and 
up to date using a strategy which just google scholar showed 9440 articles in 2022. 

BSC was selected as a basis for this research because it provides transparency 
indicates the domain’s value-added, and displays its performance for four main 
customers, internal process, finance, and learning and growth perspectives [32]. 

What was focused on in this chapter is the internal process perspective. It 
is assumed that customer focus can be a part of the leadership transformation
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programme to bring universities to the core of the digital age. Customer perspec-
tive can apply recommendation systems widely to personalise teaching to students 
and control their development depending on their score on employability. 

This research aim to improve universities’ internal processes to service students 
to be qualified. By narrowing down, education systems should take towards their 
customer-oriented decision making which is supposed ‘do right things right’ [55, 
58]. To get effective success in projects, not only projects should be conducted in the 
right way, but also, they should align with the right strategic direction. 

3.1.2 Data Understanding 

Data understanding is the second phase of CRSP-DM which discusses the initiative 
data. 

The first data related to the first objective was about job posts on a professional 
network website. LinkedIn was called ‘the most widely used professional SNW’ [3]. 

The starting point was an initiative dataset gathered by using Octaparse website 
(https://www.octoparse.com/) from LinkedIn. The reason for using this website was 
the rules it obeyed to scrape data. For example, it gets time spent for each scrape 
to avoid over-pressure on the target website. It could help to gather the links to job 
posts. 

The only applicable data from this gathered dataset was the job description links. 
In this stage, data gathering mainly depended on scraping data from the links. By 
using python libraries and scraping techniques it is possible to extract data from the 
internet. There was a trial and failed attempts to reach the purpose. 

The second part of the gathering date was related to the second objective of this 
research which aimed to obtain data from a professional network. Stack Overflow, 
which is ‘one of the most popular’ communities named as the ‘primary source’ 
for data scientists and developers [54, 64]. This was selected as a reference of a 
professional network. Stack [70] has surveyed over 70,000 responses from experts 
and investigated which skills were used and desired for them. 

Although this survey was not dedicated to data scientists, it was a good reference to 
have an expanded taxonomy of technical skills. The gross 184-word list of keywords 
was extracted from this survey, and the dictionary was completed with miscellaneous 
resources. 

The last data initiative used in this research is to gather a dataset related to 
elearning data science courses. What was used in this part was related to a public 
domain dataset in Kaggle [61]. This could be considered as a complete dataset from 
all Udemy courses from the first until to date of publication. It possesses a 2790 
Course dataset containing titles, descriptions, and URLs, its rating, reviews, dura-
tion, lecturers, course level, and instructors. The most important features considered 
were the popularity of Udemy as the largest market for e-learning [27], and it is 
‘the most popular online course’ according to the Stack Overflow survey (2022). 
An acceptable volume of eLearning data science courses containing data description

https://www.octoparse.com/
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and rating for recommendation systems contained-based and collaborative filtering 
respectively. 

3.1.3 Data Preparation 

For the first stage of data preparation following points were observed: 

1. Omitting any duplication of elements in the list. 
2. Lowercase all words. 
3. Select the bullet points of the job description to reduce the volume of unnecessary 

data for analysis. 
4. NLP preparation for job bullets: NLP pipeline is designed to tokenise, lowercase, 

remove duplicates, and clean ineffective words in job bullets such as stop words, 
numbers, punctuations and so on. 

In the second analysis stage, job descriptions depending on the most popular skills 
and course recommendations were categorise as follow: 

1. Categorising job posts and extracting all job description bullets containing special 
technology. 

2. Put the categorised jobs’ description bullets as a cell in the list of course 
descriptions. 

3. NLP pipeline was used for categorised job description bullets and course 
descriptions. 

4. In this set of analyses as it is necessary for NLP analysis, words were converted 
to vectors by TF-IDF methods. 

5. For the further step in the collaborative filtering recommendation system, the 
rating and review attributes of the eLearning dataset were used. 

After completing all parts, the hybrid recommendation system was tested. 

3.1.4 Modelling 

To find the most popular techniques, it is necessary to weigh skills depending on 
job posts for further processing. For this, keywords were weighted by counting their 
repetition among jobs, and then, their percentages are calculated as an explanatory 
factor to help decision-makers. Analysing data creates quantitative data from the first 
qualitative extracted data, and it helps to understand more about the importance of 
each technology. 

Among the different methods for recommendation discussed in the literature 
review, a hybrid recommendation system of content-based and collaborative filtering 
(CF) was applied. In this research, the focus will be on understanding the market 
demands by analysing data from job posts (content-based); however, it enhanced by 
CF for selecting its final top ranking. It could help decision-makers to consider the 
satisfaction of users of learning materials.
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For the content-based, the TF-IDF mentioned in the literature review was selected 
because it is a fast method. Also, it was not necessary to use other complicated 
vectorising word methods, as in this project the taxonomy of skills was used. The 
vectorised words were used to create cosine similarities, and the similarity score 
of course descriptions with categorised job description bullets were calculated and 
sorted descending. The top ten courses with the highest similarity scores were 
selected for collaborative filtering. 

In collaborative filtering, there are three main factors of similarity of users, the 
average rate, and the number of reviewers. As all courses related to data science, it 
can be assumed that all users were interested in the same subject, and therefore this 
factor was omitted. The other two important parameters of rating (score from 1 to 
five) and the number of people who voted (reviews) were combined depending on 
the normalised formulation and were used to resort to the top ten high-scored courses 
in the prior stage. 

It is not difficult to realise the fact that to rank social media content neither only user 
rating is enough nor only the count of views or reviews because a high rating based 
on few rates may be unreliable or even fake, and also a high number of counts can be 
a result of advertisements and being seen while the content may not have been liked. 
Therefore, a wise combination of these two important categories is necessary. One 
scientific approach in mathematics and statistics to achieve the goal is to normalise 
the numerical features of elements of these different categories whose values can 
differ from one another by many orders of magnitude. For example, the ratings are 
commonly between 1 and 5 while the number of views or reviews can be different 
from zero for unseen content to thousands for viral content on the most popular 
social media. By normalising the values of each category, all numbers are adjusted 
and translated to a value between zero and one. Then, these different categories can 
be compared and/or combined. For example, to define a rational score including 
both important factors of rates and counts to rank the contents, one can easily make 
a (weighted) average of the normalised values of rates and counts and have a fair 
ranking. Then, for industries and businesses in which the best ranking is vital, more 
advanced personalised experimental formulas may be devised by professional experts 
who work in the company and have a practical insight into the data of the company. 

As part of the evaluation stage, we investigated whether the model met the criteria 
for business success. Then the evaluation was used in determining future steps or new 
projects depending on what was conducted in this research. Evaluation is described 
further in this chapter. 

4 Data Processing and Analysis 

The first step for this research was to gather primary data from social media. Although 
the Requests in python is faster, as it does not need to open and browse the web page 
for extracting web source, due to trial and error, the codes could not get a response 
from the URL [1]. There were several attempts to use Insomnia to get a response,
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and the necessary headers tried to extract from chrome by checking the inspection 
of the websites. However, requests did not respond and at last, by using Selenium 
it was possible to extract data. Selenium is an automotive system which uses web 
browsing [1, 36]. 

For finding related information, at first in the job search on LinkedIn the word 
‘data science’ was searched. Then, job description links of found jobs were extracted 
by Octaparse website. By applying BeautifulSoup, the bullets of job descriptions 
were extracted from them and put in the dataset. 1000 data science and 155 business 
intelligence jobs information were obtained. After gathering job description sources, 
by parsing data, all bullets were separated and saved in a new column. As a result, a 
dataset containing unstructured data about the bullet points of job posts was gathered. 

4.1 NLP Data Pre-processing 

Before any data analysis, it is necessary to pre-process the dataset and ensure there 
is high-quality data to process. In this research, as the data was words, the NLP 
pre-processing was applied to refine data and make its perform better by omitting 
ineffective words.

• The first step is investigating the missing values in the dataset.
• In the second step, the NLP pre-processing was executed. Omitting punctuations 

such as ‘!’, ‘.’, and ‘?’, as part of data cleansing in NLP.
• tokenising words created a list of words instead of a long string for each job 

description and make it possible to analyse words.
• Stop words are common words in English such as ‘the’, ‘a’, and ‘is’ and they 

have no effect on NLP analysis. Therefore, as part of data cleansing, they were 
omitted.

• Stemming is used to omit prefixes and suffixes. However, after using it, some 
words became incorrect. Therefore, it was rejected to apply.

• Lemmatising is another part of data pre-processing to change different kinds of 
words to their roots. For example, different tenses of verbs become the root mode. 
and

• at last, all words should have lowercase letters for further analysis. 

Through this data cleansing, the volume of processing data decreased by huge 
amounts without losing any useful and effective information. 

4.2 Data Analysis 

To conduct a meaningful taxonomy analysis, keywords play an important role. This 
was the reason that making a good taxonomy was valuable to spend a lot of investment 
in companies such as LinkedIn [44]. The important characteristic of data science
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technology is its dynamics skills, and the new technologies coming to the market 
every year. It means that the up-to-date taxonomy is vital to possess an acceptable 
result for this analysis. In this article, keywords are extracted from one of the most 
famous developers’ communities. Stack [70] has conducted a survey in which over 
70,000 developers contributed to give an insight into skills, attitudes and environment. 
By using this information, it is possible to guarantee the keywords are accurate and 
up to date. 184 keywords were gathered by this mean. 

By possessing a clean dataset, and taxonomy of keywords, the analysing of data 
was possible. all keywords were counted on how many times were applied in job 
posts, and to have more meaningful information, their percentages were calculated. 
The index is changed to a count column to make it more organised and resorted. 

By using seaborn and matplotlib libraries, it is possible to provide visualisation 
for results. 

The result of the data analysis is in Fig. 2. 
The question may be asked, what was the benefit of the taxonomies, while recom-

mendations were applied? Due to expansion and large changes in data and technolo-
gies, it is inevitable to use artificial intelligence and machine learning to analyse much 
more amount of data and get better results. However, the problem with these tech-
nologies is lack of explanatory, accountability, and finally trust, as the ML is complex 
algorithms. These ambiguities make strategic decisions for manager more comples. 
One way that can help to understand more about the outputs of recommendation 
systems and machine learning is to use taxonomy [56]. 

The first concept for creating a taxonomy was to scrape and use a dataset of data 
scientists’ profiles. It aimed to extract experience, knowledge, and skills that data 
scientists apply more in the real world. The problem to reach this purpose was that

Fig. 2 Diagram of the most popular skills 
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LinkedIn strongly against scraping its users’ profiles, and access to the profiles it 
is necessary to sign into the website. As signing into the website means accepting 
their terms and conditions and they have prohibited scraping their users’ profiles, it 
would ethically incorrect. Therefore, by changing the methodology, and using Stack 
Overflow survey the primary taxonomy was gained. 

This prototype project just weighted the taxonomy of technologies depending on 
their frequency of application in different job posts, and it could not distinguish the 
items. For example, Python and R, both are programming languages; Tableau and 
Power Bi are visualisation skills; and Azure and AWS are both cloud platforms. 

On the other hand, other parameters affect universities to select technologies. For 
example, for cloud platforms, maybe universities can compromise with a company 
to give better services to their students or give some services free of charge. 

When the result of this analysis is compared with some other University for 
example, packages like Python and Pandas, besides SQL are taught in the Applied 
Data Science Modules; AWS and Tableau are covered by Machine Learning on 
Cloud, and Big Data Analytics. However, there is a blank space for Microsoft features, 
especially Excel, which is the domain’s interest. 

There are some correlations between job posts and developers’ interests survey. 
For example, depending to Stack [70] Python and SQL were the most popular data 
science professionals and AWS were nearly double in popularity as Microsoft Azure 
in the top two cloud platforms. However, in libraries, the developers voted more for 
NumPy, rather than Pandas. 

To put it in context, this data analysis could help curriculum planners to be aware 
of job market demands on time, and depending on this vision, they could step firmly 
into the university’s strategic vision of being ‘business oriented’. 

4.3 Analytics Review of the Results 

One of the challenges in academic curriculum planning for modern fields such as 
data science is not only their changes but also their learning materials. Universities 
are interested in maintaining the academic theoretical disciplines besides teaching 
students the applications which help them be qualified for domain needs. 

The second step of cooperating with strategic decision-making in this research was 
to build a hybrid recommendation system to recommend courses which were more 
like what the job market demands and popular among the learners. For example, 
Udemy is an online course reference of 66% of 29,389 respondents in the Stack 
Overflow survey (2022). A dataset of all data science online courses of Udemy 
was introduced as the input. To display what was the result of recommendation 
systems, some of the selected skills which had the top weighted were examined by 
this recommendation system (Fig. 3).

All results were related to Python in data science and machine learning context. 
This can be the ideal result, as the job bullet related to data science occupations, was 
filtered by Python skills.
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Fig. 3 Python recommended courses

For Tableau (Fig. 4), the recommendation could find five courses that match with 
Tableau course. 

Five results are named SQL and MySQL in their title (Fig. 5). The other five 
courses possess SQL in their course descriptions.

Good results were owed to the changes in NLP pre-processing and new parsing. 
They are not only caused more accurate results in recommended courses but also 
considerably decreased computational volume. For example, the new parsing caused 
the length of filtered job bullets for Tableau reduced from 333,307 to 24,124.

Fig. 4 Tableau recommended courses 
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Fig. 5 SQL recommended courses

Also, Lemmatising and other NLP attempts such as omitting non-English courses 
decreased the similarity matrix size from 2791 * 8398 to 1950 * 3200. 

5 Conclusion 

This research is a good example of a strategic decision-making enabler in the digital 
age. It is a case study of curriculum planning for ‘Big Data and Data Science Tech-
nology’ at any given University using an NLP data analysis to achieve the business 
insight and prototype hybrid recommendation system to suggest supportive online 
courses related to modern popular skills. Although the context is strategic manage-
ment under whose umbrella the strategic planning, vision, and project strategic views 
such as ‘doing right things right’, Balanced Scored Strategy, gap analysis, finding 
alternatives and creating quantitative criteria to making decisions were used. The 
methodology and tools mainly include data science technologies such as social media 
data scraping, NLP analysis, and recommendation systems. 

Data scraping, dataset creation, data analysis and building a hybrid recommenda-
tion system were applied to assist the university in its internal processes (curriculum 
planning) based on the internal process aspect of the Balanced Scored Strategy.
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The Use of Virtual Learning 
Environments in Higher 
Education—Content, Community 
and Connectivism—Learning 
from Student Users 

Guy Brown and Carly Foster 

Abstract Whilst technology enhanced learning has been commonplace in Higher 
Education for many years, from January 2020 Higher Education Institutions (HEIs) 
were forced to rethink their delivery models as a result of the global Covid pandemic. 
Campuses closed and learners were channelled into existing remote learning tech-
nologies. HEIs who had invested in Virtual Learning Environments (VLEs) were 
well positioned to deliver high quality on-line education, however, what emerged 
was mixed practice and evidence many academic teams had under-utilised their 
VLE platforms and used them as little more than resource repositories. Those HEIs 
who had developed a clear technology enhanced learning strategy were better able to 
engage their leaners in immersive and social learning environments and indeed are 
now more likely better placed to progress towards greater use of artificial intelligence, 
machine learning and virtual reality. This chapter summarises key findings of a post 
Covid study to ascertain learner requirements of a virtual learning environment, and 
how such a learning platform can be best utilised to move from a content repository, 
to a structured ecosystem which provides learners with a central curriculum content, 
interactivity, collaboration, scaffold support and an opportunity to build a connected 
and engaged learning community. The findings of a small scale study of a single HEI 
suggests there are fourteen basic principles to encourage ongoing learner engage-
ment and immersion with a VL primarily relating to scaffolding, communication, 
relationship building and providing ease of access to wider learning resources and 
technologies. 
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1 Introduction 

Learners today are surrounded by computers, mobile devices and by the applica-
tions installed on them. As such these technologies and applications are shaping the 
ways learners think and behave [29]. In response, Higher Education Institutions 
(HEIs) are developing associated policies, pedagogy and practices which utilise 
digital connective technologies that support learner capabilities in the digital age 
[41]. 

Aşkar [10] suggests key digital advancements forcing HEIs to transform and adopt 
to the twenty-first century include the advancement of digital platforms enabling 
increased interaction and collaboration between and among instructors and learners 
of which Virtual Learning Environments (VLE) are one example. 

Virtual Learning Environments (VLE) are now commonplace across education 
environments providing access to education material and delivery on-line as and 
when learners need it. Indeed, Ferriman [21] defined a VLE as a flexible, effective, 
and inspiring way to deliver learning content that best suits the needs of students. 
Alves et al. [8] note such web based educational systems based are being used by an 
increasing number of universities, schools and companies, not only to incorporate 
web technology into their courses, but also to complement their traditional face-
to-face courses. They further suggest VLEs provide a set of tools which support 
the production and distribution of contents, communication, and the assessment of 
the teaching and learning process. Mogus et al. [36] expand the description of a 
VLE commenting they provide an on-line environment where students can review 
lecture notes, exercise notes, assignments, quizzes, questionnaires and other learning 
materials and prepare themselves for revision tests and examinations or develop 
project on certain subjects. Dale and Lane [19] also discuss the important role of 
online discussion within a VLE, allowing learners to engage in individual and group 
communication, with subsequent opportunity for lecturer or peer feedback. 

Molotsi [37] further notes in adopting a VLE, institutions are increasingly 
searching for a better means of delivering education for their students and provides 
the opportunity to assess, promote, and support new teaching and learning processes. 
Adding to the debate, Saykili [41] considers VLEs enable students to access learning 
through informal and enriched online learning platforms. 

Goldie [30] further consider VLEs can create an environment of interactive 
learning where learners can immerse themselves in a range of tutor provided 
resources and technologies in a single location which subsequently better connects 
them to their own learning and create opportunities for communities of practice with 
fellow learners and members of the teaching team. 

Kristóf and Tóth [33] provided a useful summary of key VLE benefits, including:

• access to course work from anywhere, at any time;
• effective time management;
• expanded worldview;
• asynchronous discussion with classmates;
• immediate feedback on tests, and
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• shopping digital skills. 

Furthermore, making the link between VLE engagement and student performance, 
Boulton et al. [12] additionally found that engagement with VLE activity is associated 
with high grades, albeit low activity does not necessarily imply low grades. 

Alves et al. [8], however, recognise VLEs have primarily been used for distri-
bution of content, messages and notices, with some online communication through 
discussion forums and chats. This suggests little progress has been made since earlier 
studies by Cosgrave et al. [16] and Risquez et al. [40] who concluded in their study 
of Irish learners, VLEs were most commonly used for content delivery, student 
communication, and enabling more flexible forms of learning access further noting 
it is widely considered academic staff do not use VLEs to their full potential citing 
issues of impact on classroom attendance as a key drivers for limited use. 

2 VLEs Types 

VLEs are online platforms which support the creation, delivery, and management of 
educational resources and activities. Indeed there are many VLE providers with the 
most common being Blackboard (BB), Moodle, Canvas, and Sakai, each with their 
unique features and capabilities [22]. Blackboard is one of the most widely used VLEs 
and provides a range of tools for course management, content delivery, and communi-
cation, including features such as gradebook, discussion forums, online assessments, 
and multimedia support. Similarly, Moodle is another popular VLE, which is an open-
source platform that provides customizable features such as content management, 
course administration, and social networking tools. Canvas, is a cloud-based VLE 
that offers a range of features such as course content management, learning analytics, 
and mobile accessibility. Sakai is another open-source VLE that offers features such 
as group collaboration, assessment tools, and content authoring [6]. 

Within Higher Education VLE adoption has become a strategic priority for insti-
tutions looking to improve their online teaching and learning capabilities. Further-
more, with the increasing use of artificial intelligence (AI) in education, institutions 
are exploring ways to integrate AI into their VLEs to enhance the student learning 
experience. Indeed, AI can play a crucial role in VLEs by providing personalized 
learning pathways, identifying areas of weakness, and offering recommendations for 
improvement. Additionally, AI can be used to dynamically link knowledge assess-
ments to VLEs, enabling students to receive immediate feedback on their learning 
progress and helping instructors to adapt their teaching strategies based on individual 
student needs. 

The pandemic has accelerated the adoption of VLEs, with institutions forced to 
shift to online teaching and learning almost overnight. The lessons learned from this 
experience are shaping the future development of VLEs, with institutions recognizing 
the need for more flexible and adaptive learning environments.
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VLEs of the future will likely feature enhanced AI capabilities, allowing for 
personalized learning experiences that are tailored to the needs of individual students. 
These VLEs may also integrate social learning tools, enabling students to collabo-
rate and engage in group work online. Additionally, VLEs may offer more immersive 
learning experiences through the use of augmented reality (AR) and virtual reality 
(VR) technologies such as the Metaverse. However, to ensure the successful adop-
tion of VLEs, institutions must address several key challenges, including providing 
adequate training for tutors and students, ensuring the quality of online learning 
experiences, and ensuring that VLEs are accessible to all students, including those 
with disabilities. 

3 AI and Analytics Driven Student Support and Teaching 

AI plays a vital part in VLEs and both AI and analytics are increasingly being inte-
grated into different teaching and student support practices. These tools provide an 
opportunity for institutions to improve their teaching and learning processes, enhance 
student engagement and performance, and provide personalized support to students 
[7], an example of this is how AI and analytics can also be used to enhance the 
teaching and learning experience. Indeed, the educational analytics framework [26] 
highlights the various ways that data can provide different roles within a univer-
sity with insights into how students are engaging. For course instructors, academic 
analytics facilitates an immersive personalised learning environment with insights 
into how students are engaging with course materials and assessments, enabling them 
to identify areas where students may be struggling and adjust their teaching approach 
accordingly (ibid). Furthermore, analytics can identify patterns in student behaviour 
such as low engagement with course content or repeated attempts at assessment 
questions, indicating a need for additional support or revision [27]. This additional 
targeted support can be provided by academic staff or central support teams however, 
whilst an systematic review found it to be successful in improving student outcomes, 
the underlying theory of change remains elusive [24]. 

AI can also be used to personalize the learning experience for individual students. 
As an example, Adaptive learning platforms can adjust the pace and difficulty of 
course content based on a student’s performance, enabling them to progress at a 
pace that is appropriate for their level of understanding. Additionally, AI can analyse 
student data such as their learning preferences and performance history to recommend 
personalized resources and activities that are tailored to their needs [7]. 

Institutions can also use AI and analytics to identify and support at-risk students. 
By analyzing data such as attendance records, course engagement, and assessment 
performance, institutions can identify students who may be struggling academically 
or socially [25]. This enables tutors and support staff to provide targeted support to 
these students, such as additional tutoring or counselling services. Another notable 
use is how AI and analytics can be used to dynamically link VLEs to knowledge 
assessments. For example, institutions can use AI to analyze student data and generate
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personalized feedback on their performance, highlighting areas where they may need 
additional support or revision. This can help to enhance the learning experience by 
providing students with immediate feedback on their progress and enabling them to 
identify areas where they may need to focus their attention [35]. 

Not only do analytics insights feed into the design and delivery of content via 
the VLE, defined as ‘embedded analytics’ [49], but data extracted from the VLE 
can also be used in third party apps, known as ‘extracted analytics’ (ibid.). Extracted 
analytics uses student-level data including those derived from granular VLE logins to 
play back meta information about students’ comparative engagement. Studies show 
that VLE data is useful to improve students’ engagement and enjoyment with their 
course by encouraging self-regulated learning although this can vary by subject and 
personality type with adoption ultimately far from being ubiquitous [23]. 

4 Machine Learning, SMS Messaging, and AI to Optimise 
Student Services and Support 

The use of machine learning, SMS messaging, and AI is also becoming increas-
ingly prevalent in optimising student services and support [15, 51]. Indeed, HEIs are 
leveraging these technologies to develop personalised and efficient ways of commu-
nicating with students, monitoring their progress, and providing support as such 
SMS messaging has been found to be an effective tool in student engagement and 
retention, and by integrating machine learning algorithms and AI chatbots, insti-
tutions can automate responses to frequently asked questions, such as enrolment 
deadlines or course schedules [15, 51]. Additionally, AI-powered virtual assistants 
can provide students with personalised support, such as academic advising or mental 
health counselling, without the need for face-to-face interactions. Machine learning 
algorithms can also be used to analyse student data, such as attendance records, 
assignment submissions, and exam results, to predict their performance and identify 
potential areas of improvement. These insights can be used by institutions to provide 
targeted interventions and support to students who are at risk of falling behind or 
dropping out. Moreover, AI-driven student support can be extended beyond academic 
matters to include career counselling and job placement services. Institutions can use 
machine learning algorithms to analyse job market trends and match students with 
job opportunities that fit their skills and career aspirations [15, 51]. 

Many HEIs, like commercial businesses are beginning to deploy blended and fully 
AI-based chatbots to support students by integrating with their VLEs. 

Indeed, the deployment of chatbots in HEIs has become increasingly popular in 
recent years. These chatbots, which use natural language processing and machine 
learning algorithms, can provide a range of services to students, such as answering 
frequently asked questions, helping with course registration, providing reminders 
about assignments and deadlines, and connecting students with appropriate support 
services [17, 42].
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In addition to providing general student support, chatbots can also integrate with 
VLEs to provide personalized learning experiences. One major advantage of using 
chatbots in student support and teaching is that they can provide immediate responses 
to student inquiries, reducing the need for students to wait for a response from a human 
support staff. This can lead to increased student satisfaction and engagement [42, 
50]. However, it is important for institutions to ensure that the chatbots are designed 
and implemented with student privacy and security in mind. Additionally, chatbots 
should be regularly evaluated and updated to ensure that they are providing accurate 
and helpful responses to students. 

Some institutions have even taken the use of chatbots a step further by integrating 
them with virtual assistants such as Amazon’s Alexa or Google Home, allowing 
students to access information hands-free through voice commands [50]. 

In addition to the use of AI-based chatbots, HEIs are also exploring other ways 
to use AI and machine learning to optimize student services and support. One such 
way is by enabling blended use cases that empower student service personnel with 
data and/or use pattern recognition to help students navigate key admissions, enrol-
ment, and course deadlines. Through the use of machine learning algorithms, student 
service personnel can gain insights into student behaviours and patterns, such as the 
times of day students are most likely to engage with course material or the types of 
support services they are most likely to use [34]. This data can then be used to develop 
more targeted and effective outreach and support strategies for individual students or 
groups of students. For example, AI-powered systems can identify students who are 
at risk of missing a deadline and proactively send them reminders or offer additional 
support resources to ensure they stay on track [5]. 

By combining the power of machine learning and human expertise, HEIs can 
create a more streamlined and efficient support system for students, ensuring they 
have the resources they need to succeed in their academic pursuits. Moreover, such 
initiatives can also help institutions to better manage resources and staff time, by 
using AI-based systems to handle routine tasks, allowing staff to focus on more 
complex or strategic initiatives [15]. 

In addition to the various AI-driven student support tools discussed previously, 
there is a growing trend in higher education to extend digital transformation to campus 
services through the use of smart speakers [14], the adoption of smart speakers 
in higher education represents a new frontier in digital transformation, enabling 
universities to leverage the power of AI and voice recognition technologies to deliver 
a more personalized and engaging campus experience [15], and since smart speakers 
have became ubiquitous in many homes, some HEIs are now exploring their potential 
as a tool for campus communication and service delivery [42]. 

For example, universities are deploying smart speakers in student accommoda-
tions to provide access to important information and services via voice commands 
[15]. Students can also ask it questions about campus events, class schedules, and 
other information, as well as control their smart home devices with voice commands, 
[43]. This approach is not only convenient for students, but it also enables universi-
ties to better communicate with students and provide them with personalized assis-
tance in real-time [42]. Furthermore, smart speakers can also be used to facilitate
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learning through voice-activated learning and interactive exercises [39]. For instance, 
tutors can create interactive quizzes and flashcards that can be accessed through 
smart speakers, allowing students to test their knowledge and reinforce their learning 
through a new medium [1]. 

Furthermore, self-service innovations are also emerging as an effective way to 
make the HE experience more customer-centric [46]. These innovations, such as 
self-service portals, allow students to easily access the information and services 
they need without the need for human intervention [45]. This not only streamlines 
the student experience but also frees up staff time for more complex issues [2, 3]. 
In addition to portals, self-service kiosks are also becoming popular on campuses, 
allowing students to access information and services at their convenience [2, 3]. 
With the growing adoption of self-service innovations, HEIs are not only increasing 
student satisfaction but also reducing costs and increasing operational efficiency. 
However, it is important to note that while self-service innovations are effective in 
certain areas, there will always be a need for human support and interaction in many 
aspects of the HE experiences. 

Predictive analytics has also emerged as a valuable tool in higher education for 
improving student outcomes. By analysing large amounts of data generated by online 
learning activities, institutions can identify patterns and predict student behaviour, 
such as which students are at risk of dropping out or struggling in a particular course 
[4, 20]. These insights can then be used to develop targeted interventions, such as 
personalized learning plans or proactive outreach from student support services, that 
can help students succeed. Machine learning algorithms are often used in predictive 
analytics to help institutions make sense of the vast amounts of data generated by 
online learning activities. These algorithms can identify patterns in the data that 
are not immediately apparent to human analysts, providing insights into student 
behaviour that would be difficult to obtain through manual analysis [13]. For example, 
machine learning algorithms can identify subtle changes in a student’s engagement 
with a course over time, such as declining participation in online discussions or a 
decrease in the frequency of logins, that may signal the need for intervention [44]. 

5 Using VLEs to Drive Connected Learning Communities 

Whilst there is much innovation emerging in Higher Education, the COVID-19 
pandemic has particularly highlighted the importance and challenges of virtual 
learning environments (VLEs) for education and training. Indeed, VLEs have 
provided flexible, personalized, and interactive learning experiences that can over-
come the limitations of physical classrooms and laboratories. However, VLEs also 
require effective design, development, and evaluation to ensure their quality, usability, 
and effectiveness. 

Connectivism is a learning approach which considers the extent to which internet 
technologies such as VLEs have created opportunities for people to learn and 
share knowledge amongst themselves, creating a learning community [30]. Learning
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communities can subsequently be created when a VLE is designed to create multiple 
opportunities for learners to interact using online communication and collaboration 
tools. Adding to the debate Thomas [47] discusses the link between engagement in 
learning and subsequent sense of community and belonging. Indeed, Molotsi [37] 
notes VLEs are often being used to facilitate pedagogical approaches that create 
improved student engagement. 

Connectivism is an emergent learning theory that proposes learners should inte-
grate diverse thoughts, theories, and information in a meaningful way. It acknowl-
edges that technology is an integral part of the learning process and that the 
constant connectivity enabled by technology affords learners opportunities to exer-
cise agency over their learning. It also advocates for group collaboration and dialogue, 
enabling learners to encounter multiple viewpoints and perspectives in the processes 
of decision-making, problem-solving, and sense-making. Connectivism posits that 
learning does not occur solely within an individual, but within and across the 
networks of people and resources that are accessible through technology. Connec-
tivism conceptualizes knowledge as a network and learning as a process of pattern 
recognition. 

According to connectivism, learning and knowledge depend on the diversity of 
opinions, and sustaining and nurturing connections is essential to facilitate continual 
learning. Connectivism also asserts that learning may reside in non-human appli-
ances, such as databases or artificial intelligence systems, and that learners can 
tap into these sources of information to augment their own knowledge. Therefore, 
connectivism challenges conventional notions of teaching and learning by empha-
sizing the role of technology as an enabler and mediator of learning in a digital 
age. 

6 Creating Connected Learning Communities Through 
a VLE  

Good and consistent educational design when creating VLE content is considered 
essential as a driver of creating an immersive and connected learning community 
and ensuing subsequent student satisfaction [8, 28, 41]. 

Weaver et al. [48] suggest engagement is linked to the quality of materials within 
the VLE and the quality of communications guiding learners to the content. Preidys 
and Sakalauskas [38] further highlight the importance of making content accessible, 
logical and easy to navigate. Heaton-Shrestha et al. [31] also discuss the importance 
of consistency, with programme teams working together to design and adopt an 
agreed template and series of VLE tools. 

With regards to VLE tools, Mogus et al. [36] suggest learners are more motivated 
to connect and engage when there are a range of materials and activities including 
lecture notes, additional learning materials, quizzes, assessment guidance, video and 
opportunities to collaborate with teaching teams and fellow learners.
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Kristóf and Tóth [33] further associate VLE connection and engagement through 
the opportunity of activities which allow for timely tutor and peer feedback, and 
embedded digital skills support. 

Thomas et al. [47] also notes the need for a rational approach to using VLE tools. 
The use of a small number of tools which leaners become familiar is more likely 
to drive engagement and community than trying to use everything available from 
within the VLE armoury. 

Ashby and Broughan [9] also discuss the importance of regular tutor–student 
communication to encourage engagement with VLE content and activity. This 
includes in class activity demonstrating use of the VLE, and regular on-line 
messaging to give meaning and build a sense of cohort community. Activities to 
encourage peer to peer communication and knowledge sharing via the VLE also 
develops digital fluency, networks and community. 

7 Immersive VLE 

VLEs have evolved considerably since their beginnings, and due to the emer-
gence of new technology, have grown into more realistic and dynamic environ-
ments for learning. The newest development in educational technology is immer-
sive VLEs, which integrate Virtual Reality (VR) and Augmented Reality (AR). By 
providing students with a more engaging and interactive learning environment, these 
innovations have the ability to completely change the way individuals learn. 

The metaverse is a novel invention that has a significant connection with immer-
sive VLEs. The term “metaverse” describes a shared virtual environment that is 
accessible through a variety of resources, such as VR headsets, desktop PCs, and 
mobile devices. It is a completely immersive shared virtual world where users may 
communicate with one another in real time, fostering a highly social and collaborative 
setting. Indeed, the metaverse has the ability to completely transform how individuals 
study, work, and communicate in the future, for instance, instructors may replicate 
complicated situations and establish incredibly engaging and collaborative learning 
environments for their students. Medical students, for instance, may utilise VR to 
model operations and develop their abilities in a secure setting without the usage of 
actual patients. Similar to this, architecture students may utilise virtual reality (VR) 
to develop and visualise intricate ideas in 3D, enabling them to explore and test out 
various materials and structures within an extremely realistic setting. Also, students 
may collaborate in real-time and learn from one another in a highly collaborative 
and social learning environment thanks to immersive VLEs and the metaverse. This 
can enable students from all over the world to meet within the metaverse to work 
on a project collaboratively, exchange ideas, and gain insight from one another’s 
viewpoints. Collaborative learning such as these can aid in removing pre-existing 
obstacles and fostering a more welcoming and varied learning environment. 

Yet, there are still obstacles to overcome before immersive VLEs and the meta-
verse can become commonplace in education. One of the most significant obstacles is
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the expense of integrating these technologies, which might be prohibitively expensive 
for some educational institutions. Furthermore, there are worries about the potential 
for addiction and distraction that immersive technology might produce, as well as 
data privacy and security problems, other than these obstacles, the possible advan-
tages of immersive VLEs and the metaverse in education cannot be overlooked. 
Immersive VLEs and the metaverse are going to become more accessible and inex-
pensive as technology advances, and more educational institutions will incorporate 
these technologies into their programs. It is critical that educational institutions begin 
to investigate the possibilities of new technologies and devise ways for effectively 
integrating them into their teaching and learning activities. 

Finally, immersive VLEs and the metaverse provide educational institutions a 
significant opportunity for developing highly engaging and dynamic educational 
environments for pupils. These technologies have great potential advantages, and 
they are anticipated to be incorporate by HEIs in the coming years. As researchers 
continue to investigate the possibilities of new technologies, it is critical that they 
tackle the issues and concerns that arise with their deployment, ensuring that they 
are utilised responsibly and ethically. 

8 Research into Practice 

Recognising the importance of consistent educational design and significant learning 
during the Covid pandemic, an evaluation of the key content requirements of a VLE 
was undertaken in 2021. 

150 students from a range of undergraduate and postgraduate programmes from 
a single UK HEI, with an overall student population of c36000 were formed into 
focus groups. All participants had used a VLE for a minimum of 9 months across a 
minimum of 3 modules or courses. Participants were drawn from a range of subject 
areas and modes of delivery (full time and part time). 

The overall purpose of the study was to design a set of VLE design principles 
which would facilitate learner engagement and create opportunities for tutor, learner 
and peer connectivity outside of the classroom. 

Key findings suggested the following elements were essential when building an 
immersive VLE:

• an outline of the module or course
• an introduction to the teaching team
• contact details and ‘office hours’ of the teaching team
• an online guide outlining the learning activities which make up the module or 

course.
• session materials
• video and audio recordings of delivered sessions, or summary recordings
• access to core reading, including an online reading list
• details of summative and formative assessment
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• learning checks
• on-line submission points for summative and formative assessment
• opportunities to interact with tutors
• opportunities to interact with fellow learners.
• academic skills support materials
• digital literacy skills support materials.

• An outline of the module or course 

Participants emphasised the importance of a welcoming and detailed introduction to 
the module or course of study, ideally available in video format designed to provide 
the learner with information around content to be covered, learning objectives, assess-
ment mechanisms, how the content will be delivered, typical learning activities, and 
how to access further support from the tutor. A video walk-through of the VLE site 
was also deemed an effective way of encouraging early engagement. Such content 
should be available at the beginning of a module or course and will typically form a 
welcome message or activity from the lead tutor.

• An introduction to the teaching team 

The relationship between learner and members of the teaching team is considered a 
key driver of learner engagement and subsequent connectivism. In enabling such a 
connection between learner and the teaching team, participants noted the importance 
of a welcome video or audio recording of the lead tutor/members of the teaching 
team, introducing themselves, their background, their research or practice expertise, 
and how they will support learners. Whilst such an introduction can be presented in 
written format, the power of the spoken word in building a rapport was considered 
a critical success factor. As with the module or course introduction, this content 
should be available at the beginning of the module course and typically form part of 
the welcome message.

• Contact details and ‘office hours’ of the teaching team 

Participants did not associate the use of a VLE with the withdrawal from attendance 
at in person classes or tutorials. Indeed, there was an association between early 
engagement with VLE materials and the subsequent likelihood of such engagement 
leading to a stronger connection with the teaching team. This connection was more 
likely to drive opportunities for one-to-one interaction. As such, presentation of 
teaching team contact details and office hours was considered an essential element 
of the VLE content. This should include physical and online contact details and 
protocols.
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• An online guide outlining the learning activities which make up the module or 
course 

For many study participants the most essential VLE content was the provision of an 
online study guide which provides granular detail of the module or course delivery. 
This guide acts as a scaffold to direct learner’s, session by session, to what they will be 
studying, how they should prepare, what will happen in each learning session, oppor-
tunities for subsequent poster session learning activity, and how the learning from 
each session contributes to learning outcomes, and formative/summative assessment. 
Ideally such a guide should also include single click links to key learning resources 
for each session and navigation or signposting to the specific session content within 
the VLE site.

• Session materials 

Providing a carefully designed and structured series of folders containing session 
learning materials, available at the beginning of a module or course was also consid-
ered an essential element of VLE content. Such content could include pre-reading, 
materials used in on-campus or online learning sessions and post session content.

• Video and audio recordings of delivered sessions, or summary recordings 

Further housed within the session materials folders, recordings or summary record-
ings of delivered sessions were cited as an effective method of re-capping on core 
learning content, access missed class materials and enable better preparation for 
assessment. Interestingly, whilst participants noted the importance of such content 
being legible, the need for finely crafted performances were not deemed essential. 
Of greater importance was the natural rapport and storytelling from the deliverer. 
Welcome video content was deemed the most beneficial, participants also welcomed 
audio content, which was often more accessible and enabled re-of learning on the 
move.

• Access to core reading, including an online reading list 

VLEs provide a scaffold and structured learning space and participants benefited 
greatly when core reading could be accessed directly from the site. Engagement 
with such directed reading was more likely when links were placed in the online 
study guide and within the session materials folders.

• Details of summative and formative assessment 

It is without doubt assessment which creates the highest level of student anxiety. 
Providing detailed information and guidance around any formative also that of 
assessment tasks associated with the module or course within the VLE is essen-
tial. Participants particularly noted the need for clear assessment briefs, grading
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criteria, the summary video and audio recording outlining the key requirements of 
any assessment, where opportunities for feedback can be sought, and details of how 
assessment should be submitted. Communication tools, such as discussion forum, 
where key assessment related questions can be posted also considered beneficial, as 
long as replies were timely.

• Learning checks 

One of the key deficiencies many participants cited within VLE use was part of forma-
tive assessment tools such as quizzes and self check activity. Where such approaches 
were provided participants considered these were excellent way of building connec-
tion with a module course and creating opportunities for subsequent engagement 
with their tutors. Consistency was considered a key design future when using such 
formative assessment tools, and caution was noted around teaching teams using too 
many different learning check approaches. Simple post session quizzes were consid-
ered the most beneficial way of students sense checking the extent to which they had 
understood key session content.

• On-line submission points for summative and formative assessment 

Further creating connection with the VLE was to embed assessment submission tools 
enabling learners to submit formative and summative assessment within the single 
site. Opportunities for learners to submit draft work for review was also considered 
an ideal way of building engagement with the VLA and connection to their teaching 
team.

• Opportunities to interact with tutors 

Where VLEs created a immersive learning platform enabling learners to engage with 
a range of content and activity participants noted greater weekly or daily time would 
be afforded in engaging, and subsequently this would lead to more desire to connect 
with tutors, asking questions, seeking clarity, and wishing to deepen knowledge. 
As such, the utilisation of interaction and communication tools such as embedded 
messaging and discussion forum was an essential element of a VLE.

• Opportunities to interact with fellow learners 

Similarly, opportunities to interact with fellow learners via communication tools such 
as discussion boards, chat rooms and more traditional e-mail from within the VLE 
were considered particularly beneficial. However, participants noted the need for 
careful instruction of how to use such tools, and the programme level a coordinated 
approach to the interactivity tools teaching team would use. Whereupon water lake
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approach was adopted learners became familiar with a small set of communication 
tools and therefore use the more regularly and meaningfully.

• Academic skills support materials 

Where VLEs were used as a immersive learning experience learners prefer to remain 
within this online environment while studying remotely. As such, it was important to 
create a single click access to a wider academic skill and learning resources without 
the need for learners to remove themselves from the VLE. Specifically, participants 
noted the importance of access to academic skills, library skills and wider library 
resources from within individual module or course sites.

• Digital literacy skills support materials 

Using VLEs as an immersive and connected learning tool is a significant shift from the 
traditional materials repository used in many HEIs. Due to their, participants noted 
they were more likely to engage with new technological approaches from within a 
VLE environment, than outside. Furthermore they suggested this was a key element 
of their digital skills development. However, the need for pre-and post-enrolment 
training on using a VLE was considered essential. Embedding, text and video based 
help guides was also considered useful, although in-class introductions to individual 
VLE sites and walkthroughs were considered most beneficial. 

9 Conclusions 

Whilst VLEs have become an expectation across Higher Education, it is acknowl-
edged that only some teaching professionals use these tools in a proactive and interac-
tive manner. However, evidence indicates those who create a structured and connected 
on-line environment for their learners are likely to see increased immersion an into 
and engagement with the content and subsequent sense of community and enhanced 
performance. Furthermore, arguments which suggest increased use of VLEs beyond 
that of a materials repository will detract learners from engaging in classroom activity 
appears dated. 

However, critical to the success of a VLE is the creation of a consistent template 
which is universally adopted, at the very least a programme level, which provides 
scaffolding and familiarity for learners. 

Careful consideration must be given to developing learners digital literacy skills 
not only in how to navigate the VLE, but also how to use the various tools. To 
encourage regular immersion into VLE content and activity, teaching teams should 
also develop strategies to routinely embed VLE use into their teaching sessions, and 
use communication technologies routinely to direct learners to VLE content and 
activity.
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Learning communities can be accelerated through carefully crafted module and 
teaching team introductions posted within the VLE. It is further recognised use of 
human voice, whether through video or audio content is more likely to develop 
connectivity between teaching team and learner. 

A detailed and consistent learning plan design, used across all modules courses 
delivered within a programme, provides an effective and necessary scaffold, which 
learners will use to plan their learning activities, both within and outside of the VLE. 

Immersion into the VLE is also more likely to be achieved when all necessary 
learning materials and resources can be sourced with minimal click within the VLE. 
This includes access to key reading and external online content. 

Early release of learning materials onto the VLE, also helps learners prepare for 
classroom activity and engage in early wider independent research. Similarly, using 
the VLE to outline formative and summative assessment tasks, and provide clarity 
of assessment expectations and grading, will attract learners. 

Video and audio content which catches summarises key learning delivered in 
classroom environments also acts as an aide memoir and draws learners into the 
VLE. 

However, it is the use of interactive tools which is most likely to differentiate a 
good VLE from the VLE which immerses and builds a networked community of 
engaged learners. Indeed, it is the use of embedded communication technologies 
such as discussion forum/email and blogs, and self/collaborative assessment tasks 
such as quizzes which learners suggest develop an enhanced level of understanding, 
confidence and desire to engage. 

In summary, as blended learning becomes a mainstream approach to the delivery 
of higher education and VLE use continues to be an expectation of learners, strategies 
must be adopted an institution and programme level to support teaching teams build 
and use such technologies to not only provide learners with a essential information, 
but also create connectedness and community. 
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Abstract Artificial Intelligence (AI) is an emerging field that seeks to replicate or 
emulate human-like cognitive abilities using artificial means. As the world changes, 
the development and application of AI tools and technologies in areas such as agri-
culture, medicine, healthcare, and education are growing at an unprecedented pace. 
This chapter presents a review study on the impact, risks, and countermeasures of 
artificial intelligence in higher education (AIHE). The chapter begins by discussing 
the journey of AI in education from its beginning to the present day. It then examines 
the existing AI tools and technologies in education and explores their potential appli-
cations. The chapter goes on to analyze the influences of these tools in education and 
the challenges and risks they face in higher education. Additionally, it highlights the 
limitations of AI tools and proposes ways to overcome these gaps. The purpose of 
this study is to provide updated information to students, teachers, professors, national 
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1 Introduction 

The world has already experienced three industrial revolutions and has recently 
entered the fourth industrial revolution (4IR), which comprises several signif-
icant components such as Artificial Intelligence, Internet of Things, Big Data 
Analytics, Cloud Computing, 3D Printing/Additive Manufacturing, Robotic 
Systems, Augmented Reality, and Blockchain technology [1]. AI is a rapidly growing 
component of 4IR and is being utilized in various sectors [2], including the education 
sector. Several studies have highlighted the limitations of higher education in low-
income African countries, such as weak scientific competencies and a scarcity of 
experts in different fields [3]. In Pakistan, Iqbal and Ashraf [4] mentioned unskilled 
teachers who struggle to adapt to student learning styles, leading to a lack of techno-
logical support and insufficient access to online materials and libraries for students. 
Similarly, Parveen et al. [5] identified a lack of proficiency as the primary cause of 
low-quality education in Pakistan. Additionally, students with disabilities have long 
struggled to learn and adapt to the changing world in Bangladesh [6], with Ahmed 
and Hoque [6] attributing the issue to teaching incompetency, unaffordable ICT, and 
assistive technology devices. The COVID-19 pandemic has presented several chal-
lenges for students, including a lack of quality education and difficulties in adapting 
to virtual classes [7]. Research students face various challenges, such as spending 
significant amounts of time finding up-to-date information on research topics and 
scientific gaps. Additionally, evaluating dissertations and assignments can be time-
consuming for teachers, leading to several challenges in higher education. AI is 
one of the most effective solutions to address these challenges. By creating person-
alized learning pathways for students based on their individual needs, strengths, 
and weaknesses, AI can recommend specific learning materials and resources that 
are most appropriate for each student. AI tools can analyze student performance 
and behavior, identifying knowledge gaps and providing personalized support and 
feedback to improve learning outcomes. 

AI researchers are continuously developing new techniques, algorithms, tools, 
and technologies to make education easier. From literature reviews, it is evident 
that artificial intelligence is transforming education by providing innovative ways 
to teach, learn, and assess medical students, residents, and other healthcare profes-
sionals [8–10]. AI-powered adaptive testing can assess a student’s knowledge and 
skills in real-time and adjust the difficulty of the questions based on their responses, 
providing a more accurate and efficient assessment compared to traditional testing 
methods [11–15]. AI can automatically grade assignments, provide feedback, and 
even identify plagiarism, freeing up time for instructors to focus on more complex 
tasks such as mentoring and coaching students [16–19]. AI-powered intelligent 
tutoring systems can provide personalized support and feedback, helping students 
identify their strengths and weaknesses and improve their learning outcomes [20– 
22]. AI can analyze data on student performance, behavior, and attendance, providing 
insights that can help educators identify at-risk students and intervene before they 
fall behind [23, 24].
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However, there are numerous existing tools in education that utilize AI, as summa-
rized in Table 1. These tools have the potential to revolutionize the education system 
by improving the quality of education and making it more accessible and person-
alized for students. By continuing to develop new techniques and technologies, AI 
researchers can further enhance the role of AI in education and make learning more 
effective and efficient. 

After conducting a thorough literature review, it is evident that AI tools are increas-
ingly being used in higher education and have significant potential to improve the 
quality of education. Therefore, the main objective of this study is to analyze the

Table 1 Widely used existing AI tools in HE 

Refs. Tools Function 

[25] Quizlet An AI-powered platform that uses machine learning to provide 
personalized study recommendations to students. It can also generate 
flashcards, quizzes, and other study materials 

[26] Coursera An online learning platform that offers courses from top universities 
and organizations. It uses AI to personalize the learning experience for 
each student, based on their performance and learning preferences 

[27] Smart Sparrow An AI-powered platform that allows educators to create adaptive and 
interactive learning experiences. It can adjust the difficulty of the 
content based on student performance and provide real-time feedback 

[28] Grammarly An AI-powered writing assistant that provides real-time feedback on 
grammar, spelling, and punctuation. It can also suggest improvements 
in writing style and vocabulary 

[29] Duolingo An AI-powered language learning platform that uses gamification to 
help learners improve their language skills 

[30] IBM Watson An AI-powered platform that provides personalized learning 
experiences to students. It can also help educators develop custom 
learning plans and assessments 

[31] Knewton An adaptive learning platform that uses AI algorithms to personalize 
the learning experience for each student. It can adjust the difficulty of 
the content based on the student’s performance and learning 
preferences 

[32] SMART 
Learning Suite 

An AI-powered platform that helps educators create engaging and 
interactive lessons. It includes features such as handwriting 
recognition, text recognition, and shape recognition 

[33] Teachable 
Machine 

An AI-powered tool that allows students to create custom machine 
learning models without any coding. It can be used to teach students 
about AI and machine learning concepts 

[34] Carnegie 
Speech 

An AI-powered platform that provides personalized language training 
for non-native speakers. It uses speech recognition technology to 
provide feedback on pronunciation and fluency

(continued)
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Table 1 (continued)

Refs. Tools Function

[35] Brainly An AI-powered platform that allows students to ask and answer 
homework questions. It uses machine learning algorithms to match 
questions with the most relevant and accurate answers 

[36] Gradescope An AI-powered platform that automates grading for paper-based 
assignments. It uses machine learning algorithms to recognize 
handwriting and provide feedback on common errors 

[37] Zoho Notebook An AI-powered note-taking app that can automatically categorize and 
organize notes based on the content. It can also search for notes based 
on keywords and provide related suggestions 

[38] Lingvist An AI-powered language learning app that uses data analytics to 
personalize the learning experience for each student. It can adapt the 
difficulty of the content and provide real-time feedback on 
pronunciation and grammar 

[39] Top Hat An AI-powered platform that allows educators to create interactive 
and engaging classroom experiences. It includes features such as 
real-time polls, quizzes, and discussions 

[40] Proctorio An AI-powered proctoring tool that allows educators to monitor 
student activity during online exams. It uses machine learning 
algorithms to detect potential cheating behavior 

[41] Adaptemy An adaptive learning platform that uses AI algorithms to personalize 
the learning experience for each student. It includes features such as 
personalized recommendations, real-time feedback, and progress 
tracking 

[42] Lumen5 An AI-powered video creation tool that can automatically convert text 
into video content. It can suggest images, music, and animation based 
on the content 

[43] Turnitin An AI-powered platform that checks student work for plagiarism. It 
uses machine learning algorithms to detect potential instances of 
plagiarism and provide originality reports 

[44] Unicheck An AI-powered plagiarism checker that uses machine learning 
algorithms to detect potential instances of plagiarism. It provides 
originality reports and feedback on potential sources of plagiarism 

[45] Calm An AI-powered meditation app that includes features such as 
personalized recommendations and real-time feedback based on user 
behavior 

[46] Otter.ai An AI-powered tool that provides automated transcription and 
captioning services. It can transcribe live lectures and meetings in 
real-time, and provide captions for recorded videos 

[47] Scrible An AI-powered research tool that allows students to annotate and 
organize web pages. It includes features such as automatic citation 
generation and a research dashboard 

[48] ChatGpt ChatGPT is a large language model developed by OpenAI that is 
trained on a diverse range of internet text and is capable of generating 
human-like responses to text-based inputs. Its main function is to 
understand and respond to questions and other text inputs from users 
in a way that is informative and engaging
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effects of AI tools on education, their associated risks, and propose countermeasures 
to mitigate these risks. The key contributions of this study are-

• Compilation of all AI tools used in education within a single study.
• Review of the effectiveness of AI tools in specific educational fields.
• Examination of the impact of AI tool usage on education.
• Carrying a survey on the perception of students, researchers, and professor in 

using AI tools in education.
• Identification of the shortcomings associated with the use of AI tools in education.
• Proposing integrated framework to address these shortcomings and improve the 

use of AI tools in education.
• Providing recommendations to enhance the effectiveness and benefits of AI tools 

in the field of education. 

2 Methodology 

In this study, we present a comprehensive analysis of the obstacles and shortcomings 
faced by LDC countries in higher education during pandemics, and propose an inte-
grated AI framework to help address these issues. Firstly, we conducted an extensive 
review of different research studies to identify the challenges faced by LDC coun-
tries. The workflow of our study is depicted in Fig. 1. Next, we surveyed the existing 
AI tools in education and evaluated their potential in addressing the identified chal-
lenges. We analyzed the role of AI tools in higher education in a step-by-step manner 
and assessed their capacity according to the Algorithm 1. We logged into each tool 
and examined various aspects to extract their pros and cons. The impacts of AI tools 
in higher education were analyzed, highlighting their positive and negative influ-
ences throughout the chapter. To determine the influence of AI tools in education, 
we employed various research methods. We conducted interviews and discussions 
with students, researchers, teachers, and professors to gather their perspectives on the 
use of AI tools in education. Additionally, we collected data from social media and 
LinkedIn posts of professors and other scholars, and performed sentiment analysis to 
gauge their opinions on the topic. By combining these various research methods, we 
were able to gain a well-rounded understanding of the influence of AI tools in educa-
tion and gather insights from different perspectives. The whole process is shown in 
Algorithm 2.
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Analysis the challenges of the 
framework 

Extraction of the limitations of our 
study 

End 

Capacity analysis of the tools 

Analysis of the impact of them 
on HE 

Proposed integrated Framework 

Reviewed different study on education 
of different countries 

Reviewed exiting the AI tools on 
HE 

Findings the obstacles on HE 
Analysis the application of the 

tools to avoid the obstacles 

Start 

Fig. 1 Work flow of our study
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Algorithm 1. Capacities analysis of the AI tools 

1 Complete the registration in each tool 

2 Login into the tools 

3 Loop: counter=0; counter <No. of features of the tools; counter++ 

4 Command/use the tools based on their purpose and check the output 

5 Diversity check of the tools 

6 Beta testing of the tools 

7 End the loop 

8 Extract the pros of the tools 

9 Extract the limitations of the tools 

End of the algorithm. 

Algorithm 2. Procedure of the analysis of the impact of the AI tools on HE 

1 
Select different fields: Class room, Teacher community, Research community, 

Professors and students post in social media and LinkedIn and so on  

2 Loop: counter=1; counter< 100; counter++ 

3 Take interviews from the students, guardians’ researchers and teachers 

4 Analysis the sentiments of user from social media 

5 Collect the post of Professor from LinkedIn 

6 Collect the real incident of using AI tools 

7 End the Loop 

8 Analysed by our team to find the positive and negative impact of AI tools in HE 

End of the Algorithm 

Finally, we proposed an integrated AI framework that could play a positive role 
in higher education. However, we also explored the challenges that could arise with 
implementing such a framework. 

3 Capacity Analysis the AI Tools 

This study article looked into the benefits and drawbacks of each of the tools in order 
to determine how AI models influence education. This helped the research determine 
which AI models have a positive impact on education and at what degree. 

Quizlet: As a language model, it offers multiple choice, true/false, and matching 
questions but not more challenging ones like fill in the blanks or essay questions.
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Quizlet allows some customisation, such as background colour and text size [49], 
but not much. It does not integrate with other learning management systems or tech-
nologies, but it can be used alone. Quizlet provides fundamental metrics, such as 
study progress and performance [49], but not advanced analytics, such as learning 
outcomes. Quizlet supports multiple languages, but it may not contain all the features 
needed for non-taught languages. In conclusion, Quizlet is useful for learning vocab-
ulary and basic concepts, but it may not be suitable for students who need higher-level 
information like academic research or technical instructions [49]. 

Coursera, Smart Sparrow, IBM Watson, Knewton, Smart Learning Suite, 
Zoho notebook, Lingvist , TopHat: These tools are mostly self-paced, with little 
instructor-student interaction. Some tools have forums or discussion boards; however, 
they may be inactive, making instructor response and support difficult. Some of 
these tools have some free courses or trial version, mostly user has to pay for 
whole subscription. Some of these tools provide limited courses; however, it may not 
cover all users’ interests. Certificates gained from these tools may not be as valued 
by companies or academic institutions as degrees or certifications from traditional 
educational institutions. Some of these tools provide courses in different languages, 
however most are solely in English, which may deter non-English speakers. SMART 
Learning Suite is primarily designed for use with SMART Board interactive white-
boards [50] which may limit its compatibility with other devices or hardware. Zoho 
Notebook stores user data on its servers [51] which may raise privacy and security 
concerns for some users. TopHat is primarily used in higher education [52] it may  
not be accessible to students in all regions or countries. This can be a disadvantage 
for students who require access to a wider range of educational resources. 

Grammarly: Grammarly can correct grammar and spelling, but it may not consider 
context. This may cause incorrect suggestions or corrections. Grammarly focuses on 
professional writing [53] like academic and business. Poetry and fiction may benefit 
less. Grammarly’s free version lacks several advanced capabilities. Some consumers 
cannot afford it. Grammarly works online only. This can be a problem for offline or 
unreliable internet users. Grammarly needs user data, including personal information 
and writing. This can be a concern for users who value their privacy. Grammarly is 
best for English-language writer, sand it may not be as useful for users who write in 
other languages. 

Duolingo: Duolingo prioritises vocabulary and sentence form over grammar [54]. 
This can assist beginners learn language, but it may not help advanced learners 
master grammar. Duolingo’s language offerings may be limited compared to other 
language learning sites. This can hurt learners of rare languages. Duolingo is mostly 
self-paced. Duolingo offers many language classes, but customization is limited. For 
individualised learners, this can be a drawback. Its courses are useful for speaking 
language learning but academic writing and formal communication languages may 
not be possible to learn using Duolingo. 

Teachable Machine: Teachable Machine lacks strong machine learning features 
[55]. Complex models and algorithms may not be possible. Teachable Machine has
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several customization options; however, it may be difficult to personalise material. 
For individualised learners, this can be a drawback. Teachable Machine primarily 
trains machine learning models for image, sound, and gesture detection. It may not 
be useful for learners who need other model training. For educators who desire a 
more complete solution, Teachable Machine may not interface effectively with other 
learning management systems or applications. 

Carnegie Speech: Carnegie Speech primarily focuses on teaching English as a 
second language [56]. The language offerings may be limited in comparison to other 
online learning platforms, which can be a disadvantage for learners looking for 
courses in other languages. Carnegie Speech may not be as useful for learners who 
require language learning solutions for specific fields or industries. The platform’s 
focus is on general language proficiency, and it may not offer specialized language 
courses. 

Brainly: The accuracy of the answers on Brainly is not guaranteed [57], as anyone 
can answer the questions posted on the platform. Some answers may be incorrect, 
incomplete, or not well-explained, which can be a disadvantage for learners who rely 
on the platform for their studies. Brainly provides answers to specific questions but 
does not offer in-depth explanations or tutorials on a topic. This can be a disadvantage 
for learners who require a more comprehensive understanding of a subject. 

Gradescope: Gradescope is primarily designed for grading assignments and exams 
that are in PDF or image format. It may not be as useful for grading assignments that 
require coding or other specialized formats [58]. Gradescope may not integrate well 
with other learning management systems or tools, which can be a disadvantage for 
instructors who require a more comprehensive solution for their grading needs. 

Proctorio Proctorio demands device and data access [59], which may concern some 
users. Proctorio claims to offer strong security, however users should still use the soft-
ware with caution. Proctorio may have technical challenges like inadequate internet 
connectivity or device compatibility that influence user experience. This may be a 
drawback for exam-challenged users. Users may feel uneasy using Proctorio’s soft-
ware. This may detract from the exam experience. Some educational institutions 
supply Proctorio, whereas others require students to buy it. This may prevent some 
students from enrolling. 

Adaptemy: STEM-focused Adaptemy may not be suitable for students interested 
in other subjects. Its limited language availability may limit its accessibility for 
non-native English speakers [60]. Adaptemy offers personalised learning, but some 
educators and students may want more customization. Multiple-choice questions 
dominate Adaptemy’s assessment tools, which may not accurately assess all aspects 
of student learning. 

Lumen 5: Lumen5 has a simple interface, but some users may want more customiza-
tion. Lumen5’s 10-min video [61] limit may not meet some users’ needs. Lumen5’s 
font and colour selection may limit creativity. Lumen5’s limited audio options may 
not suit all users.
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Turnitin, Unicheck: These software’s apply an algorithm to identify similarity 
between submitted papers [62]. and previously published content. Nevertheless, this 
algorithm is not always flawless and may occasionally identify non-plagiarized text 
as plagiarised. These applications may not be as successful at identifying plagiarism 
in languages except English and those for which it has extensive databases. Those 
might not be able to identify plagiarism in photographs or graphs, which could be a 
detriment for assignments that largely rely on visual resources. Both of these are a 
paid service; hence, certain institutions may be unable or unwilling to invest in it. 

Calm: CALM may not be as effective in teaching or assessing language skills in 
languages other than English or those with substantial databases. CALM can offer 
engagement, but it may not be as successful as face-to-face interaction, limiting 
its language learning potential. CALM delivers automated feedback to students; 
however, some educators and students may prefer more thorough feedback, which 
may restrict its effectiveness as a learning tool. CALM may not provide enough 
customisation to fulfil individual learning demands. 

Otter.ai: Otter.ai’s transcription is accurate but not perfect [63]. Complex sentences 
or technical jargon may cause the software to make mistakes in the final transcript. 
Otter.ai can identify speakers, but if they have similar voices or speaking styles, it may 
not always be accurate. Otter.ai’s transcription relies on audio quality. Poor audio 
quality or background noise may result in inaccurate or erroneous transcription. 
Otter.ai, like many speech recognition systems, may not recognise uncommon or 
specialised vocabulary, causing transcript errors. Otter.ai offers a free tier, but its 
advanced features and higher usage limits require a paid subscription. This may 
limit users who regularly transcribe large amounts of content. 

Scrible: Scribble only supports a few languages [64], which can limit users who 
need to write in other languages. Scribble can recognise most handwriting, but it 
may struggle with highly stylized, artistic, or messy handwriting. Scribble is only 
available on Apple Pencil-equipped iPads running iPadOS 14 or later. Scribble’s 
features may not be available to iPad users without an Apple Pencil. Scribble works 
with many of Apple’s built-in apps, but third-party apps may not support it. This 
may limit non-Apple app users. Scribble is easy to use, but new users or those used 
to type or handwriting may need to learn. 

ChatGPT: ChatGPT may not know everything despite being trained on a large 
corpus of text data [65]. It may be unable to answer some questions. ChatGPT 
may misinterpret a conversation or question and respond inappropriately. Complex 
or sophisticated topics require this. ChatGPT can answer questions and provide 
information, but it cannot offer emotional support or empathy. ChatGPT has privacy 
and security concerns like any online communication platform. Conversations may 
be recorded for analysis or training. ChatGPT can be customised based on user 
preferences or interactions, but it may not be as personalised as a human conversation 
partner. Coaching and counselling may be hampered by this.
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4 Analysis of the Survey and Interview Result 

After analyzing the capacity of each tool this research divides those tools in different 
areas of higher education which is shown in Fig. 2 to identify the impact of those in 
higher education. 

After refining the AI tools in different learning aspects, this paper also conducted 
an experiment to understand the use of those tools in higher education by reading 
some research review, newspaper articles, and conducting interviews with a number 
of London, United Kingdom-based university students and teachers. This study 
surveyed 90 undergraduate students to determine how frequently and for what 
purposes they utilize AI tools. In the majority of survey questions, students were 
permitted to select several responses, allowing us to collect every conceivable 
response. We have questioned ninety students if they use any software, and one 
hundred per cent have responded positively. We analyze how these programs are 
utilized and which software is the most popular among them. The following chart in 
Fig. 3 illustrates their utilization for various software and purposes.

90% of students reported using Grammarly for spelling and grammar correction, 
as depicted in the pie chart on the left. 63% of students indicated that they utilize 
paraphrase tools. Only 10% of students use tools for language learning, whereas 36% 
of students reported using them for course-related learning, indicating that students 
utilize the tools mostly for coursework rather than active learning. Only 23% of 
undergraduate students reported using chatGPT to obtain precise responses, as it is 
not yet widely used among them. Five doctoral students were also given the same

Fig. 2 Different AI tools used in different area of higher education 
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Fig. 3 A statistic of the different AI tools and their purpose used in HE

question, and they all said that they utilize chatGPT because, as research students, 
they find it quite useful. Additionally, Grammarly and other paraphrase programs 
were widely used by them. The graphic on the right depicts the frequency of usage of 
the tools that 97% of undergraduate students reported using almost daily. Concerned 
about plagiarizing, 94% of students claimed they mostly use paraphrase tools. 100% 
of the students reported that utilizing these tools simplified the learning process. 91% 
of students stated that they utilize tools such as chatGPT to find the correct answer 
rather than looking through several research papers. Students who answered that 
they mostly used the tools before submission they said mostly, they use paraphrasing 
tools on that time. The preceding graph in Fig. 4 illustrates student responses while 
discussing the benefits of using certain technologies and the classroom setting. The 
graph on the left demonstrates that seventy percent of students indicated that the 
simplicity of these tools helped them complete their assignments in less time. 20% 
of respondents stated that when searching for a legitimate answer, they use chatGPT 
to save the effort of reading many articles. 10% of them stated that having access to 
the course materials and practice quizzes at any time and from anywhere facilitates 
their learning. In the right chart, while answering about classroom environment-
70% of students said they miss student engagement while using these tools, 60% 
of students said they enjoy the discussion opportunities in the classroom, 40% of 
students said the classroom creates a competitive environment for them, and 90% of 
students said they have access to labs in institutions, which is actually absent when 
using software.

4.1 Interviewing the Professors and Doctorate Students 

This study interviewed six university professors and five doctoral candidates. Univer-
sity Professors concurred that these technologies made it easier for students to learn,



Influence of Artificial Intelligence in Higher Education; Impact, Risk … 155

Fig. 4 Student response on the benefit of this AI tool on their HE

as they may submit their coursework through a portal and minimize plagiarism 
utilizing these tools. These tools also assist lecturers in grading student papers, but 
they are concerned about chatGPT as the number of students using it will increase day 
by day. Furthermore, students can acquire additional knowledge while researching a 
topic and reading relevant papers, as well as outside of the topic. However, by utilizing 
chatGPT, they will receive the desired response, which hinders their research skills 
and reduces their knowledge. In addition, some students may not read the answer 
before submitting the assignment, and even if they do, they will quickly forget it 
because the answer is readily available. While research helps them comprehend the 
idea and expand their knowledge base. While this study posed the same questions 
to post-doctoral students, it provides them with more space for investigation. They 
can generate an idea via chatGPT, but then they can access the actual resource and 
compare the veracity of the material. Both teachers and post-doctoral students concur 
that there should be a system that assists students in generating ideas, as well as a 
platform that requires students to generate their own understanding, so as not to 
hinder the actual process of acquiring knowledge. In addition, they suggested that 
students should have access to an online platform where they may perform practical 
work, as doing it on their own helped them retain the information for a longer period 
of time. 

5 The Impact of AI Tools on Education 

After analyzing the survey results this study has done a summary of the impact of 
using those tools in higher education which is shown in below Table 2.
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Table 2 Summary of the influence of the AI tools in HE 

Tools Observation Impact scale Comments 

Marking/teaching Easy to use/ 
navigate 

Positive User friendly interface 

Easy to mark Positive Remove the hassle of checking paper 
copies 

Easy access to the 
resources 

Positive Can upload lectures from anywhere 

Easy feedback 
options 

Positive Can provide specific feedback 

Flexible work 
location 

Positive Can mark from anywhere, do not need 
to carry the physical copies 

Easy 
communication 
access 

Positive Can reply to student’s query through 
portal or send an instant message to all 
students 

Online lecture 
facilities 

Positive and 
Negative 

Can take classes from home on 
emergency. However, students’ 
engagement and participation are very 
less than the actual classroom 
environment 

Practicing Easy access Positive Can practice lessons form any where 

Instant Learning Positive Get the answers instantly 

Large number of 
information 

Positive Many questions to answer 

Lack of 
explanation 

Negative It provides the exact answer, lack of 
explanation 

Lack of different 
explanation 
method 

Negative It does not use several methods to 
explain same thing as each students 
have individual needs and need 
different explanation according to their 
needs 

Do not understand 
specific needs 

Negative It shows static answer 

Language learning Easy interfaces Positive Easy to navigate 

Practice platform Positive You can listen and speak and practice 

Vast words range Positive Helps increase vocabulary 

Use of words in 
different scenario 

Negative This software just mentions the 
sentence structure but not different 
scenarios for proper use of words 

Self-Practicing Positive You can practice by yourself whenever 
and wherever you want

(continued)
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Table 2 (continued)

Tools Observation Impact scale Comments

Can loose 
motivation 

Negative While taking a course and practice 
with each other improves efficient 
learning and grows motivation in a 
social environment, which is missing 
in online learning 

Note-Book Instant note taking Positive Helps to take notes 

Learning Learn from 
anywhere 

Positive Takes courses and learn from 
anywhere anytime 

Good explanation Positive Videos with explanation, like real life 
lecture 

Good practice Positive Set of questionnaires to practice 

Certification Positive Earning certificate after completion of 
course 

Missing 
interaction 

Negative Lack of interaction with the lecturer as 
the lectures are video recorded 

Limited way of 
communication 
with tutor 

Negative Can only mail communication and 
wait for reply, two-way interaction is 
missing 

Lack of group 
discussion of 
seminar 

Negative Discuss only limited topic, as no 
relevant topic proposed by the fellow 
students 

Can miss 
something 
important 

Negative Lesson topics are fixed by the course 
instructor, cannot ask for further 
development in a similar topic 

Can loss interest/ 
motivation 

Negative Learning alone do not create a 
competitive environment 

Hard to access the 
progress 

Negative Hard to assess the actual skills of the 
students, as only paying the video 
(without watching it) and attempting 
quizzes multiple times can help them 
pass the course with certification but it 
can not define actual knowledge or 
hands on experience 

Error checking 
and paraphrasing 

Can catch spelling 
mistakes promptly 

Positive Easy to use and less time require 

Can suggest 
synonyms 

Positive Nice wordings 

Can suggest 
sentence structure 

Positive Provide useful sentence structure 

Cannot rely 
completely 

Negative While suggesting synonyms can 
suggest something irrelevant to the 
context

(continued)
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Table 2 (continued)

Tools Observation Impact scale Comments

Change of 
sentence structure 

Negative While paraphrasing can change the 
actual meaning of the context 

Getting answer Very advance Positive Just write the question to get answer 

Nice sentence 
structure 

Positive Generate proper sentence structure 

Can be a barrier 
between learning 
and gaining 
knowledge 

Negative Students can just type and get the 
answer which hampers their actual 
learning or knowledge gaining process 

Can create 
dependency 

Negative Can be too dependent on the software 
which reduces the skills of research 

Can have invalid 
information 

Negative Those answers can be wrong as they 
are not reviewed by an expert channel/ 
research team 

Can provide 
repetitive answer 

Negative For similar kind of question, it can 
provide the same/similar answer which 
hampers the originality of writing 

Can increase 
unethical practice 

Negative Students can just use this software to 
submit their coursework without 
having the actual knowledge 

6 Proposed Integrated Framework 

After analyzing the impact of these AI based tool this research found that AI-based 
tools have both positive and negative effects on higher education. Those apps can 
help users who are willing to learn on their own, even if they suffer from a lack 
of instruction, who want precise feedback, and who value and engage with others. 
Other than that, those apps can demotivate learners due to lack of engagement and 
participation, no specified deadline for course completion, and no learning goals 
like assignment submission or project production. Those can also boost unethical 
behavior, as university students can use them to accomplish their course work without 
learning it, risking a generation’s education. According to Metro [66] there were 
982,809 visits to the AI website from university Wi-Fi in January and 128,402 in 
December across eight Russell Group universities in UK, causing universities to 
fear a winter exam cheating epidemic. These reports show the exploitation of AI 
techniques that can create a generation of degree-holders without expertise. 

Considering this scenario this paper come up with an idea of a framework which 
can be used as AI tool in terms of learning and also will have the barrier to restrict 
abuse. Below is the sitemap diagram in Fig. 5 for that proposed framework. This 
paper only showed the functional requirement of the proposed framework.

The above diagram in Fig. 5 is the initial idea of the proposed framework where 
purple colours indicate roles that can access what, while others indicate everyone
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Fig. 5 Our proposed integrated framework

can access these facilities. Green blocks are role-specific facilities, blue blocks are 
dependent facilities. Red blocks are unique to this suggested system. Below is a 
summary Table 3 which includes the unique feature of this proposed system. 

As you can see from the above picture- Teachers will have a system where they 
can post their lecture materials, as well as a community, blog, or comments feature 
where they can connect with students and where students can ask them any questions 
relating to the lecture. Even if the lecture was delivered in class, instructors’ lectures 
should also be recorded in the system. Teachers will be able to add relevant resources 
to the system and share them with their group of pupils. The instructor will utilize

Table 3 Features of our proposed framework 

Feature Name Uniqueness 

Originality 
checker 

1. Checks if the answers are original 
2. Checks if its not copied from other AI tools 

Assignment 
checker 

1. Own platform to provide answer 
2. Do not accept copy and pasting 
3. After limited number of words it will check the originality with other reports 
and other AI answer generated software’s 

Interactive 
platform 

1. Provide interactive lab environment to the students according to their choice 
of department 

Citation 
database 

1. Provide list of maximum cited research paper in ascending order according to 
user’s search 

Movies/clips 1. Provide scenario-based clips to explain use of words in different scenarios 

Practice 
sessions 

1. Provide separate platform for the users who are willing to practice speaking 
new language together in different scenarios 
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the same platform to grade student copies. The current solutions provide professors 
with feedback and plagiarism detection services. In the suggested framework, we 
present an originality checker that verifies whether or not the responses were written 
by students or generated by other tools. To implement that a limit can be set so that 
this software can only accept texts published in the portal’s specific interface, which 
is linked to another function for students known as Assignment Generator. Students 
will have access to all courses, even if they are not enrolled in that topic, however 
they should be prevented from submitting assignments for courses in which they 
are not enrolled. They will have access to the library, all video tutorials, practice 
quizzes, and prior exams in order to practice with those materials. One of the two 
new features described is the assignment generator. This feature should prohibit 
copying and pasting; students should enter their responses here. This system should 
also have a fast plagiarism check so that when students write a sample number of 
words, such as 500 words, the system checks for plagiarism instantaneously for the 
first 500 words and then asks the students if they want to continue or recheck. If 
the learner wishes to proceed, this system should verify the same for the following 
500 words. Students will be compelled to read and analyse the subject on their own, 
rather than simply pasting text from somewhere else, as a result of this system’s 
ongoing warnings. In addition to comparing the answers to the submitted papers, it 
should also compare the answers to those created by other AI systems, which would 
prevent plagiarism and force students to study the material. Additionally, students 
should have access to an interactive platform where they may observe the practical 
application of their work. For instance, there should be an interactive platform for all 
lab-required courses. Using this interactive platform, a chemical student will be able 
to mix the solution and view the resulting product. With a clear set of instructions, 
students will be able to learn the actual topic, even if they do not attend the in-class 
lab activity. 

This integrated system should include a database of citations that is available to 
all researchers. It will allow users to search for a certain topic and get a list of the 
most cited papers for that topic, allowing them to rapidly locate relevant research. 
There will be some elements open to anyone who want to take notes or learn a new 
language, regardless of their role. In language learning features, there should be brief 
clips or films that explain to the learner the various uses of a single word in several 
contexts, hence enhancing the correct usage of words. In addition, when a user is 
logged into a specific language, they will be able to see other users who are there at 
the same time and send them a request to practice together. If the other user accepts, 
they will be taken to an interactive session where they can practice speaking together 
or solving quizzes together.
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7 Challenges of This Study 

While conducting the result this research faces some challenges which can have an 
impact on the outcome of this research.

• Getting honest response: When asked specific questions, such as “In their 
opinion, does the use of AI tools, such as chatGPT, enhance the learning expe-
rience, or are they only utilizing it to get the correct answer? “, students were 
unwilling to express their honest opinion. The majority of students were unable 
to answer the question, with some stating that it helps learning by providing the 
specific answer, but also makes them too lazy to explore for other viable answers. 
Some students acknowledge that they relied on software rather than reading the 
course material. It was difficult to identify the actual impact of using these tools 
because students are more comfortable answering yes or no questions than offering 
their opinions. In addition, few students believe that their freedom to use these AI 
technologies will be restricted if they provide honest feedback.

• Testing all the features: It was rather difficult to test all the features of the above-
mentioned tools, but this study utilized the free versions of all of them and generate 
the report according to that. 

8 Limitations of Our Study 

The limitations observed when carrying out this study are listed below.

• Purchasing options: While analysing the capabilities of these AI tools, this study 
is unable to analyse the purchase options for all of the tools mentioned. Rather, 
the research was conducted using the free versions of these programs.

• Survey result: While conducting the survey, this study surveyed 90 undergraduate 
computer science students and 5 doctoral students, and interviewed 6 computing 
lecturers, and assessed the impact of using these tools based on their responses.

• Research location: This study survey was conducted just in London, United 
Kingdom. In terms of the use of AI tools, different scenarios may exist in various 
nations, which this research report does not compare.

• Lack of analysis for primitive process of learning: This study primarily 
discusses the impact of AI tools on higher education, but no research was 
conducted on basic learning processes, such as classroom learning, learning from 
books and labs, etc. Thus, it does not compare learning with AI tools to learning 
in a classroom setting; rather, it only discusses the impact of employing AI tools 
for learning.

• Lack of analysis on course content: This study analysed the lecture’s content 
and delivery effectiveness by enrolling in a few of the free courses. However, not 
all courses were viewed; those were selected from the courses with the highest 
ratings, which is provided by the previous students. These lectures’ content is not
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approved by any appropriate board members, so this research cannot comment 
on the efficiency of those course material or pattern. 

9 Conclusion 

Twenty-four AI tools generally used in higher education were gone over the 
chapter. All tools are classified into seven classes based on their purposes such as 
marking/teaching, practicing, language learning, notebook, learning, error checking/ 
paraphrasing, and getting answer. In the analysis of their features, it is clear that the 
tools are very proficient in specific task. In teaching, distance learning AI tools has 
added new dimensions especially during pandemic. The hassles like traffic, time 
of movement, writing in board, attendance and so on have been reduced. But the 
attention break, eye communication, understanding of student’s emotion and so on 
are hampered. In the survey data analysis, around all the students use often Gram-
marly, paraphrasing tool, chatGPT in writing their assignment, thesis proposal and 
manuscript writing. Most of them provided positive vote. But there are some ethical 
issues also said by some professors and researchers. Similarly, in diversity analysis, 
some of shortcomings are available in each of the tools. Integrating these shortcoming 
and existing features, we have proposed a framework to resolve all the issues. The 
problems less competency in teaching in LDC countries and the learning issues about 
the disable students also can be solved with our proposed AI framework. However, 
the study is successfully completed with great effort of our team. The challenges 
and limitations of our study are already listed in the previous sections. In future 
study, the researchers can easily grasp them for further improvement. The students, 
researchers, teachers, professors and national education policymakers can be bene-
fited by reading this study to adopt the positive transformation of education with the 
use of AI tools. 
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Development of a Decentralized Personal 
Indefinable Information (PII) 
Management Systems Using Blockchain 
dBFT Consensus Algorithm 

Yunus Kareem and Hamid Jahankhani 

Abstract Personal Identifiable Information (PII) management has been a major 
focus in data management due to the level of threat against it. Personally identifiable 
information is generally protected by an identity system whose roots can be traced 
to a centralized application whose data are saved in a database and can be retrieved 
through authentication using a username and password. Federated Identity manage-
ment systems evolve because centralised systems get easily compromised and as a 
result, lots of PII data are exposed. Continuous breaches against these legacy systems 
have been the major concern of researchers, also the need for users to be in control 
of their PII data as stated in article 4 of GDPR. The aim of this research is to adopt 
a qualitative and design science research method to achieve the gap in the existing 
decentralized identity system which includes consensus algorithms, quantum-safe, 
compliance to GDPR policies, governance, development language, and scalability 
among others. This led to the use of Neo 3 blockchain in contrast to the common 
Ethereum and Hyperledger used by the existing system. This work has shown a new 
direction to safeguarding users’ data considering the technological factors in decen-
tralized Identity management and has developed a framework that future work can 
lean on to develop a Decentralised Application for a dBFT PII management system. 

Keywords dBFT · PII · GDPR · Personal identifiable information · Blockchain ·
Neo 3 

1 Introduction 

Everyday witnesses lots of data collections out of which the most important and most 
targeted data by the attacker are personal data. Many recorded breaches have shown 
us how this data is used by criminals to either steal from the entity or pretend to be the 
entity while carrying out their criminal activities. Due to this, the need for information
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confidentiality and integrity cannot be over emphasis. Research has shown most of 
this data got exposed because of unsecured identity and access management systems. 
This work focus on using delegated byzantine fault tolerance (dBFT) blockchain 
consensus algorithm to develop and manage personal identifiable information (PII). 

Before the advent of blockchain, identity management has been the responsi-
bility of individual organizations which is generally referred to as centralized. In a 
centralized identity management system, users manage their data after being granted 
access using a username and password. This mechanism has led to a proliferation 
of credentials and witnessed lots of attacks such as brute force attacks, dictionary 
attacks, and many others. Although much work was done to improve this system 
such as multifactor authentication, password manager, and setting password pattern 
but the technology used has called for remodification of intent which leads to the 
advent of federated identity. Federated Identity has given users the ability to use 
fewer passwords because of the single sign-on feature (SSO). Although it is built 
on a centralized system, the uniqueness of having a single system responsible for 
managing users’ authentication and access to data also limit the breaches of data, as 
well as give small business an opportunity to leverage on high security set aside by 
identity providers. Federated Identity systems have been known for years as a saviour 
in identity and management systems, not until some of them were attacked, and the 
need for individuals to have control of who has access to their data arose. Decentralize 
identity evolve few years ago to solve the most pressing issue of an identity manage-
ment system which is giving individuals control over who has access to their data, 
with Sovrin, MyData, Waypoint among others leading the way, the future of decen-
tralizing identity management is promising. Just like the previous IdM systems, the 
technology used is important as it is responsible for its robustness, cost implication, 
and security of the system. Most of the known decentralized identity management 
systems as solved the major problem leaving behind the technology problem. A 
good example is Waypoint uses the Ethereum blockchain which is known for its 
low processing speed and requires high computing power to mine ether. This weak-
ness calls for scalable and more efficient blockchain technology which is one of the 
objectives of this work. 

The increasing PII data theft in cyberspace has been the motivation for this work. 
The internet has been filled with news on attacks of PII yearly and all the approach 
to curb it hasn’t been successful. Just this year, companies such as Microsoft, News 
Corp, Red Cross, Ronin, and Flex Booker witnessed a heavy cyber-attack with 
millions of PII data being exposed to attackers [1]. This occurrence of exposure 
of PII has led to many works on PII management systems. Centralized, Federated 
and Decentralised Identity management system are the common means of managing 
and securing PII systems. The record of attacks on centralized and federated PII 
management system has shown that both technology is not enough to secure and 
protect the interest of individual PII. Decentralised Identity management has proven 
its efficiency with the uniqueness of users having absolute control of their PII data 
and can revoke access to it in case of breach or attack. Contributing to this growing 
technology in the area of tracking PII accesses and choosing decentralised tech-
nology with less compute power such as Decentralised Byzantine Fault Tolerance
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(dBFT) is the main focus of this work. This work will explain the concept of identity, 
why PII needs to be stored and controlled by its owner and will also guide the reader 
on how effective blockchain is towards providing a lasting solution for an identity 
management system. 

2 Literature Review 

In the present age, data has been the most important asset, businesses need data in 
the development and delivery of services. One of the major sources of data collection 
is the internet. As the number of internet users rises dramatically each year, so does 
the data gather volume. According to research, there are 4.66 million internet users, 
of whom 4.2 million use social media regularly. This has demonstrated that social 
networking sites (SNS) are used to acquire more data than any other platform. An 
example of data collected via the internet is personal data. 

2.1 Personal Data 

Personal data refers to information that reflects a user’s characteristics such as age, 
address, name, etc. According to Information Commissioner’s Office (ICO), data can 
be described as personal data if it has the following characteristics: “identifability, has 
a relationship with, Obvious data about an individual, data linked to an individual, 
purpose, biographical significance and concrete information about an individual” 
[2]. Personal data has been used as a source of wealth for some companies that focus 
on trading this information for marketing and another purpose without considering 
the privacy of the owner. 

There are two main categories of this data: Non-Personal Identifiable Information 
(NPII) and Personal Identifiable Information (PII) [3]. Non-PII is general information 
also refer to as anonymous data. This data on its own cannot be used to identify an 
individual and can be found openly such as cookies data, device type, time zone screen 
size, etc. Businesses typically gather non-PII data to monitor and comprehend their 
customers’ online activities. They can then use this to enhance the user experience and 
engagement of consumers online. PII is described by the Department of Homeland 
Security (DHS) as “any information that permits the identity of an individual to be 
directly or indirectly inferred, including any information which is linked or linkable 
to that individual”. 

The publication of William Prosser’s seminal work classifying privacy tort law 
into four categories in 1960 marked a subsequent turning point in the law of privacy. 
Contrary to Warren and Brandeis, who based their theories of the right to privacy 
on ideas derived from European philosophy, Prosser was willing to create several 
simple classifications that, over time, were able to assume a doctrinal role. But he did
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not address the PII problem, unlike Warren and Brandeis. Prosser essentially thought 
that privacy torts only apply in cases involving an identified individual. 

2.2 PII and Privacy 

If Privacy is becoming more important because of the increasing number of data that 
businesses produce, manage, and store. The growing in complexity of computing 
environments more than the way they use to be, rapidly incorporating the public 
cloud, the company data centre, and several edge devices, such as robots, remote 
servers, and Internet of Things (IoT) sensors. It is more difficult to secure and monitor 
data due to the expanded attack surface caused by this complexity [4]. 

Whether PII is involved often determines the scope of privacy legislation. The 
fundamental premise of the applicable laws is that there cannot be privacy harm 
if PII is not implicated [4]. Privacy laws in their various forms typically prohibit 
unconstrained handling of PII, though they do not recognize sensitive versus non-
sensitive PII [5]. Sensitivity often appears to depend on context, which makes it 
difficult to represent in a simple language analysis, yet, this does not rule out the 
possibility of “context-free” sensitivity as proposed by Al-Fedaghi and Al-Azmi [4]. 
Furthermore, establishing context-free sensitivity can deliver a preliminary catego-
rization of data that can then be improved by a knowledge-based system, a manual 
method, or both. Regardless of the setting, a report about a certain person has some 
relevance for that person (e.g., they were talking about you). When the name of 
the identified individual is mentioned in connection with a behaviour, the matter is 
sensitive regardless of the context. Identifying sensitive data categories, particularly 
those that contain personally identifiable information, has proven to be challenging 
in practice (PII), [4]. According to Jocelyn Mackie in her article published on the 
TermsFeed website describe Sensitive information as a sort of personal data that can 
make a person susceptible to discrimination or harassment if discovered. Personal 
information is protected by law, but sensitive information receives additional atten-
tion due to the potential influence on an individual’s livelihood, quality of life, and 
capacity to engage in daily, [6]. General Data Protection Regulation (GDPR) deems 
the following to be sensitive personal information: Racial or ethnic origin, Political 
opinions, Religious or philosophical beliefs, Trade union membership, Genetic data, 
and Biometric data [7]. According to article 6 of GDPR, this type of data can only be 
processed lawfully under extremely limited circumstances some of which are, when 
consent is given, for contract, as a compliance mechanism with a legal obligation, 
vital interest, public interest, and legitimate interest. 

In other to further understand the rank in sensitivity, Bing suggested ranking the 
sensitivity of PII as follows: (1) Inherently private, sensitive information (such as 
medical or sexual information); (2) Judgmental information that might be harmful to 
the data subject, and (3) Biographical information that allows access to more private 
information [8]. Al-Fedaghi further improve on Bings’ work by providing a semi-
automated system for PII sensitivity measurement starting from basic values that can
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be manually and automatically improved through evaluations. The methodology is 
based on breaking down PII into its component parts (such as the identified person 
versus the action) and types (e.g., a single person vs relationship among persons). He 
further gives a syntactical foundation for answering the question of why some PII is 
more sensitive than other PII by constructing sensitivity assessments upon linguistic 
units. The method uses linguistic analysis to identify the “tendencies” of various 
forms of PII that arouse various degrees of sensitivity [4]. 

2.3 Information Management System 

Evolution of information technology has transformed the way information are 
managed. The old method of information management on paper has seen a big chal-
lenge from database management and its migration to it has come with lots of chal-
lenges among which is privacy. Identity information management system evolve to 
solve the rising challenges in managing user data. Rosencrance and Mathias [9] define 
Identity management as a method of ensuring controlled access to information and 
also an avenue to maintain confidentiality, integrity and availability of information. 
Owing to the importance of Identity management systems Hansen et al. [10] explain 
how identity system has contributed positively to use of digital device in authentica-
tion and authorisation in their work “Identity management throughout one’s whole 
life”. They also describe identity life cycles as creation, evolution, and revocation. 
Identity management (IdM) is becoming increasingly popular as a medium of authen-
tication and authorization between customers and service providers, the credit agency 
as It makes it easier for users to use Internet services, encourages service providers 
to improve their offerings, and increases internet security. The most valuable infor-
mation resource an identity provider (IdP) may use to offer a variety of services is 
personally identifiable information (PII). Due to the users’ sensitivity, it has become 
a severe issue that PII is leaked, loosely managed, unlawfully chosen, and unlaw-
fully accessed [11]. Different companies (small, medium and large) manage users 
data including PII using the conventional database system which has diverse secu-
rity level. This has contributed to loss of data before the advent of identity as a 
service, provided by companies such as Microsoft, Amazon, IBM etc. with the aim to 
centralise Identity management to a more secured infrastructure also known as feder-
ated identity. Attack on some of this infrastructure as call the attention of researcher 
such as Alruwies et al. [12] in their work to better improve on the services provided 
by Identity and Access management (IAM) service providers. They proposed an IT 
governance and a framework for Identity management in IT infrastructure with a 
privilege access management which are basically cybersecurity compliance strate-
gies and policies. Chen et al. [11] Differentiated security levels for personal iden-
tifiable information in identity management system is another work that see to the 
importance of PII protection in identity management system. They develop a novel 
framework that uses data mining to predict future information asset value and ways 
it can be protected. Their work has two stages, the first stage analyses the database
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containing the PII with the help of the data mining tools and predict the level of 
security to be given to it, the higher the PII discover the more security measures to 
be deployed. The second stage analyses the history of illegal access and attacks and 
thus, use it to redevelop the decision tree and as well update the knowledge base. 
The need for end user given the full privilege of managing their PII are still a major 
concern as the goal of privacy is achieved when the control of access lies in the hand 
of end user not the service provider, company, or government. Developing a privacy 
enhanced identity management system comes with several challenges among which 
is getting government and private sector interest in other to create identity manage-
ment solutions that preserve user privacy while striking the ideal balance between 
user ease and faultless data protection, [13]. An example of such enhanced identity 
system which gives individuals control over their data especially PII is seen in a 
legal framework by European Union (EU). This framework, established with the 
aim of giving EU citizen control over their in a project called PRIME (Privacy and 
Identity Management for Europe). The goal of PRIME is to give citizen the power to 
control the information collected from them using pseudo-identities, cryptography 
and certifications when interacting with vendors and service providers. Also they aim 
to give individuals power to have say on policies regarding their privacy with service 
provider on data usage and guidelines towards safeguarding it [14]. The PRIME 
project has been a blueprint for Identity management and privacy and as a result, 
many researchers have worked on similar or more advanced identity management 
systems using technologies such as blockchain, leveraging on its decentralized nature 
and high level of privacy. 

2.4 Blockchain for Identity Management System 

Blockchain, popularly known for its high level of privacy, integrity, and security has 
been seen as the most promising approach to users’ control of their identity [15]. A 
decentralized distributed ledger technology that allows peer-to-peer communication 
on a distributed database has witness lots of research attention which identity and 
access control is among most researched topics. Blockchain consist of blocks that 
are linked together using cryptography. These blocks consist of records of transac-
tions, cryptography hash of the block before it and time stamp, thus, allow it to be 
linked together to form a chain. These chains are hosted on a distributed network call 
node and a validated by hash code. Hash code creation in blockchain is through a 
high computation algorithm which can take main frame computer millions of years 
to decrypt. A transaction is said to be considered genuine when it has received the 
consent of every participant in the network. The approval task is accomplished by 
using the Consensus process. Only once the transaction has been validated does the 
block become an integral component of the blockchain. The network is known as 
a blockchain because it is continuously expanding and is connected to immutable 
blocks [16]. Blockchain can be of three main types, Public, consortium or federated
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Table 1 Blockchain type 
comparison Properties Public Private Consortium 

Authority Decentralised Not 
decentralized 

Partially 
decentralized 

Access Anyone Limited () Limited 

Identity Anonymous Trusted Trusted 

Transaction 
speed 

Low High High 

Consensus 
mechanism 

Open Restricted by 
vote 

Restricted by 
vote 

Cost Expensive Cheap Cheap 

Data handling Open Controlled Controlled 

Immutability Fully Partial Partial 

and private [17]. Public blockchain are permissionless, it gives rooms to public partic-
ipation with privilege to write and read access to the chain. Users have the freedom 
to transact freely and anonymously, a good example of this is bitcoin and Ethereum. 
Unlike the public blockchain, private blockchain are permission based. They are 
mostly used by an entity (e.g., organisation, district and association), restricted to 
permitted users and doesn’t allow anonymity. Ripple (XRP) and Hyperledger are the 
common examples of private blockchain [18]. Consortium of Federated blockchain 
also refer to as a semi–private blockchain is a type of blockchain which are govern 
by multiple entities. They are like private blockchain but more robust as it contains 
more than one organisation. Consortium blockchain are also permission base. Table 
1 shows the comparison of the common types of blockchain [16]. 

Blockchain adoption in several applications has grown since 2008 when it started 
with finance (bitcoin) and now has span through several sectors from Health, educa-
tion, Internet of things, privacy and security, identity and access management, Busi-
ness and Industry, data management, and entertainment. These applications are built 
with several blockchain framework such as Ethereum, Hyperledger fabric, Neo, R3 
Corda, Hyperledger Sawtooth, Multichain, Monax, Open Blockchain etc. 

Blockchain has been see to be the technology for next generation of identity 
management systems due to the performance of some blockchain base identity system 
such as uPort, Sovrin and ShoCard [19]. Some blockchain identity management 
system is summarised alongside other PII management works in the next section. 

2.5 Related Works 

Managing personal identifiable information is a domain where lots of research has 
been done as far back as 1995 when the internet is introduced. According to Gutierrez 
[20], digital identity evolve from the idea of centralise identity, then Federated 
identity in 2006 and presently there are ongoing research on user-centric identity,
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Self-sovereign identity and decentralise identity. He further highlights some of the 
problem of identity which include identity theft, Fraud, impersonation, compli-
ance and regulation, cost, complexity and unreliability, privacy and safety and 
acceptability [20]. 

Hansen et al. [10] explain how identity should be managed throughout one’s live in 
their journal where they described the major challenges to identity as ensuring privacy 
and proper handling of sensitive information (PII). They lay down four mechanism 
which are: user-controlled privacy, under which they talked about Handling of partial 
identity, data minimisation, enforcing rules for data processing, and transparency 
functionality. Other mechanism span through all areas of life, stages of life and 
full life span. Their work focusses more on process and way’s identity actors can 
ensuring identity protection throughout one’s live and not technology bonded. They 
adopt several works theory to propose a mechanism and concluded that for security 
and privacy of identity, awareness of security measures and privacy issues is required 
by all participating bodies. 

Paul De Hert [13] explains the human write view regarding managing PII with 
E-ID identity management. He describes the major challenge of ensuring privacy 
enhanced identity management to be getting government consent and support in 
their areas of data processing, legislator, and policies. He further explains how the 
sponsorship of PRIME project has shown some level of interest of EU government on 
self-sovereignty identity. He proposed that attaining this goal can only be possible 
by an anonymous credential system with an access control system base in novel 
paradigm, a negotiation functionality, and a reasoning system. He believes this will 
work together to achieve privacy and allow individuals to contribute to the effect. 

One of the best technologies that has been used in the ensuring PII are secured 
and are managed with freedom by the owners is blockchain. A review of Identity 
management system using blockchain was carried out by a [15] where they search for 
published English based relative works using the key word “Blockchain and Identity” 
and a filter year of May 2017 to January 2020 on various academic databases. The 
aim of this research is to have a template which will highlight the research gap 
and benefit associated with using blockchain for Identity management system. They 
briefly explain the challenges of identity management system in terms of Access 
and resources, and trust. Also, the gave some comparison on some of the established 
blockchain identity management system and proposed IdM system at that time. They 
agreed on the fact that blockchain is the next technology for identity and proposed 
that future work should pay more attention to adopting unique mechanism as the 
primary justification for account reset. 

Lim et al. [21] discuss more how self-sovereign is next level of identity, they 
emphasis on the role of blockchain and discuss more on some blockchain powered 
identity management system. Their work further highlight the open issues of 
this systems, challenges which include managing access key which are common 
attributed to server and federated environment, and also verification of users identity 
since there is no one responsible for the act and suggest how future work can better 
this work by including zero knowledge of proof as a bases of extension.
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In other to safeguard identity privacy, the zero-knowledge proof (ZKP) was 
employed by [22], in their research of a Blockchain-and-ZKP-based digital identity 
management system (BZDIMS). The ZKP is one of the cryptographic approaches 
that allows the prover to convince the verifier that a certain claim is true without 
giving the verifier any more information or revealing any details about the witness. 
The claim could be that the prover is aware of the hash value’s preimage or that 
they are aware of a member of a Merkle tree whose Merkle root is known. To 
achieve identity unlikability and behaviour privacy, their proposed BZDIMS utilises 
the architecture of off-chain computing and on-chain validating. This successfully 
prevents the exposure of the ownership between the user entity and characteristics 
in the distributed ledger. They suggested challenge-response protocol which can be 
used to produce low-cost and high-throughput authentication processes and can also 
be used for additional security mechanisms like access control and authorization. 
Their work restriction to a specific algorithm limits its diversity and functionality 
and inherit the problem associated with it. They can’t be used in a private blockchain 
where some level of control is centralised. 

In year 2020, Wang and Jiang propose an information authentication scheme suit-
able for fog computing environment using consortium blockchain technology. They 
use a 2-adic ring theory and other arithmetic algorithm to form a bases computation 
in blockchain consortium. The authors were able to create a trusted environment with 
high level of security as shown from their analysis. Their work focus on securing the 
fog computing device and the security architecture is built around this, so can’t be 
adopted for other system. to-peer. 

Bouras et al. [23] proposed a light weight architecture and the associated proto-
cols for consortium blockchain-based identity management to address privacy, secu-
rity and scalability issues in a centralized system for IOT. Using the consortium 
blockchain architecture will enable wider use in all domain and enhance greater 
degree of flexibility and resiliency. In this approach, each entity is registered to the 
block network only one time as the block provides a unique identifier to each entity 
used globally. In the same manner, revocation is an infrequent function for all enti-
ties, and an entity holder can only revoke hi identity one time. The registration phase 
consists of providing participants a unique identifier ID and the tools that are needed 
to join the consortium network. Furthermore, an entity can a request for registration, 
in a moment of receiving the query, the DLT platform runs the registration function 
that contains three main steps: checking the existence of registered entity, assigning 
a unique ID and communicate the ID to the register. Encryption of messages using a 
private key takes place in the DLT in which the DLT metadata form the unique iden-
tifier ID. Finally, as long as an entity is registered in the network, identity verification 
and also identity revocation can take place within the system. 

Other works, [24] are among the notable blockchain identity works. Their work 
just like others, solve a major problem of give user control over identity (Self 
sovereign identity) using decentralised technology. Their major weakness lies in the 
technology used to solve the problem, as most of these works are built on Ethereum 
and Hyperledger.
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This work aimed to build on the existing knowledge base of the PII management 
system using a scalable, robust and quantum-safe blockchain technology. 

3 Research Methodology 

The resent approach to developing a secured PII management system as seen from the 
reviewed previous work is based on self-sovereign identity (SSI) and decentralised 
features. The ability for user to have an absolute control and optimum privacy of their 
PII has been the main concern. The previous work has shown different approach to 
solving this problem without considering factors such as the technology robustness, 
speed, quantum computer proof, environment friendliness and computing power 
among others. This section explains the two approaches we adopted to fulfil the 
objectives of this work. The first part uses a qualitative research method to critically 
analyse previous work considering gaps identified earlier. The second part uses a 
design science research methods to justify our chosen consensus algorithm and to 
build a decentralised application model for our proposed system. 

3.1 Methodology Justification 

The first part of the work uses qualitative research method which is a scientific way 
of collecting and analysing non-numerical data. This method was used to understand 
and formulate a good model from the critical analyses of the previous work. The 
second part uses design science research methods as it is the only research methods 
that permit design, modelling of an application. Some of the element of it that makes 
it a strong choice for modelling our Decentralise PII management Application are 
induction and deduction of problem, design and testing and validation of research. 

3.2 Approach to Critical Analysis of Previous PII 
Management System 

After conviction that the best approach to avoid re-inventing the wheel in PII manage-
ment system is to understand and deduce a new solution through critical evaluation/ 
analysis of previous work. This was done by sourcing for important works such as 
journals, articles, white papers, and conference proceeding using a strategic search 
approach across digital libraries (with access to up to 100 high reputable publishers 
including ScienceDirect, IEEE, ACM Scopus, SpringerLink and O’Reilly), google 
scholars and google search filter for websites articles in PII management domain. 
A search parameter was formulated to filter the large resources available and the
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work uses some know search methods to identify the high relevant work which were 
analysed. 

3.3 Search Parameters 

In other to have a broad scope of the work, keywords such as: PII management 
systems, Identity management system, Blockchain Identity, Blockchain technology, 
Decentralise Byzantine Fault Tolerance (DBFT) Identity system, Decentralised Iden-
tity management system and Decentralise PII management system were used on 
different occasions on the resources websites. This returned close to a thousand 
related works. In other to separate the work base on strength and relevant, different 
search method were used. 

3.4 Search Methods 

The work adopts different search methods at different level of the work as required. 
At the start of the work, quick and dirty search methods were used in other to have 
an idea of the scope of the research space and to formulate a concept which later 
leads to the research topic. In other to get a deeper understand of the literatures and 
previous work, a snowball method and cited reference were used interchangeably. 
This help reduced our workspace analysed. 

3.5 Analysis Methods 

The analysis was done starting from the theories proposed, evaluating each work 
from their root aim to the result, paying close attention to the technology used and 
the result. Their argument, position, recommendation, and area of improvement were 
also looked at. We adopt a tabulated comparison which can be found in chapter four 
to present the critical analysis. 

3.6 Choosing Decentralise Technology 

From our literatures, we could deduce that the heart of decentralise (blockchain) 
technology lies in its consensus algorithm. From our research we found out that 
the common consensus algorithms are Proof of stake (PoS), Proof of Work (PoW), 
Practical Byzantine Fault tolerance (PBFT), Distributed Byzantine Fault Tolerance 
(dBFT), Proof of Burn (PoB), Proof of Capacity (PoC) and Proof of Elapse Time
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(PoET). Each of this algorithm has its pros and cons. In other to choose the best fit 
which in return will determine the blockchain technology to use, we analyse each 
algorithm strength and weakness and choose the best fit. 

3.7 Modelling of Proposed DApp for PII Management System 

The proposed system is model following the software development approach of 
a decentralised application. These features information gathering on the system 
requirement, block diagram, use-case diagram, data collection models, smart contract 
development and an infrastructure modelling for deployment. 

3.8 Ethical Considerations 

This research was carried out upholding the standard research ethics in other to 
ensure the scientific integrity is preserved, enhanced research validity and protect 
the participant rights where data collection is involved. 

The work adopts the standard guide for research designs and practice in our 
methods which include confidentiality, result communication, informed consent 
among others. 

4 Research Design and Models 

This research was conducted to serve as a blueprint for future work and a guide 
to developing a decentralised application for managing personal identifiable Infor-
mation using distributed byzantine algorithm. The previous chapter has shown the 
procedures and method adopted to critically review the previous work and designing 
a model for developing a decentralised application for our proposed system from the 
architecture to deployment. This chapter will present the review summary, model 
and a step-by-step process of setting up a neo blockchain. 

4.1 Review Summary 

After thorough evaluation of over hundred extracted works related to our line of 
research, we select some works which solve similar problem, identified their gaps 
and strength. These works were reviewed, and the result was presented in Table 2. 
Table 3 are extended works which are already in production/deployment phase. A
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further evaluation of common technology associated with those works were tabulated 
in Table 4.

From the above table we can conclude that the most used technology for identity 
management system is Ethereum and Hyperledger. In Table 4, we make a comparison 
to evaluate the technology fit for the proposed work and our findings is recorded. 

We assume a best fit score of 10 for each Area of focus above and we compute 
for fit for purpose for each technology (Chart 1).

Where Xn  is the Area of focus and n is the index of it. 

Fit for Purpose = 
n∑

0 

Xn  

4.2 Designing Dapp Models for PII Management System 

4.2.1 System Requirement 

System requirement were form from the core features of the existing system with 
new additions, paying close attention to the GDPR and ISO 27001 policies for data 
collections and management. The following requirements were drafted:

• Security
• Low compute and easy deployment
• Easy Node setup
• Meet up with GDPR and ISO Policies
• Easy users and organisation sign up and verification
• Every Users can participate in consensus
• Users can add, read, update, and delete their PII
• User can share and track their PII access
• Users can delete and leave the network if not interested
• Users can vote for speaker who led the consensus
• User and Organisation has equal right to be a speaker
• Block Diagram 

To depict relationships between objects, entities, concepts, or different item, a 
diagrammatic representation of blocks that represent one or more of these things are 
adopted which are connected by lines, generally refer to as a block diagram. 

Figure 1 shows the block diagram designed for the proposed system with some 
actions flow like what we have in the use case diagram.
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Table 2 Review of related work 

S/ 
No 

Authors Method Point of 
application 

Strength Weakness 

1 [25] Security framework 
that integrates the 
blockchain 
technology 

PII 
communication 
in smart cities 

Use of multiple 
blockchain 
application to 
prevent 
vulnerability 

The develop 
framework lacks 
interoperability 
and scalability to 
be use in different 
platform 

2 [26] Identity blockchain 
system for 
verification and 
management of 
electronic health 
record and 
communication 

Identity 
verification and 
management of 
patient 
information in 
health record 

Encryption of 
patient identity 
information with 
a hash function 
which enhance 
confidentiality 

The techniques 
need to more 
improvement for 
proper efficiency 
to be able address 
latest security 
concern 

3 [27] High-level 
framework 
blockchain-based 
identity management 
system named 
Hyperledger 

Communication 
in PII 

Utilization of 
plenum byzantine 
fault-tolerant 
protocol to detect 
malicious issues 

Implementation 
cost of the 
method is high 

4 [28] Data trust framework 
using blockchain 
technology and 
adaptive framework 

End-to-end 
communication 
in PII 

Data owners can 
also monitor and 
trace access 
regulation and 
modification on 
their data assets 

Identifying 
invalid access to 
the system remain 
a difficult  
challenge 

5 [29] Ethereum smart 
contract base on 
DecentID 

Verification of 
personal 
portfolio in PII 

Preserve the 
confidentiality of 
the user 
information and 
allow user to  
handle their 
attributes and 
identities in a 
single common 
place 

The performance 
of the method 
needs to be 
enhance using 
VerifID in the 
blockchain 

6 [30] Blockchain 
technology 
(combination of 
personal health care 
(PHC) blockchain 
and external record 
management (ERM) 
blockchain) 

Medical health 
care 

Detection of any 
abnormalities in 
the data during  
remote 
monitoring 

No limitation 
mentioned

(continued)
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Table 2 (continued)

S/
No

Authors Method Point of
application

Strength Weakness

7 [3] Personal identifiable 
information 
management system 
(BCPIIMS) 
blockchain 

Personal data 
sharing and 
tracking 

User can easily 
predict a data 
breaching process 
and also track the 
exact set of 
breached data 

No performance 
comparison with 
other existing 
system to ensure 
it efficiency 

8 [31] Conceptual model 
base on blockchain 
technology 

PII data 
communication 

Data encryption 
using both private 
key to which 
enhance privacy 

Model evaluation 
against several 
vulnerability 
attacks was 
limited 

9 [32] Differential privacy 
in blockchain 
technology 

PII The use of 
Laplace and 
Gaussian 
mechanism of 
differential 
privacy can 
efficiently perturb 
specific value to 
ensure identity 
privacy 

The approach has 
not been tested in 
real life 
application 

10 [33] Consortium 
blockchain base on 
Hybrid P2P network 

PII credit card 
application 

It enhances 
information 
control using 
private and public 
key 

The research was 
limited to credit 
card application 

11 [24] Identity management 
protocol base on 
ethereum blockchain 
technology 

Smart contract It uses stateless 
server that does 
not overload it 
memory 

The approach is 
very slow in 
verification 
because ethereum 
mining is not fast 

12 [23] Light weight 
architecture and the 
associated protocols 
for consortium 
blockchain-based 
identity management 

PII registration 
and 
communication 

High level of 
encryption which 
enhance privacy 

Automatic user 
registration 
process and 
multi-factor 
authentication 
process has not 
been added to the 
technique

4.3 User-case Diagram 

This diagram is a representation of the Interaction between the key entity of the 
system. The Fig. 2 below present use-case diagram shows three main actor and their 
operations on the proposed system.
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Table 3 Common identity application based on blockchain 

App Name Brief 
description 

Blockchain 
technology 

Network scope GDPR 
compliance 

Development 
status 

1 Sovrin A self  
sovereign 
identity for 
public utility 

Hyperledger Public 
(Permissioned) 

Yes Completed 

2 Bloom An identity 
management 
for credit 
scoring 

Hyperledger Limited 
(Permissioned) 

Yes Completed 

3 ShoCard Privacy 
protection 
identity 
platform 

Ethereum Public 
(Permissionless) 

No Completed 

4 Uport PII 
management 
on blochcain 

Ethereum Permissionless) No Completed 

5 I/O Digital Application 
based 
Blockchain 
identity 

Ethereum Permissionless No Completed 

6 BlockAuth Authenticate 
with your 
controlled 
identity in 
your 
registerar 

Ethereum Permissionless No Completed 

7 Cambridge 
Blockchain 

Compliance 
and identity 
management 
based on 
blockchain 
solutions for 
financial 
institutions 

Ethereum Permissionless No Completed 

8 Authenteq Electronic 
KYC identity 
verification 
system for 
crypto 
platform 

Ethereum Permissionless No Completed

The individual actor performs more activities than the other two, but its activity 
is subjected to the outcome of the consensus on verification of his identity and 
assigning of decentralised identity. Individual is privilege to create a node, perform 
PII Operations and act as delegate to elect speaker. The Org actor represent the 
organisation whose aim is to verify a claimed PII by an individual and issues a
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Table 4 Blockchain technology comparison 

Area of Focus Ethereum Hyperledger Neo(N3) 

1 Years 2015 2017 2018 

2 Network scope Permissionless Permissioned Public (support all 
scope) 

3 Consensus 
algorithm 

PoS PBFT DBFT (improved PBFT) 

4 GDPR 
compliance 

No Yes Yes 

5 Scalability High node, less 
scalable 

Less node, highly 
scalable 

Less node, highly 
scalable 

6 Speed Low Fast Faster 

7 Economy 
friendliness 

Consensus is 
limited to stake 
holder 

Everyone in the network 
take part in consensus 
decision 

Everyone in the network 
take part in consensus 
decision 

8 Governance Carried out by 
developer 

Linux foundation Neo council (elected by 
everyone on the 
network) 

9 Transaction 
currency 

Ether No specific currency Neo gas 

10 Development 
language 

Solidity Support common high 
level language e.g. 
C-sharp, JavaScript, 
Python, Go, and Java 

Support common high 
level language e.g. 
C-sharp, JavaScript, 
Python, Go and Java 

11 Quantum safe No No Yes

certificate which can also be a PII. The last actor represent the consensus who are 
responsible for block formation and adding block to the blockchain. 

4.4 Design Data Collection Models 

The proposed system utilized an in-built smart contract storage made available by 
Neo blockchain and is private to the smart contract. This gives individual contract 
access to write, modify, read, and delete data. This storage allow data to be stored 
in a key -value pair, where key is a string, or a byte array and value is of any type. 
The image below shows the database relationship of some key attribute of the system 
(Fig. 3).

Each table are represented on Neo blockchain platform by Storage Map.
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Ethereum 

Hyperledger 

Neo 3 

FIT FOR PURPOSE 

Chart 1 Technology fit for purpose

Fig. 1 Block diagram of the proposed system
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Fig. 2 PII manager D app use case diagram

4.5 Infrastructure Design 

Figure 4 shows the system design of the infrastructure that will be needed for adequate 
functioning of our system. The Dapp will be built on a Linux operating system due 
to its efficiency, size, and ability to run both the interfaces (Frontend and the Neo 
Blockchain Platform) of our application. On it, is NGINX sever for running Node 
application (React) and Neo SDK for the blockchain. The Nginx server is configured 
to host the React App developed to interface with the blockchain API which are part 
of the flexibility Neo platform gives.

4.6 Smart Contract 

A smart contract is a set of digitally defined promises that also specifies how partic-
ipants in the contract will carry out their obligations. Smart contracts are incredibly 
helpful in the decentralised, un-hackable, highly trustworthy system that blockchain 
technology provides. One of the most significant aspects of blockchain technology 
and the reason why it can be referred to as a disruptive technology is smart contracts.
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Fig. 3 Database relationship of PII manager

Fig. 4 System diagram of infrastructure of the PII manager
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This is the also refer to the backend of a blockchain system as all actions are defined 
in the contract. 

The proposed system smart contract was developed on Neo smart contract 2.0 
written in C-sharp which is the official language of the Neo Blockchain. The contracts 
code can be divided into three form which are validation, functional, and application 
contracts. In this work a validation contract is written to validate user at every point 
of transaction which involve cross node transaction or within a node. Functional and 
Application contracts allow us to mage PII data using the contract storage. Neo smart 
contract 2 is run on a lightweight Neo virtual machine (VM) which makes it to start 
up quickly and can be used for smart contract with short procedures. Its efficacy is 
the main reason for choosing it as our choice of blockchain technology. 

4.7 Developing dBFT App Smart Contract Using Neo 3 

This section shows the steps taken to develop neo 3 private network, creating wallet 
and writing the smart contract for our PII management system. The first requirement 
is installing visual studio code Integrated development environment (IDE) which 
will serve as our development editor to write our code and test our network before 
deploying to main network. The next step is installing Neo 3 Blockchain toolkit 
visual studio code extension as shown in Fig. 5. 

After installation we have both Neo Blockchains and Neo N3 visual devtracker 
added to the tool bar and a quick start guide to start development. 

The setup is completed using the quick guide and the following were created: 
A Neo express private network with 4 nodes to allow flexible interaction between 
objects in different nodes, A genesis wallet with a default Neo balance of 100,000,000 
NEO and a Gas Balance of 52,000,000 as seen in Fig. 6 and a smart contract default 
template as show in Fig. 7.

Other wallet can be created in each network node by right-clicking on the node 
and select create wallet then enter the name for the wallet.

Fig. 5 A screenshot of Neo blockchain toolkit 
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Fig. 6 Screenshot of the default wallet created for each node 

Fig. 7 Screenshot of smart contract

The contract is edited to meet up with the action / activities model for our proposed 
system. 

5 Critical Discussions 

The rising needs for technologically efficient, scalable, and secure PII management 
system has been the inspiration of this work. Holding up our key objectives, we could 
see from our critical analyses that the previous work needs to be improved in area 
of technology and including features such as a PII tracking system so individual can 
be rest assured their PII data is safe. Our proposed system which is designed to be 
built upon the most secured (quantum-proof) blockchain technology will guarantee
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an efficient solution to the problem known with the previous work. Our model for 
the Decentralise App will serve as a blueprint for future work to build on. 

6 Conclusion and Future Work 

The need for secured, efficient, robust and technology friendly PII management 
cannot be disputed in the era of today. Fortune has been lost because of breach in PII 
management system and therefore many researchers tend to focus on build secured 
and user-controlled identity management system to secure PII and this led to the 
advent of a self-sovereign identity management system. Blockchain technology has 
proof it efficiency in this line of research with decentralised identity. This work has 
shown the contribution of previous works with or without blockchain technology 
to managing PII and has identify some gaps in the existing system which was the 
starting point of our objectives. Then, a secured decentralised PII management using 
DBFT consensus algorithm was proposed as a solution to the existing problem. 
This algorithm is the major power of Neo 3 blockchain which is why we adopt the 
blockchain platform and lastly a decentralised app was modelled in other to give 
a full scope of the proposed system. This work can serve as a blueprint guide to 
developing PII manager for government and enterprise. It can also be integrated to 
systems where sensitive information is to be collected, saved and tracked. 

Future works are: 

Developing a decentralised Applications: this work has modelled the DApp, which 
is a starting point for future research to build on. Different use case can be leverage 
such as Government Identity management system, Enterprise SSO etc. 

Evaluating Security before and after data collection: One of the major problem 
of identify with blockchain App is usually associated to the frontend where data are 
inputted before been deployed to blockchain. This work couldn’t look into this and 
can be a good area to work on for future work. 

Survey to know which PII information users are most reluctant to give when 
asked: Since we aimed to build a user centric PII management system, The need for 
users to participate in the requirement definition cannot be over emphasise. Future 
work can incorporate this to their development. 

The crypto fuel is not divisible: The work adopts Neo blockchain which used 
NeoGAS to fuel the transactions. NeoGAS only exist in whole number and doesn’t 
give room for divisibility (Decimals).
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Security Framework for Big Data Usage 
in Cloud-based e-Learning Application 

Sree Ravali Murala and Hamid Jahankhani 

Abstract A variety of businesses, academic institutions, and individual consumers 
have shown an interest in cloud computing since its inception in the last few years. 
This is due to the fact that cloud computing users are in a brand-new IT business 
paradigm. It holds the potential of moving away from a paradigm where businesses 
have to spend extensively on in-house IT resources in favour of one where they can 
purchase or rent services managed by a cloud provider and pay as they go for them. 
There is a significant shortcoming or shortage of finances among smaller educa-
tional institutions to effectively use Technology. Education, especially in outlying 
and impoverished areas, may benefit greatly from cloud computing’s potential to 
improve both its quality and accessibility. It may provide improved communica-
tion and collaboration amongst educators in different places, allowing for more 
engaging and dynamic classroom activities. Additionally, cloud-based solutions may 
provide clients/academic institutions with cost savings and exposure to state-of-the-
art computing. In this chapter, some of the most significant security challenges that 
arise when using e-learning applications in conjunction with cloud computing and 
big data are discussed. In addition, a greater emphasis is placed on the security of 
middleware applications, which are utilized to connect end-user applications and big 
data. 
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1 Introduction 

Due to the rapid development of internet technology and the consistently observed 
improvements in network capacity and quality, real-time transmission of high-quality 
video and audio is currently regarded to be a practical possibility. Schools’ long-
held methods of teaching have evolved through time as a result of these seismic 
developments [1]. The meteoric ascent of e-Learning as one of the most popular 
forms of education is a prime example of this trend. More and more schools and 
businesses are using e-learning systems to better meet the demands of their students 
and employees. 

Traditional E-leaning is still in use today after being implemented many years 
ago. With more and more individuals using the internet and computer networks 
and more and more tools available for online education, it’s clear that the traditional 
model of e-learning is working. The efficacy of online education has been the subject 
of study at several universities [2]. Because of this, cloud-based learning has been 
growing in popularity [3], particularly when taking into account the advantages it 
provides within the framework of an online classroom. In most cases, organizations 
would rather devote their resources to creating a model that is not only useful but 
also cheap to maintain [2]. Indeed, these benefits have resulted from cloud-based 
learning, which is increasingly altering the face of online education. In contrast, the 
traditional method of online education has its own set of challenges. For instance, 
a system’s development and upkeep can only be performed by employees of the 
company that purchased them. Fixing the traditional E-learning paradigm requires a 
lot of manpower and money, but it’s the better option overall [4]. 

Students may fit their education into their busy schedules with the use of e-learning 
platforms, often known as Learning Management Systems (LMSs). The goals of 
higher education institutions as a teaching tool, the adaptability of LMSs in terms of 
content delivery, and the ability of users to engage with course materials regardless of 
their physical location are all factors that contribute to LMSs’ growing popularity and 
acceptability [5]. The exponential growth of data has had some negative repercussions 
on classrooms throughout the world, despite the numerous good ones. According to 
[6], the vast amounts of data generated by LMSs may be analyzed to understand 
more about how students are learning and how well teachers are supporting student 
growth. 

Challenges posed by the “3 V” (Volume, Variety, and Velocity) of data in e-
Learning systems, already substantial due to their sheer size, are only growing in 
scope and complexity. The amount of data (the number of students and teachers 
logging in), the diversity of data (the length and format of different pieces of infor-
mation), and the pace of online dialogues (the constant flow of new information) are 
all major obstacles. Again, it’s challenging for colleges to cope with data from the 
many various e-learning platforms in use. Since the LMS data entries’ descriptions 
and compositions are unique, the work proposes [7] that the systems establish a new 
datatype. Developing a new metric that establishes connections between different 
data points will allow for more extensive data collection and examination. Variety,
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data complexity, time, data privacy, and scalability are the most critical problems 
that Big Data brings to educational institutions at all levels when it comes to deriving 
value from data, as outlined in the work done by [8]. 

Sensitive information stored in Hadoop or being sent over a network may be 
protected using a variety of security measures. To do business across a network, it 
is necessary for two parties (the client and the server) to have trust in one another. 
Typically, the client will send its password to the server, where it will be checked for 
validity. Users risk having their credentials stolen if they submit sensitive informa-
tion via a network that isn’t properly protected. Without sending the actual creden-
tials across the network, Kerberos provides strong authentication for client/server 
programs [9]. When information is being sent to Hadoop, it may be encrypted using 
the SASL authentication mechanism. With SASL security, a “man-in-the-middle” 
(MITM) cannot hijack client and server communication. 

It is not sufficient to just store the data; we must also have the capacity to process it 
effectively. The vast majority of the time this holds true. For the time being, processing 
should not occur in the Hadoop encryption zone. The whole file must be decrypted 
if the MapReduce job is to be used on information located in an encryption zone, 
and only then must the decrypted data be made available for use by the MapReduce 
process [10]. The data must be prepared in this way before the MapReduce operation 
can be performed on it. To avoid slowing down Hadoop’s performance, the chosen 
encryption and decryption system has to be able to process massive volumes of data 
rapidly. Hadoop encryption zone employs cypher suites like Advanced Encryption 
Standard (AES), known for its decent encryption performance and efficiency stan-
dards but it certainly having greater memory demand and might impact performance 
due to the fact that Client node has limited memory and fistulized are normally of a 
bigger size. 

The goal of this chapter is to develop a big data security framework that will 
improve the performance and security of an E-learning platform hosted in the cloud. 

2 Literature Review 

“Big data” may be understood in a variety of ways. These descriptions often focus on 
the size, complexity, and diversity of the subject matter at hand. Business, medicine, 
and even computer science has all made use of the term “big data” as a result of 
the proliferation of digital technology and the increasing sophistication of data-
dependent applications. Many people are interested in learning more about “big 
data” as a tool for teaching and learning these days [11]. 

According to [12] there is no one, agreed-upon definition for the term “Big Data”. 
They went on to explain that the four pillars of the “Big Data” idea are the “Big Data”, 
“Information Technology”, “Methods”, and the “Impact”. Big data will be easier to 
grasp if these concepts are linked. “The information asset characterized by such large 
volume, velocity, and diversity that necessitates specialized technology and analytical 
procedures for its conversion into value”, they write. “Big data” is the flow of data in
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today’s world, which is networked, digitized, sensor-laden, and information-driven, 
according to the National Institute of Standards and Technology [13]. They empha-
sized that the rates of increase for big data’s data speeds, volumes, and complexity 
are currently outpacing the traditional approaches to data management and analytics. 

2.1 Big Data Attributes 

Several criteria have been put forward to distinguish Big Data from traditional data. 
Several studies have identified 5 defining characteristics of big data, sometimes 
referred to as the five Vs (volume, velocity, variety, veracity, and value) [14]. But 
however, to label the data as Big Data, only a few of the mentioned characteristics 
are required. Large volumes, rapid changes, along with varied sources of information 
are often cited as defining Big Data. These are the vital characteristics that set Big 
Data apart [15]. 

Big Data relies on volume, a property that refers to the total amount of space 
required for archiving data [16]. They then go on to stress that traditional data is not 
analogous to Big Data because of these basic distinctions [11]. Large data sets need 
storage capacities of either a terabyte (240 bytes) or a petabyte (250 bytes) [17]. This 
data explosion may be partially attributed to the proliferation of electronic devices 
and the emergence of the Internet of Things (IoT). As more and more information 
is generated by business operations, social media platforms, machines, sensors, and 
network connections, it is becoming more difficult for traditional database manage-
ment systems to keep up. In 2011, the worldwide output of data was estimated to 
reach 1.8 zettabytes, based on research by International Data Corporation (IDC). The 
amount of information produced by this data is predicted to double every two years 
[18]. In order to handle, analyse, or store Big Data on a single system, a substantial 
amount of computational power is required, as stated by Strom. Elgendy and Elragal 
[19] makes a good point regarding the limited computational power of conventional 
statistical and visualization methods when used with this data. NoSQL and Hadoop 
are only two examples of modern data storage technologies that make it possible to 
collect, store, and update massive volumes of data in non-Realtime. As a result, it’s 
easier to get things done.

• Velocity: When considering velocity, it is most useful to conceive of it as the 
act of controlling the steady stream of information that arrives to a system every 
second. Before, data was often processed in batches, with samples being gathered 
at infrequent intervals. The real-time creation of data is the primary challenge 
facing modern enterprises in the era of Big Data. When considering the speed of 
data, it is important to take into account both the rate at which data is created and 
the rate at which it is subsequently processed, recorded, and disseminated [20].

• Variety: This feature of Big Data, which includes organized, semi-structured, and 
unstructured information, seems to be its biggest drawback [21]. Data storage in 
the past, including spreadsheets and databases, was organized in rows and columns
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with a strict hierarchy. Today’s data may be found in a wide range of file types, 
including audio, video, image, PDF, and document files, as well as other, less 
conventional forms. Unstructured data accounts for 90% of all data production 
[22]. The challenge comes in identifying the file formats in which these datasets 
are stored and developing appropriate tools and algorithms for doing so.

• Veracity: According to [23], one of the characteristics we seldom think about 
is the reliability of the information. The primary reason we collect data is to 
improve our decision-making. Therefore, reliable information that can be utilized 
for decision-making may be obtained by collecting the relevant information or 
data. Inappropriate or incorrect data may cause issues for businesses and their 
clients. It was [24] in the year, Ensuring the accuracy of all data and analysis is 
essential to the Big Data paradigm.

• Value: Value is being created by the availability of data for many different types of 
organisations, including schools. Research by the McKinsey Global Institute [25] 
estimates that public sector management in Europe might benefit annually from 
using Big Data to the tune of 250 billion euros. The relevance of the data refers 
to the potential value that may be gained through analysing the information. The 
value is in how data is used by educational institutions to improve instruction and 
learning via the application of insights gleaned through data mining. One way to 
do this is to cultivate a setting that encourages the pursuit of these aims. 

2.2 Big Data and Cloud-based e–Learning Application 

Several Big Data technologies are used in higher education for managing, storing, 
analysing, and visualising large datasets produced by e-learning systems. Middleware 
is the core component in the big data environment, where the primary role of the 
middleware is to increase efficiency of overall system by interconnecting various 
applications, tools as well as different databases to create an integrated service to user. 
For example, to improve the experience of both students and instructors using the e-
learning application when it is hosted on the cloud-big data platform, the middleware 
application can assist users to search various e learning contents and well store their 
study materials in the cloud without any difficulty, so more positive encounter by 
consolidating all of the available services into a centralized point [26]. 

It’s a system for storing and managing massive amounts of data via the use of 
distributed storage and parallel computing. The market for this software is expanding 
as more and more data analysts adopt it as the standard for working with massive 
data sets. Hadoop is composed of three parts: the first one is Hadoop Distributed File 
System (HDFS) which is the storage unit in the Hadoop environment, the second one 
is the processing unit called MapReduce and the third one is resource management 
unit called YARN [27] (Fig. 1).

Obtaining data from hundreds or thousands of servers from the cloud storage is 
a task that takes a lot of time and requires a lot of power consumption. The majority 
of the time, the middleware application needs to perform this kind of searching and
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Fig. 1 An overview of the cloud-based e-learning application [28]

sorting of data from thousands of servers. When this task is performed by thousands 
of users again, it will create more of a burden on the middleware application [29]. To 
effectively manage this function google introduces a framework called MapReduce, 
later this is integrated into Hadoop. Map reduce refer two distinct task that performed 
by the middleware application: (1) map (2) reduce (Fig. 2). 

Map: First, the input is segmented into manageable chunks. Thereafter, a mapper 
is responsible for processing each individual block. If there are 100 records in a 
file that need to be processed, for instance, 100 mappers may work in conjunction 
to handle single record each. Alternatively, fifty mappers may be able to work in

Fig. 2 Overall functioning of MapReduce framework [29] 
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tandem to process two records. The number of mappers used is determined by the 
framework according to the amount of data being handled and the size of the mapper 
server’s memory block [30]. 

Reduce: When all of the mappers have finished their job, the framework will 
reorder and scramble the outputs before sending them to the reducers. While a mapper 
is running, the reducer cannot begin processing. Keyed values from the map output 
are aggregated into a single value by sending them to a single reducer. There are two 
intermediate steps between Map and Reduce [30]. 

Combine: The step of combining is not essential. Each mapper server has its own 
copy of the combiner, which operates as a reducer. Before passing on the information, 
it further simplifies the data on each mapper. As a result, there is less information 
to shuffle and sort, which speeds up those processes. In many contexts, the reducer 
class is used as the combiner class because of the reduce function’s ability to do 
both cumulative and associative operations. While a distinct class isn’t required, a 
combiner may be used if one is desired [31]. 

Partition: Partitioning is the process by which the “key, value” pairs produced 
by mappers are transformed into a different set of “key, value” pairs for use by the 
“reducer”. The scheduler determines which reducer will receive data and how that 
data will be given to it. The key’s hash value produced by the mapper is used by 
the default partitioner to identify the key’s partition. Each reducer is partitioned into 
the same number of subsets. After the data has been partitioned, it is passed to the 
appropriate reducer [10]. 

3 Security in the Middleware Application 

3.1 Security of Data in Motion 

Data in the middleware application is stored in a distributed fashion across numerous 
Data Nodes, while metadata and an access log are kept in a separate unit called a 
Name Node. The Client Node and the Data Node are the two nodes that exchange 
data blocks with one another. The frameworks used by the middleware applications 
are made up of many nodes that share data with one another. Since the network is not 
encrypted by default, the information is sent in the clear. This leaves the sent data 
vulnerable to hacking attempts. Internode communication may be achieved using a 
variety of protocols, including Transmission Control Protocol over Internet Protocol 
(TCP/IP), Hypertext Transfer Protocol (HTTP), and Remote Procedure Call (RPC). 
Kerberos and the Simple Authentication and Security Layer are two examples of the 
techniques available for safeguarding communication between different nodes [32].
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3.2 Security of Data at Rest 

The term “data at rest” describes information that is now sitting in a non-volatile 
format. Lack of disk-level encryption in most of the middleware application leaves 
sensitive data vulnerable to security breaches. For example, the inbuilt design of 
hadoop worsens this problem since it distributes data over several nodes, leaving the 
data blocks vulnerable at each of the unprotected links. By default, these middleware 
applications offers a variety of options for encrypting data while it’s stored in the 
cluster. The usage of encryption zones, an additional abstraction layer for bigdata, is 
one such method [33]. 

Some middleware software distributors, like IBM, Cloudera, and Hortonworks, 
promise to safeguard their customers’ information. Not everyone can afford to adopt 
a specialised distribution system, even if their promises are correct. Information 
security is become a basic human right. For a safe and secure environment to be 
accessible to the widest possible audience, there has to be some publicly available 
frameworks [33]. There is still a chance for issues to arise, even for those who are 
using publicly accessible framework. Businesses now rely solely on remote access to 
their sensitive data and services through the cloud. Cloud computing presents unique 
security and privacy problems for businesses. 

3.3 Securing the Data at Rest Using a Cryptographic Method 

The majority of middleware applications use symmetric key cryptography such as 
AES, or Advanced Encryption Standard, which was created by the National Institute 
of Standards and Technology in 1997 as a result of the inadequacy of DES’s 56-
bit key size. The Advanced Encryption Standard (AES) algorithm is a symmetrical 
block cypher method that can transform 128-bit plaintext blocks into ciphertext with 
a corresponding key length. The AES algorithm is part of the international standard 
because of its reputation for security (Fig. 3).

To generate ciphertext, the AES algorithm employs a substitution-permutation 
(SP) network with many rounds. How many times this happens is key size dependent. 
Key sizes of 128 bits need 10 rounds, 192 bits require twelve rounds, and 256 bits 
require fourteen. In order for the algorithm to work, each of these rounds needs a 
round key, but the user may only enter a single key at a time [34]. 

3.3.1 Steps in Each Round 

(1) Substitution of the bytes: S-box rules are used to make replacements in the block 
text’s bytes as the initial stage (Fig. 4).
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Fig. 3 Overview of the AES encryption

Fig. 4 Performing substitution [35] 

(2) Shifting the rows: The next process is the permutation. As can be seen in the 
diagram below, in this phase, it moves all rows but the first by one position 
(Fig. 5). 

Fig. 5 Shifting the rows [35]
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Fig. 6 Mixing the columns [35] 

Fig. 7 Adding the round key [35] 

(3) Mixing the columns: Finally, the Hill cryptography is employed to further 
scramble the data by rearranging the order of the block’s columns (Fig. 6). 

(4) Adding the round key: When everything is ready, the text is XORed with the 
appropriate round key. Repetition of these procedures guarantees the safety of 
the resulting ciphertext (Fig. 7). 

3.4 Attacks on AES Cipher Suite 

AES is currently widely utilized across a broad variety of devices, from 8-bit 
processor-equipped smart cards to massively parallel server clusters. AES has been 
in use for almost a decade, and several efforts have been made to completely crack it.
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Nevertheless, no openly known attack exists today that can decrypt AES-encrypted 
ciphertexts in a practical length of time1. However, several articles have shown 
vulnerabilities inside the algorithm, however many of these issues need very rare 
occurrences to be exploited. Therefore, there is no need to abandon the usage of 
AES due to security concerns [36]. However, new and better attacks on AES that 
aim to diminish its theoretical security gap have emerged since 2008.It is feasible to 
launch a wide variety of attacks against the AES cypher. 

Side-channel attack: Credentials may be stolen from a chip or an entire system 
using its security flaw known as a side-channel attack (SCA). There are a number 
of physical factors that may be measured or analysed to do this. Things like supply 
current, processing time, and electromagnetic radiation are all good examples. The 
modules that implement cryptographic systems are in great danger from these 
assaults. In fact, several methods of side-channel analysis have been shown to 
be effective for cracking algorithmically secure cryptographic operations and so 
revealing the corresponding secret keys. Attacking a programme through a side 
channel is called a “side-channel attack” since it does not directly affect the code. 
Instead, a side-channel attack is an effort to learn anything about the system or to 
manipulate its code by monitoring or taking advantage of unintended consequences 
of the software or hardware. To put it simply, a side-channel attack is any method of 
breaking cryptography that takes use of the information being spilled unintention-
ally by a system. The transient electromagnetic pulse emission standard, or van Eck 
phreaking assault, is one such instance. Data is seen before encryption by monitoring 
the electromagnetic field (EMF) radiation generated by a pc display [37]. 

Brute-force attack: An attacker using a brute force key guessing attack will repeat-
edly try every possible combination of the secret key until they succeed. This assault 
will succeed at some point, and it should be the quickest method to crack an encryp-
tion system. The danger posed by quantum computing to encryption has received 
a lot of attention. Since quantum computers operate differently from conventional 
ones, attacks against encryption using quantum algorithms may be significantly more 
effective [38]. 

4 Challenges in Cloud Based e-Learning Application 

There are a variety of challenges associated with storing big data on the cloud, 
since this kind of data might include a mix of structured, unstructured, and semi-
structured information. One of the biggest issues is protecting sensitive information. 
Keeping information safe means protecting its privacy, as well as making sure it can 
be accessed when needed and is in good shape. Since the cloud service provider owns 
and operates many data centres in different locations, the user of cloud computing 
has no idea where their critical data is physically stored [39]. Due to these issues, it is 
crucial to take precautions to protect the privacy and security of information kept in 
the cloud. Including, but not limited to, the inadequacy of standards in a public cloud 
with regards to the reporting and auditing of big data,the need to secure an extremely
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large amount of private or critical data of government institutes, businesses, and 
many organisations; and the presence of advanced threats and malicious intruders 
[40]. 

There are a number of challenges and dangers that need to be addressed in order 
to keep users’ personal information safe and maintain the integrity of big data. With 
the shift toward a cloud-based model centred on the internet, stressed the need of 
keeping sensitive information safe from accidental disclosure or loss. Even more 
so as cloud computing grows in popularity [41]. Additionally, it identifies the most 
pressing, pressing, and least pressing issues in data security. Identity and access 
management, application security, vulnerability and threat management, business 
continuity and disaster recovery readiness, personal and physical security, incident 
response arrangements, data leak prevention, service and data availability, and data 
segregation and protection are all essential components. It also shows that avoiding 
data breaches and appropriately segregating and preserving data are major concerns 
when it comes to data security, as these problems were rated as Critical and Very 
Essential by 88 and 92% of respondents, respectively. 

The article [42] discusses a number of problems with the data, some of which are 
shown in Fig. 8. Data integrity, lineage, recovery, leakage, and segregation are only 
a few examples of these difficulties. 

The authors of the research [43] break down data security problems in the cloud 
into four distinct classes, each of which may have a significant effect on a company’s 
operations in the cloud. Backup, multitenancy, and cloud storage of data may all 
provide new security risks, as can threats to data’s confidentiality, integrity, and 
availability (the CIA triad). The worries regarding the network’s security are shown 
in Fig. 9.

Each year, Cloud Security Alliance (CSA) publishes a list on their website 
detailing the most pressing security concerns with cloud computing. The most signif-
icant dangers are shown in [44]. In Fig. 10 below, we detail the dangers that might 
arise. Data breaches pose the greatest threat to security and must be handled promptly.

Fig. 8 Different challenges 
related to data [42] 
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Fig. 9 Types of data security issues [43]

Fig. 10 Top threats related to cloud released by CSA [44] 

There are numerous open concerns, potential threats, and new avenues of research 
regarding the protection of individual privacy and the integrity of big data. Cutting-
edge approaches and strategies should be developed to cope with the current obsta-
cles, and future research should keep in mind the types of difficulties that may have 
a substantial impact on the government, corporations, and users. Here we provide an 
overview of some of the most significant ongoing concerns or issues issued by Cloud 
Security Alliance (CSA), as well as the impact these challenges and issues have on 
organisations [44].
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4.1 Security Breach 

When private or sensitive information falls into the wrong hands due to criminal 
activity or unauthorised access, this is known as a data breach. Any information 
that should not have been made public has been compromised. Information such 
as trade secrets, IP, financial data, and medical records fall into this category. In a 
nutshell, the financial and regulatory repercussions, the theft of intellectual property 
by competitors, and the loss of trust from business partners and customers are just a 
few of the devastating outcomes that may result from a data breach [45]. 

4.2 Misconfiguration in the Appliances 

Incorrectly configured IT resources exposes them vulnerable to abuse by unautho-
rised users. Some examples include not changing or breaking things like default 
configurations, credentials, and permissions. It’s the most typical cause of data loss, 
and it may lead to service interruption as well as the alteration or deletion of resources. 
The most common result is the exposure of data held in cloud repositories, which 
may have severe implications for the firm.

• Neither a cloud security architecture nor a cloud security strategy have been 
developed 

The correct security infrastructure must be in place before businesses across the 
globe can safely migrate portions of their IT architecture to public clouds and so 
reduce their vulnerability to assaults. Many corporations and organisations are still 
fuzzy on the details of this method. Functionality, speed of migration, and limited 
knowledge with the shared security responsibility paradigm all contribute to a 
lack of strategy and security architecture in the cloud. Cyberattacks that succeed 
may have far-reaching effects on businesses, including legal ramifications, brand 
damage, and financial loss, and they may have their roots in poor strategy and 
security architecture.

• Inadequacy in controlling who has access to what and who has the keys 

Organizations may protect their most precious assets via the use of rules and tech-
nologies housed in identity management systems, access management systems, 
and credential management systems. Inadequate safeguards against the disclosure 
of personal information, login passwords, and other forms of authentication data 
may lead to security breaches. The absence of standard automated rotation of 
passwords and cryptographic keys; the failure of multifactor authentication and 
strong passwords; the lack of scalable access management systems, identities, and 
credentials; and the absence of automatic password and key rotation. As a direct
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result, malicious actors may get unauthorized access to information, which might 
have disastrous results for end-users or businesses.

• Inappropriate access to an account 

Account hijacking occurs when a malicious actor acquires access to highly sensi-
tive or privileged accounts and then abuses that access. Account takeovers result 
in data breaches, which in turn lead to the exposure of the sensitive company and 
individual data, a drop in brand value, and potential reputation damage.

• Implied danger from company insiders 

An insider may be a current or former business partner, contractor, or other trusted 
employee who acts in a way that has a negative influence on the firm, whether by 
accident or on purpose. Someone with unfettered access to a company’s networks, 
computer systems, and sensitive data is considered an insider. The loss of propri-
etary and secret information might be the result of an attack from inside the 
company.

• Insecure application programme interfaces (APIs) and user interfaces 

When it comes to connecting to and managing their cloud services, cloud providers 
provide a set of APIs and UIs accessible to their customers. The integrity of these 
APIs determines the reliability and security of cloud services. Misuse or even 
data breaches may result through compromised or otherwise compromised APIs. 
Businesses that depend on API-disclosing services with subpar user interfaces 
may suffer the most severe consequences in the fields of finance and regulatory. 

5 Cloud Data Security 

Many experts in the field have proposed different methods over the last few years 
for keeping cloud data secure. Here, we’ll elaborate on and provide examples of a 
variety of methods for keeping massive datasets secure. 

A paradigm is described that allows for multilayer encryption, which may be 
used as an alternative to single-level encryption for the purpose of securing data 
stored in the cloud. The recommended model employs the utilization of RSA and 
AES encryption methods. The RSA technique is used to generate the first layer of 
encryption for every text file that is submitted [46]. The newly generated text is then 
subjected to the AES algorithm in order to construct a secondary layer of encryption. 
The encrypted text is then permanently stored in a database. Deciphering text files 
requires first reading ciphertext that has been stored in a database [47]. The next step 
in the decryption process is to use the AES algorithm. In order to create text files 
without encryption, the RSA technique must be implemented. Multi-level encryption 
makes it difficult for an unauthorized user to acquire data since he would need both
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the encryption key and the decryption key to access the data. This makes it difficult 
for an unauthorized user to proceed. 

In another work [48], proposed a framework for making sure no one but authorized 
individuals could access stored information. This approach divided data into regular, 
sensitive, and critical buckets before storing it in separate cloud data centers. One 
option for moving log files into an AmazonS3-Bucket for processing is to use the 
AWS-Cloud Trail (AWS-CT), which is part of the AWS Key-Management Service 
(KMS). AWS-CT may remember information like the IP address of the API caller, 
the current time, and the parameters of the AWS service. After the datacentres have 
been divided up in this way, online merchants like Amazon, Salesforce, and Google 
will each choose their own storage service provider. Big data cryptography virtual 
mapping may be used with Meta Cloud Data Storage as an alternative to protecting 
the data itself. Instead of safeguarding the massive data, this is the better option. 
Multiple copies of data are stored with different cloud storage providers to ensure 
that data is always available, regardless of any problems that may develop with the 
cloud’s storage capacity. The proposed design also used MapReduce to tally up the 
number of cloud users simultaneously signed in. 

As an additional measure, [49] presented a Scheme called ENPKESS, which 
provides a very high degree of security to protect sensitive data in the cloud from side-
channel threats like timing attacks. Efficient and Non-Shareable Public Key Exponent 
Secure Scheme (ENPKESS) employs RSA public keys and the Diophantine equation 
to encrypt and decode data over the course of three steps. To prevent the side-channel 
attack, the ENPKESS public key is encrypted using the Knapsack method. Therefore, 
one may ensure the security of their private information by picking a key size suitable 
for this composition. 

In the research work [50] presented a model that uses two processes, such as the 
deterministic process and the distributed data storage process. In order to provide 
a high degree of security, incoming data packets are examined by a deterministic 
process to see whether they should be distributed over other cloud servers. In order 
to safeguard information from unintended use, other procedures are in charge of 
recombining it into its original form. If it’s typical information, we don’t bother 
encrypting it and store it all in one place. According to the proposed approach, the 
sensitive data was divided into segments using the Alternative Data Distribution 
technique, with each subset being stored on its own cloud server. Efficient Data 
Confliction and Secure Efficient Data Distribution is used to encrypt and decrypt 
data for security purposes. Both operations make use of the same algorithm. As the 
data is encrypted, the key is created by utilising XOR operators to determine which 
packets of data are being encrypted. Method of information retrieval. By combining 
data packets saved on many cloud servers and utilising a unique key, new information 
may be generated. Everything related to this will be handled remotely. 

In contrast, a paradigm for protecting data from unauthorised access and main-
taining its confidentiality was given in [51]. The proposed method comprises three 
subcomponents: user authentication on several layers, encryption, and data retrieval. 
Multifactor authentication is comprised of the two steps of user registration and 
subsequent login. A user’s unique identifier and password are created once they fill
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out the registration form. The next step is for users to choose a picture from the avail-
able database photos. The picture is then cropped based on the pixel locations, and 
both the image and the user’s data are stored on a cloud server. First, the user must 
connect in to the server by providing their username and password. Providing the data 
provided is accurate, the server will show related images beside the registered photo. 
The user may choose the image, edit it, and then upload it to the server. In order to 
access the data, the user must verify the information given is correct; otherwise, the 
server will reject the request. Within the framework of the aforementioned paradigm, 
the cyclic shift transposition technique, which consists of encryption and decryption 
operations, has been proposed as a way of protecting sensitive data. Partitioning and 
shifting operations, including main and secondary diagonal shifts, row and column 
shifts, and others, are done during encryption to conceal the original data and get 
the encrypted text. After that, a hash value and a timestamp are generated for the 
information’s cloud storage. When a user makes a data request to a cloud server, the 
server encrypts the data and then decodes it before giving it to the user. 

Furthermore, [52] proposed a parallel and multistage security system that protects 
against attacks like a distributed denial of service (DDoS) assault and a man in the 
middle (MITM) attack by using authentication, intrusion, and encryption techniques. 
In order to access one’s account, the front end usually necessitates a user to provide 
their login credentials. To protect against a man-in-the-middle attack, PAP will only 
send this data in plain text. The CHAP protocol was used in the background of the 
proposed method. The user will get a challenge string; when the response has been 
confirmed, the server will either approve or refuse the user. If the response is correct, 
an incursion is found by comparing login behaviours such location and DNS, and 
the user is granted access to the cloud server for file downloads and uploads. There 
will be no indication of an incursion if the answer is declined. The proposed method 
of protecting sensitive information employs Advanced Encryption Standard (AES) 
256-bit encryption and decoding. The proposed model’s generic structure allows it 
to be fused with other models, including the private, public, hybrid, and community 
ones. 

6 Research Methods 

When there is any content that needs to be stored, then the encryption zone will 
encrypt the contents during the write process, and the encryption zone will also 
decrypt the data when it is being read. Where the encryption zone is a special directory 
in the big data environment. During the process of creating the encryption zone, a 
key will be generated in order to increase the level of security. In order to provide 
an additional layer of safety, the big data platform uses something called a Data 
Encryption Key, which is a one-of-a-kind key that is specific to each file that is 
encrypted. When a client receives the data, the client will decrypt the encrypted data 
encryption key, and then it will use that data encrypted key to decrypt the data. When 
a user sends a query to any of the big data environments, those queries are managed
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by some inbuilt frameworks [53]. However, before those frameworks can process 
the data, they must first decrypt the data that is stored in the encryption zone. Due 
to the fact that big data deals with very large files, this process is going to take an 
extremely long time, which will ultimately have an effect on the performance of the 
e-learning application. 

Since the encryption zone uses cipher suit like Advanced Encryption Standard 
(AES), which require higher computation resources and by default it is designed 
for encrypting and decrypting in a non-big data environment. The constraints of the 
presently existing method for encrypting the data while it is at rest in the big data 
environment are the focus of the work that has been suggested as a framework with 
the intention of addressing such limitations. This section discusses the design and 
implementation of the proposed framework. 

6.1 Proposed Framework 

The proposed framework states that there will be no encryption or decryption oper-
ations carried out inside the big data apps, and that instead, the client applications 
will be responsible for carrying out the whole of the cryptographic process. When 
any client initiates any sort of read or write activity on a big data platform, the client 
is responsible for dividing the whole data set to the requested size in the middleware 
application. Up till now, the default block size has been 64 megabytes, but now it has 
been increased to 128 MB. Therefore, whenever one of the user applications sends a 
query to the client to get any data, the client will first receive the data from the cloud, 
then it will begin the process of decryption on the client side for the user, and finally, 
it will provide the data to the user application. 

Hackers can perform a man-in-the-middle attack to tamper with the data in transit 
if the data is not properly encrypted with strong encryption algorithms while it is in 
motion. The actual communication in the big data environment takes place between 
the client node and the data node, where the client node represents software running 
on the client side and the data node represents a specific software running in the 
cloud. Simple authentication and security layer protocol (SASL), which is by default 
enabled in big data applications, is used to ensure the security of the data in motion. 
AN overview of the proposed framework is depicted in the Fig. 11.

6.2 Experimental Setup 

To evaluate the speed and performance of the two symmetric algorithms an exper-
imental setup is built using the oracle virtual box, an open source application used 
for creating virtual environments. Also, Azure portal for executing and verifying 
the research in a virtual machine deployed on Cloud. Inside the virtual environment 
multiple ubuntu desktop servers with ram size and core are configured in the virtual



Security Framework for Big Data Usage in Cloud-based e-Learning … 211

Fig. 11 The proposed framework. Source Author

box, this setup is used to analyse the performance of the two cipher algorithms with 
different hardware specifications. Different structured and unstructured files which 
are used in the e-learning platform will be used for testing the efficacy of the encryp-
tion as well as the decryption process. The big data file size will be ranging from 
200 MB to 1 GB. 

6.3 AES (Advance Encryption Algorithm) 

AES consist of three block ciphers, AES-128, AES-192, AES256 which uses 128 bit 
key, 192 bit key as well as 256 bit key for the encryption and decryption purpose 
respectively. All the ciphers encrypt and decrypt the 128 bit block of data using these 
different keys. AES-256 is used to encrypt the confidential and top secret documents 
for enhanced security [54] (Fig. 12).

6.4 AES Implementation Using Python3 

To implement the AES encryption, in the Linux system the python library called 
pycryptodome is installed using the command “pip install pycryptodome” and from 
the library the module is “Crypto” is imported it is because all the function related
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Fig. 12 Overview of AES 
algorithm [54]

to AES algorithm is available in the crypto module and can be invoked very easily. 
For symmetric cryptography the sender and receiver sill uses same cryptographic 
keys, to generate key from a defined password “scrypt” function is used as shown in 
the Fig. 13. On completing the importing the modules important methods are then 
imported to the python file. “AES” is a method used for creating AES cipher and 
poly1305 is another method used to create message authentication code to verify the 
integrity and authentication of the message in the cipher. Here the poly1305 is used 
because it provides more robust authentication mechanism. 

After completing the importing steps the MAC for the AES is generated and 
verified as shown in the Fig. 14. After generating the mac the input files are then 
converted using the AES function and stored in an object called encrypt as shown in 
Fig. 15.

To decrypt the encrypted contents with AES cipher suit, the method “AES_ 
dec.decrypt()” is used. Initially the encrypted file is read and saved to an object 
“encrypted” using the method “read()” then the method “decrypt()” is used to decrypt 
the cipher text and saved to an object “decrypted”. Finally, the decrypted contents 
are stored into a file, in this scenario “file_AES_decrypted” (see Fig. 16).

• Chacha20 algorithm

Fig. 13 Importing important modules and libraries. Source Author lab 
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Fig. 14 Generating the mac. Source Author lab 

Fig. 15 Generating the cipher text. Source Author lab

Fig. 16 Decryption script. Source Author 

Chacha20 is stream cipher which is used to encrypt one byte at a time instead of 
block of 128 bit data in the block cipher like AES. Chacha20 is member of salsa20 
stream cipher family and has same design as salsa20 with minor changes.it uses 
the 32 bytes length key (k) and nounce(r) for length 8 bytes, these parameters are 
inputted into the plain text to create the cipher text. The value of the nounce will be 
always fixed until the value of the key is changed. The 256-bit key is manipulated 
into 256 bit streams with 64 byte random blockes.it encrypts plain text by taking 
single byte from it and storing it with keystreams and then it will be authenticated 
with poly1305 mac (Fig. 17).
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Fig. 17 Overview of chacha20. Source Author created 

6.5 Chacha20 Implementation Using Python3 

To create the cipher text using the chacha20 the crypto module is again used and 
the “chacha20_ploy1305” method is imported and aliases with the string cha for 
make the calling process more easier. then the file name that is passed as first argu-
ment is opened in the read format and the contents of the binaries are stored in the 
object “original” later this object encrypted using the method “chach20.encrypt_ 
and_digest()” and the generated cipher text is stored into the a new file “fileout_ 
chacha”(see Fig. 18). 

To perform the decryption process at the initial stage the a encrypted opened using 
the “open()” function and the contents are read with “read()” method then stored 
into an object called “encrypted”. Then this object will be passed as an argument 
into “decrypt_and_verify()” method to get the decrypted content and saved into 
“decrypted” after that a new file is created and stored all the decrypted contents into 
it (see Fig. 19).

Fig. 18 Implementation of chacha20. Source Author lab 
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Fig. 19 Decrypting the encrypted file using chacha20. Source Author lab 

7 Data Analysis and Critical Discussion 

A Python programme is implemented and run through the command line interface of 
the Linux platform so that the performance of the Chacha20 as well as AES can be 
evaluated. The reason the Linux platform was chosen for making all of the during the 
experiment and evaluation stage is because these are open source and easy to install 
in the virtual environment, and in addition to that, there is no licencing that will be 
required to run these operating systems. The open-source platform has the potential 
to generate accurate results if Python programmes are run in an environment based 
on Linux. The testing is performed on fixed RAM and varying core (Scenario 1, 2, 
3)and varying RAM and fixed core (Scenario 4 and 5) using different volumes of 
Big data files. 

Scenario I: Testing the Performance of Chacha20 and AES with 1 Cores and 2 GB 
RAM 

In this first stage of testing, the number of core of the Linux operating system is 
configured into one and the RAM is configured into 2 GB. A single core with 2 GB 
RAM is the minimum requirement needed to run a Linux OS in the virtual platform. 

Then memory and CPU utilisation of the operating system before execution of 
the test code is depicted in the Fig. 20. After execution the of the python script, it 
was noted that to perform the encryption chach20 took “0.6329” seconds whereas 
AES took “0.8234” seconds, whereas during the decryption chacha20 took “0.6884” 
second and AES took “1.8606” seconds. When analysing the CPU and ram usage 
during both cipher’s encryption and decryption process multiple peaks are visible as 
shown in the Fig. 20. The peaks represent the 100% utilisation of the CPU when the 
ciphers are executed (Fig. 21). The results are depicted in the Table 1.

When the experiment is performed with the 400 MB file with the same config-
uration of single core processor and 2 GB RAM ChaCha20 leads the AES. The 
encryption time taken by chacha20 is 1.3387 s and the decryption time is 7.691 s. 
Whereas the AES failed to perform the encryption and decryption, because for AES
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Table 1 Test result with 
200 MB file Hardware 

specification 
Single core with 
2 GB RAM  

File size: 200 MB 

Chacha20 AES 

Encryption (in 
seconds) 

0.6239 0.8234 

Decryption (in 
seconds) 

0.6884 1.8606 

Source Author 

Fig. 20 Memory and CPU utilisation after testing. Source Author lab 

Fig. 21 Executing the code with 200 MB file. Source Author lab
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Table 2 Test result with 
400 MB file Hardware 

specification 
Single core with 
2 GB RAM  

File size: 400 MB 

Chacha20 AES 

Encryption (in 
seconds) 

1.3387 System crashed 

Decryption (in 
seconds) 

7.691 System crashed 

Source Author 

it demands more CPU and RAM resources from the host machine, thus the CPU 
usage of the host machine is reached to 100 and when it demands more than that, 
the system halted the encryption as well as decryption operation. The CPU utilisa-
tion of the ram and CPU is shown in the Fig. 22, and the output is depicted in the 
Fig. 23. The figure show the three peaks in the CPU performance it is because the 
test were conducted for three times and all the three times, AES crashes the system. 
The summary of the test is shown in the Table 2. 

When the experiment is performed with the 600 MB file, chacha was able to 
perform the encryption but could not process with decryption, similarly the AES 
also failed to perform the encryption as well as decryption (see the Fig. 24).the 
performance of the CPU and RAM is mentioned in the Fig. 25. Also, after performing 
the encryption and decryption process with 800 MB file both cipher suits crashes the 
system (see Figs. 26, 27).

Fig. 22 Memory and CPU utilisation after testing. Source Author lab
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Fig. 23 Executing the code with 400 MB file. Source Author lab

Fig. 24 Memory and CPU utilisation after testing. Source Author lab 

Fig. 25 Executing the code with 600 MB file. Source Author lab
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Fig. 26 Memory and CPU utilisation after testing. Source Author lab 

Fig. 27 Executing the code with 800 MB file. Source Author lab 

Scenario II: Testing the Performance of Chacha20 and AES with 2 Cores and 2 GB 
RAM 

With 200 MB file, Chacha20 took “0.629312” seconds to encrypt and “0.645436” 
seconds to decrypt. Whereas AES took “0.776672” seconds to encrypt and 
“1.459133” seconds to decrypt. The CPU utilisation has minor peaks but was able to 
complete the encryption and decryption for both algorithms. Chacha20 has quicker 
encryption and decryptions timings compared to AES (Table 3, Figs.  28, 29).

With 400 MB file used Chacha20 take “1.317479” seconds to encrypt and 
“6.798821” to decrypt. On the other hand, AES fails to encrypt and decrypt as the 
system crashes. Again, the resource from the host isn’t enough for AES algorithm 
to encrypt or decrypt a 400 MB file (Table 4, Figs.  30, 31).

With 600 MB file used Chacha20 encrypts the file in “3.9002” seconds and the 
decryption fails. Whereas AES algorithm crashes (Encrypt/Decrypt) for 600 MB file 
with two core and 2 GB RAM (Table 5, Figs.  32 and 33).
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Table 3 Test result with 
200 MB file Hardware 

specification 
Two core with  2 GB  
RAM 

File size: 200 MB 

Chacha20 AES 

Encryption (in 
seconds) 

0.6239 0.7766 

Decryption (in 
seconds) 

0.6454 1.4591 

Source Author 

Fig. 28 Memory and CPU utilisation after testing. Source Author lab

With 800 MB file used Chacha20 encrypts the file in “4.515282” seconds and the 
decryption fails. Whereas AES algorithm crashes (Encrypt/Decrypt) for 800 MB file 
with two core and 2 GB RAM (Table 6, Figs.  34 and 35).

Scenario III: Testing the Performance of Chacha20 and AES with 3 cores and 2 GB 
RAM 

With 200 MB file, Chacha20 took “0.62713” seconds to encrypt and “0.728297” 
seconds to decrypt. Whereas AES took “0.789645” seconds to encrypt and 
“1.953927” seconds to decrypt. The CPU utilisation has considerable peaks but 
was able to complete the encryption and decryption for both algorithms (Table 7, 
Figs. 36 and 37).

With 400 MB file in use Chacha20 was able to encrypt the file in “1.268901” 
seconds and decrypt it in “8.758214” seconds. AES encryption or decryption couldn’t
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Fig. 29 Executing the code with 200 MB file. Source Author lab

Table 4 Test result with 
400 MB file Hardware 

specification 
Two core with  2 GB  
RAM 

File size: 400 MB 

Chacha20 AES 

Encryption (in 
seconds) 

1.317479 System crashed 

Decryption (in 
seconds) 

6.798821 System crashed 

Source Author 

Fig. 30 Memory and CPU utilisation after testing. Source Author lab
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Fig. 31 Executing the code with 400 MB file. Source Author lab

Table 5 Test result with 
600 MB file Hardware 

specification 
Two core with  2 GB  
RAM 

File size: 600 MB 

Chacha20 AES 

Encryption (in 
seconds) 

3.9002 System crashed 

Decryption (in 
seconds) 

System crashed System crashed 

Source Author 

Fig. 32 Memory and CPU utilisation after testing. Source Author lab
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Fig. 33 Executing the code with 600 MB file. Source Author lab

Table 6 Test result with 
800 MB file Hardware 

specification 
Two core with  2 GB  
RAM 

File size: 800 MB 

Chacha20 AES 

Encryption (in 
seconds) 

4.515282 System crashed 

Decryption (in 
seconds) 

System crashed System crashed 

Source Author 

Fig. 34 Memory and CPU utilisation after testing. Source Author lab
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Fig. 35 Executing the code 
with 800 MB file. Source 
Author lab

Table 7 Test result with 
200 MB file Hardware 

specification 
Three core with 
2 GB RAM  

File size: 200 MB 

Chacha20s AES 

Encryption (in 
seconds) 

0.62713 0.789645 

Decryption (in 
seconds) 

0.728297 1.953927 

Source Author 

Fig. 36 Memory and CPU utilisation after testing. Source Author lab
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Fig. 37 Executing the code with 200 MB file. Source Author lab

Table 8 Test result with 
400 MB file Hardware 

specification 
Three core with 
2 GB RAM  

File size: 400 MB 

Chacha20 AES 

Encryption (in 
seconds) 

1.268901 System crashed 

Decryption (in 
seconds) 

8.758214 System crashed 

Source Author

occur due to insufficient system resource leading to system crash (Table 8, Figs.  38, 
39). 

With 600 MB file Chacha20 encrypts in “5.662598” seconds whereas the decryp-
tion fails. In comparison, AES fails for both encryption and decryption with 
insufficient host resource (Table 9, Figs.  40 and 41).

After conducting the experiment with less resources Chacha20 took lesser time for 
encryption as well as decryption compared with AES cipher suits. Another interesting 
thing noted is that with lesser resources AES crashes more quickly than the chacha20. 

Scenario IV: Testing the Performance of the Chacha20 and AES with 4 cores and 
2 GB RAM  

With 200 MB file on a host system with 4 cores and 2 GB RAM, Chacha20 took 
“0.617211” seconds to encrypt and “0.648423” seconds to decrypt. Whereas AES 
took “0.805751” seconds to encrypt and “2.005582” seconds to decrypt. The CPU 
utilisation has considerable peaks but was able to complete the encryption and 
decryption for both algorithms (Table 10, Figs.  42 and 43).
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Fig. 38 Memory and CPU utilisation after testing. Source Author lab 

Fig. 39 Executing the code with 400 MB file. Source Author lab

Table 9 Test result with 
600 MB file Hardware 

specification 
Three core with 
2 GB RAM  

File size: 600 MB 

Chacha20 AES 

Encryption (in 
seconds) 

5.662598 System crashed 

Decryption (in 
seconds) 

System crashed System crashed 

Source Author

With 400 MB file in use Chacha20 was able to encrypt the file in “1.296986” 
seconds and decrypt it in “14.419288” seconds. AES encryption or decryption 
couldn’t occur due to insufficient system resource leading to system crash (Table 
11, Figs.  44 and 45).
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Fig. 40 Memory and CPU utilisation after testing. Source Author lab 

Fig. 41 Executing the code 
with 600 MB file. Source 
Author lab

Table 10 Test result with 
200 MB file Hardware 

specification 
Four core with 2 GB 
RAM 

File size: 200 MB 

Chacha20 AES 

Encryption (in 
seconds) 

0.617211 0.805751 

Decryption (in 
seconds) 

0.648423 2.005582 

Source Author

With 600 MB file Chacha20 encrypts in “5.230372” seconds whereas the decryp-
tion fails. In comparison, AES fails for both encryption and decryption with 
insufficient host resource (Table 12, Figs.  46 and 47).

Scenario V: Testing the Performance of the Chacha20 and AES with 4 cores and 
4 GB RAM
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Fig. 42 Memory and CPU utilisation after testing. Source Author lab 

Fig. 43 Executing the code with 200 MB file. Source Author lab

With 400 MB file in use Chacha20 was able to encrypt the file in “1.245147” seconds 
and decrypt it in “1.307742” seconds. AES took “1.365974” seconds for encryption 
and “5.061711” seconds for decryption (Table 13, Figs.  48 and 49).

With 600 MB file in use Chacha20 was able to encrypt the file in “1.914766” 
seconds and decrypt it in “2.838864” seconds. AES took “5.298548” seconds for 
encryption and “8.285469” seconds for decryption (Table 14, Figs.  50 and 51).
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Table 11 Test result with 
400 MB file Hardware 

specification 
Four core with 2 GB 
RAM 

File size: 400 MB 

Chacha20 AES 

Encryption (in 
seconds) 

1.296986 System crashed 

Decryption (in 
seconds) 

14.419288 System crashed 

Source Author 

Fig. 44 Memory and CPU utilisation after testing. Source Author lab 

Fig. 45 Executing the code with 400 MB file. Source Author lab
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Table 12 Test result with 
600 MB file Hardware 

specification 
Four core with 2 GB 
RAM 

File size: 600 MB 

Chacha20 AES 

Encryption (in 
seconds) 

5.230372 System crashed 

Decryption (in 
seconds) 

System crashed System crashed 

Source Author 

Fig. 46 Memory and CPU utilisation after testing. Source Author lab 

Fig. 47 Executing the code 
with 600 MB file. Source 
Author lab
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Table 13 Test result with 
400 MB file Hardware 

specification 
Four core with 4 GB 
RAM 

File size: 400 MB 

Chacha20 AES 

Encryption (in 
seconds) 

1.245147 1.365974 

Decryption (in 
seconds) 

1.307742 5.061711 

Source Author 

Fig. 48 Memory and CPU utilisation after testing. Source Author lab 

Fig. 49 Executing the code with 400 MB file. Source Author lab
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Table 14 Test result with 
600 MB file Hardware 

specification 
Four core with 4 GB 
RAM 

File size: 600 MB 

Chacha2 AES 

Encryption (in 
seconds) 

1.914766 5.298548 

Decryption (in 
seconds) 

2.838864 8.285469 

Source Author 

Fig. 50 Memory and CPU utilisation after testing. Source Author lab 

Fig. 51 Executing the code with 600 MB file. Source Author lab
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Table 15 Test result with 
800 MB file Hardware 

specification 
Four core with 4 GB 
RAM 

File size: 800 MB 

Chacha20 AES 

Encryption (in 
seconds) 

2.519731 System crashed 

Decryption (in 
seconds) 

System crashed System crashed 

Source Author 

With 800 MB file in use Chacha20 was able to encrypt the file in “2.519731” 
seconds and decryption fails. Whereas AES encryption and decryption fails due to 
insufficient host system resources (Table 15, Figs.  52 and 53). 

With 1 GB file in use Chacha20 was able to encrypt the file in “3.246344” seconds 
and decryption fails. Whereas AES encryption and decryption fails due to insufficient 
host system resources (Table 16, Figs.  54 and 55).

By conducting experiments with both configuration—varying core and fixed 
RAM/fixed core and varying RAM, the conclusion is that a minimum of 4 cores 
and 16 GB RAM is required to process huge big data files (say minimum 1 GB) for 
both encryption and decryption using both algorithms. Also it is noted, ChaCha20 
is able to encrypt and decrypt with lesser resources where AES is crashing the 
system and halting the operation. From the results/screenshots shared above we can 
say Chacha20 is superlative to AES algorithm. The below graph depicts successful

Fig. 52 Memory and CPU utilisation after testing. Source Author lab
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Fig. 53 Executing the code 
with 800 MB file. Source 
Author lab

Table 16 Test result with 
1 GB file Hardware 

specification 
Four core with 4 GB 
RAM 

File size: 1 GB 

Chacha20 AES 

Encryption (in 
seconds) 

3.246344 System crashed 

Decryption (in 
seconds) 

System crashed System crashed 

Source Author 

Fig. 54 Memory and CPU utilisation after testing. Source Author lab
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Fig. 55 Executing the code with 600 MB file. Source Author lab

encryption and decryption of both Chacha20 and AES on Big data file ranging from 
200 MB–1 GB with 4 core and 16 GB RAM. ChaCha20 is taking lesser time to 
encrypt as well as decrypt compared to AES. This proves stream cipher (ChaCha20) 
is a best way to secure big data when it is in rest compared to traditional method of 
securing it using block cipher (AES) (Tables 17 and 18). 

The performance of the cipher suite have been plotted in the below graph to show 
ChaCha20 is taking lesser time for encryption and decryption than AES (Figs. 56, 
57).

Every day, people all over the world produce more than 2.5 quintillion bytes of 
data, which is equal to one million terabytes. Managing that data is hard, yet we 
frequently utilise vast portions of it in a variety of ways that are often unfathomable, 
despite the fact that doing so is difficult. The extraction of information from different 
archives and sources is what constitutes “big data”, and it may lead to a greater 
comprehension of global events in a variety of fields, including climate change, 
economics, medicine, and more [17]. Researchers point out that one of the most 
significant challenges that are faced by those who want to collaborate with big data 
is that, while a portion of it may be structured, the majority of it is only semi-
structured, and enormous sums of it are completely unstructured. This presents one 
of the most significant challenges that are faced by those who want to collaborate 
with big data. 

The storing, managing, and analysing of all of this data is now one of the most diffi-
cult tasks that the computer industry is facing today. Even though cloud computing 
makes available a significant number of the required tools in a decentralized fashion

Table 17 Encryption and Decryption result for file size ranging from 200 MB–1 GB 

File (MB) Encryption time File(Mb) Decryption time 

Chacha20 AES Chacha20 AES 

200 1.200117 1.807391 200 1.131582 1.900241 

400 2.257761 2.658602 400 2.342444 4.306854 

600 3.322088 3.498764 600 3.273396 7.90117 

800 4.48455 4.579377 800 4.548836 10.248254 

1024 5.554087 5.759307 1024 5.677579 13.940495 

Source Author
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and has, to some extent, caused a revolution in information and communications 
technology (ICT), there is still a long way to go before we can actually deal with big 
data on a comprehensive level. On the other hand, cloud-based distributed storage 
and massively parallel processing of large amounts of data might offer the grounds 
upon which the future of big data and predictive modelling could be constructed. 

In today’s data-driven world, every company that wants to be successful must 
prioritise collecting and analysing large amounts of data. The movement of data 
through businesses has been expedited as a result of the implementation of numerous

Table 18 Code Execution proofs (4 core 16 GB RAM) 

Code Execution proofs (4 core 16 GB RAM)

(continued)
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Table 18 (continued)

Code Execution proofs (4 core 16 GB RAM)

Source Author
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CHACHA20 and AES 
16 GB RAM and 4 Core 

Encryption Time 

Fig. 56 4 Core 16 GB RAM encryption time of Big Data (data in rest). Source Author
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Fig. 57 4 Core 16 GB RAM decryption time of Big Data (data in rest). Source Author

modern infrastructures, which has enabled real-time insight delivery and improved 
decision-making. On the other hand, Big Data comes with a number of security 
threats that might have a severe effect on enterprises. Data breaches are possible 
outcomes of failing to implement adequate safety protocols during the storing and 
processing of large amounts of data. While it is important for businesses to make 
their data more easily accessible, it is as important for them to maintain control over 
their big data in order to maintain the confidence of their consumers [55]. 

Most middleware applications, including Hadoop, use block cyphers for the 
purpose of protecting the confidentiality of data while it is at rest. A number of 
research papers and online sources are re-examined and analysed in the course of the 
literature review, which focuses on the operation of big data and cloud computing. 
There is a variety of studies published in academic journals that highlights the 
risks associated with using cloud computing, when it is applied to online educa-
tion. Following an examination of the research journal, it became clear that the big 
data and cloud environments are subject to a few threats to their data security, and it 
is exceedingly challenging to find a solution to all of these threats using a single piece 
of research. Consequently, the focus of this research paper will be on the threats to 
data privacy that are posed by platforms that store large amounts of data. 

It was discovered after reviewing several papers that Hadoop is one of the most 
popular applications in the big data space, and that it makes use of AES for both 
encrypting and decrypting the data. This discovery was made possible by the fact that 
Hadoop uses AES. Even though AES is one of the best algorithms for generating 
cryptographic keys, some of the research articles point out the limitations of the 
algorithm as well as the various successful attacks that can be performed on it. These 
pieces of literature inspire a search for cryptographic algorithms that are both more 
powerful and more secure, with the end goal of encrypting and decrypting data
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while it is stored. There is some information in the available literature regarding the 
performance and indestructible nature of stream cyphers, particularly chacha20. 

Conclusions and Future Work 

The goal of this research is to improve the safety of an e-learning programme that 
makes use of cloud storage and large amounts of data. Hosting an e-learning appli-
cation in the cloud raises a few security concerns, including lack of transparency into 
how the data is being used and the inability of corporations and individuals to take 
action if they have reason to suspect their information is being misused. Since there 
are no clear means to actively monitor the resources, this might pose a security risk. 
In addition, there is always the risk that their information is not deleted entirely when 
they stop using the service. Customers have to pool their use of physical resources 
and have limited access to their own data. Therefore, consumers must depend on 
cloud providers to utilise trust mechanisms rather than transparently handing over 
control of data and cloud resources [1]. Companies must have confidence that their 
private information is safe in the cloud and is not being accessed or sold to other 
parties. 

Over half (54%) of UK institutions in a recent poll reported a data breach to 
the Information Commissioner’s Office. When asked by security company Redscan 
under the Freedom of Information Act, 86 institutions disclosed significant weak-
nesses in their data leak prevention measures. Several UK institutions are among the 
best in the world when it comes to research, making them prime targets for cybercrim-
inals and state-sponsored hackers. Criminals reportedly targeted institutions earlier 
this year in an attempt to obtain coronavirus research. As a result, the institution 
faces significant financial and reputational damages if the security vulnerabilities are 
not handled properly. 

When the data is kept on the big data platform, the suggested security framework 
addresses all of the significant security risks that are associated to the data when it 
is rest. The AES block cipher is not used in the framework; instead, a stream cipher 
is proposed. This stream cipher has already been used by Google [56] and many 
other IoT giants since it provides superior security and has the potential to function 
even with less computing resources. The performance of the advanced encryption 
standard (AES) and the stream cipher chacha20 was tested in a lab environment. The 
results revealed that chacha20 demonstrates superior performance to AES owing to 
the encryption as well as the decryption [56]. 

The developed framework only takes into consideration one of the information 
security elements known as the integrity in the CIA triad. This security framework 
should be used to ensure that the remaining aspects of information security, such 
as confidentiality and availability, non-repudiation and authenticity, and so on, are 
appropriately addressed. The developed framework should be implemented in the 
form of a pure middleware application, and it should be able to integrate with any of 
the most commonly used middleware applications in the Hadoop ecosystem. Since 
Hadoop is constructed with a Java framework, the codes and frameworks should 
be implemented in Java. However, all of the codes in this work are implemented in 
Python. It should be upgraded into a flexible framework so that in the future if more
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efficient algorithms are discovered, it should also be possible to integrate those into 
the developed framework. As a starting point, the framework only focuses on the 
chacha20 stream cipher. 
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A Proactive Approach to Protect Cloud 
Computing Environment Against 
a Distributed Denial of Service (DDoS) 
Attack 

Md. Mamun Ahmed and Ayman El-Hajjar 

Abstract The current range of technological and physical advances mostly rely 
on load dispersion as well as demand delays which modern security solutions are 
equipped to defend against distributed denial-of-service (DDoS) threats. Clients and 
website visitors consequently encounter time delays, captchas, and delayed connec-
tivity. In this chapter, we provide a novel layered solution for cloud-based DDoS 
defence that makes use of Advanced Malware methods and a proactive method for 
identifying anomalies in traffic behaviour. The model’s first level assesses the packet 
arrival frames’ starting origin IP address, while the second level looks at request 
speed and forecasts the threat speed threshold. The third tier, if necessary, minimises 
the traffic burden by redirecting the traffic towards the proxy. In case a specific web 
application is the target of the assault, the fifth layer decides whether port-hopping 
is necessary between the gateway and the destination website. Numerous studies 
demonstrate how well multilayer strategy can recognise and limit threats from such 
a diverse variety of known and undisclosed sources. 

Keywords DDoS · Cloud computing · ADDoS · IP traceback · Threat 
intelligence · Port-hopping · Entropy-based anomaly detection · CBF packet 
filtering · Intrusion detection system · Dempster Shafter theory 

1 Introduction 

Contemporary DDoS attacks are becoming increasingly sophisticated and destruc-
tive. During the second quarter of 2019, a most powerful attack reached speeds of 
up to 250 Gb/s; during the third quarter of 2019, the most powerful attack reached
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speeds of up to 149 Gb/s; as well as the overall amount of DDoS attacks continued to 
increase by 180% year-over-year [1]. Most complex attacks mimic normal “HTTP 
traffic” which is generated by botnets. Attackers implements some code onto mali-
cious botnet agents, causing them to behave similarly to average consumers when 
they browse websites, albeit at a much faster rate. The bigger a botnet’s size, the more 
strain it can exert on a host system [2]. By substantially delaying business processes, 
a DDoS attack can have a devastatingly destructive effect [3, 4]. Numerous types of 
businesses, including online stores, media organizations, stockbrokers, and banks, 
are extremely dependent on stable, uninterrupted functioning. Even a small disrup-
tion in their accessibility may result in substantial losses or even a complete shutdown 
of commercial services. 

When a DDoS assault is launched against a cloud-based server, all traffic is 
dispersed throughout the cloud nodes. This eliminates a “bottleneck” in a normal 
system, the narrow and vulnerable spot, which is typically a way to communicate or 
restricted system resources. This is the usual strategy utilised by most commercial 
services for DDoS protection. Still, every cloud has a finite number of usable nodes 
and cumulative channel bandwidth. The only requirement for successfully attacking 
a server in the cloud is to raise the pace and volume of packets, which a larger botnet 
can readily achieve. 

These difficulties necessitated the development of new DDoS mitigation tech-
nology. Our multi-layered system employs proactive preventive measures based on 
both pattern recognition and Threat Intelligence, which have a good track record of 
preventing attacks. 

The main research question is that “What new approaches may be used to improve 
the present DDoS protection in the cloud?” To illustrate the concept this research 
analyses what approaches and procedures should be applied in a successful current 
DDoS prevention system. Associated questions will be addressed in order to accu-
rately explore this “What technologies and approaches are presently available for 
DDoS protection and how efficient are these techniques?”. 

This research establishes a new sophisticated multilayer system for cloud-based 
DDoS prevention. It employs a very efficient approach which will have an ability 
to respond quickly to detect anomalous traffic behaviour. So, the basic and main 
objectives of this research is to design and develop, A simple and feasible multilayer 
security system to mitigate DDoS attack in Cloud Computing Environment. 

2 Literature Review 

2.1 DDoS Attack Prevention and Detection 

A number of methods specifically designed to combat DDoS attacks have been 
investigated. These approaches are centred on both identification and avoidance, yet 
each system functions from a vastly distinct vantage point. This research enables
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a deeper comprehension of how DDoS recognition and protection might be further 
developed. 

Cho et al. [5] offer a DDoS mitigation process which is a combination of filtering 
packet with two firewalls. The initial firewall employs path analysis of router, whereas 
the next firewall evaluates whether the data packets are normal or anomalous. This 
strategy is intended to avoid simple attacks, but it may generate a substantial number 
of errors. 

Graham et al. [6] designed to identify botnet activity within such a virtualized 
architecture that is abstracted, such as cloud service infrastructure. They constructed 
a field based on the Xen hypervisor and exported NetFlow Version 9 using Open 
vSwitch. They acquired experimental proof that Traffic export can collect network 
activity variables to verify the prevalence of a controlled botnet in a virtualized envi-
ronment. The conceptual architecture they describe provides a nonintrusive method 
for botnet prevention system identification for cloud vendors. 

Karim et al. [7] also examines different approaches for detecting botnets, proposes 
a classification scheme for botnet detection techniques, and emphasises the qualita-
tive study design features of such technique analysis. The authors propose potential 
future methods for Improving botnet detection techniques and identifying unresolved 
research challenges. 

Mansfield-Devine [8] discusses the development of DDoS attacks and how they 
are used in contemporary hybrid unlawful actions. Rashmi et al. [9] elaborate on the 
work flow of a Distributed Denial of Service attack, and how in impacts on cloud envi-
ronment, and the considerations which should be made when choosing DDoS defence 
mechanisms, concluding with a recommendation to select a functional, transparent, 
small and light, and accurate strategy to mitigate DDoS attacks. 

The basis of Xiao et al. [10]’s research is the correlation analysis-aided detection 
of DDoS attacks. Their strategy is predicated on a classification of traffic based 
on its nearest neighbours and an analysis of correlation. It improves classification 
performance by employing specialised and efficient training examples and decreases 
the training data density-induced overhead. 

Entropy-based anomaly detection is another way of DDoS protection [11], 
although, like any good theory, it can be undermined by poor implementation. For 
instance, a very strong algorithm for encrypting data may be undermined by flaws 
in its technical execution. Essentially, if at minimum a terabyte of a server’s usual 
traffic is collected, a full analysis may be performed, and templates of permitted 
usage can be created, allowing for anomaly identification; however, defending against 
these anomalies efficiently is more challenging. Assume a regular news site provides 
breaking news; the piece will likely draw hundreds, if not thousands, of times as many 
visitors as usual. Nevertheless, this may also be an impersonating DDoS attack to 
increased visitor traffic. A rogue user can configure a DDoS assault to send relatively 
slow HTTP requests to a website’s homepage or other pages, much like a typical web 
browser does. 

Saeid et al. [12] explains how to combat both predictable and unpredictable DDoS 
attacks in a real-time setting. An “Artificial Neural Network” has been used to identify
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assaults in the basis of their unique patterns and distinguishing characteristics, which 
differentiate them from normal traffic patterns. 

Software-Defined Networking (SDN) has gained popularity in corporate envi-
ronments due to its administrative flexibility and low operating costs. However, the 
combination of SDN and cloud hosting has created new obstacles, notably network 
security concerns. Wang et al. [13] address this issue by offering a DDoS attack 
mitigation system that includes programmable network monitoring for DDoS attack 
detection. Through the implementation of a governing structure, the architecture may 
respond to certain attacks. 

ADDoS, or application layer distributed denial-of-service attacks, target particular 
online services. One of the attack methods consists of sending Simple Object Access 
Protocol (SOAP) requests with harmful XML content, which consumes a substantial 
amount of server resources. Because these packets are genuine, neither the network 
nor transport layers detect them. Vissers et al. [14] proposes a new adaptive method 
for detecting assaults of this type, which functions by extracting identifying traits and 
using the feature extraction to model usual requests, allowing for the comparison-
based detection of malicious requests. 

Kijewski et al. [15] discusses a recently published ENISA report produced by 
CERT Polska titled “Proactive Detection of Network Security Incidents,” which 
highlights the consequences for early warning of security incidents on a national 
scale. The research is primarily focused on national/government CERTs, although 
many of the concerns uncovered are applicable to any team entrusted with incident 
detection. The report gives an overview of automated incident processing and Threat 
Intelligence technologies, as well as an explanation of the Collective Intelligence 
Framework. To provide a systematic approach to evaluation, the authors present a 
set of criteria that are mostly based on the quality of the data. 

Krylov et al. [16] provide a second strategy for preventing DDoS attacks that 
is based on protocol-level defence mechanisms. This approach employs IP address 
switching in real time. The changeover schedule is restricted to only authorised users. 
This schedule is not accessible to malicious users, preventing them from knowing the 
exact IP address to submit queries to. This eliminates server burden and decreases 
botnet-generated traffic. 

Two strategies are utilised by Bereziski et al. [17] detection and training. In training 
mode, the profile of “clean” legal traffic is developed. Additionally, the categorization 
model is created. It will be utilised for comparative and evaluative purposes. 

In detection mode, existing filtering probes are evaluated to the classification algo-
rithm and regular traffic profile constructed in training mode. The profile of lawful 
traffic comprises entropy edge values (min and max values). The present entropy 
is computed and compared to the minimum and maximum values of the profile to 
determine the anomalous threshold. Detection is conducted on the present relative 
entropy, taking the minimum and maximum values into account. An abnormality 
is identified when the entropy value is near to 0. When entropy approaches 1, the 
detection accuracy approaches 50%, rendering it hard to discern whether or not an 
attack is occurring.
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This approach sets the tolerance for the edge values using the coefficient to 
minimise false positives. If it equals 1, the rate of detection is increased. If 2 is 
true, false alarms are decreased. The final phase of the process, extraction, enables 
the system to determine the IP addresses of the frames, which have the greatest 
impact on the change in entropy value. 

Pal et al. [18] study cloud security challenges and present a way for determining 
the trustworthiness of service seeking authorities using the agent-based framework 
WAY (Who Are You) to secure cloud nodes. 

Hwang et al. [19] propose using trusted access to safeguard virtual clusters and 
datacentres. A datacentre may contain a huge number of resources; yet, the reputation 
of certain nodes on the inside of the data centre could be questionable. A hypothesized 
hierarchy reputation system addresses the issue of peer-to-peer connections’ lack of 
trust. 

This paper advances fuzzy-theoretic trust models of [20] in cloud security systems, 
which focuses on P2P cloud transactions. It compiles reputation values and makes a 
determination using fuzzy logic. 

He et al. [21] propose a trust relationship for ubiquitous computing based on the 
credibility of cloud nodes with unclear trust relationships. This model proposes a 
way for computing both propagating and aggregating trust clouds in order to avoid 
ambiguous entity interactions in pervasive computing. 

Effective contact between peers involves the estimation of trustworthiness; for 
this estimation, it is necessary to collect data. The question arises: how can the 
privacy of these data be protected? Ylitalo et al. [22] examines potential ways of 
privacy protection from a variety of perspectives, including what information can be 
released, how to secure the primary channels of leaking, and how to prevent personal 
data compromise. 

Zhou et al. [23] investigates the issues of trust in peer-to-peer communications. 
This paper presents a gossip trustworthiness and gossip-based protocol for rapid 
reputation accumulation and ranking of peers, as the process of data collection for 
reputation estimate can be time-consuming. 

Habib et al. [24] examine cloud computing difficulties. It analyses the chal-
lenge of quality management of cloud services and strategies for establishing confi-
dence in cloud environments, as well as many aspects of trust, reputation, and their 
incorporation into cloud computing. 

Jsang et al. [25] examines techniques for establishing trust and reputation in cloud 
systems. It explains current trends and methods of trust computation, as well as the 
estimation of the cloud nodes’ reputation based on these methods. 

Everett et al. introduces a third-party evaluation provider to rank the reliability 
of cloud services based on their reputation in a different method. It provides an 
overview of the Cloud Security Alliance’s activities to develop cloud trust and assess 
the integrity of its nodes. As demonstrated by these works, the issue of trust is 
crucial for businesses. Trust must be built in all conversations, and identification and 
management control are crucial for assuring satisfaction among all parties.
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2.2 IP Traceback Method 

The conventional inspection of traffic and identifying of packet origins are ineffec-
tive due to the prevalence of unidentified proxies and Tor. Numerous publications 
describe advanced IP traceback techniques, such as “hash-based IP traceback” [26], 
“Probabilistic traffic marking for IP traceback on a wide scale” [27] as well as “IP  
traceback methos in the basis of network logging [28]. 

In the case of a botnet-based DDoS attack, the sources are entirely legal; they may 
consist of infected home computers. This indicates that the characterised methods 
will become more impactful when employed in tandem. If a DDoS attack is prop-
erly configured, it’s really hard to differentiate between such a botnet agent as well 
as a genuine website visitor; as described above, malicious attackers load scripts 
onto botnet agents, which generate simple approaches to request Web pages of aim 
websites, as regular authorized customers do. Efficient identification and preventa-
tive measures can only be accomplished by combining several of these methods with 
new techniques. 

The IP traceback issue is inherent to the IP protocol itself. It assumes that 
the network is trustworthy and does not validate the source IP. This design flaw 
enables extremely potent DDoS attacks utilising amplified methods; attacker creates 
a tiny number of packets with the IP address of the specific website as the source 
address. These packets are transmitted to the web server, which generate responses 
significantly larger than the initial request. 

Such servers return their responses to the IP address from which the requests 
originated. Thus, the attack website fails because will be unable to give a response 
to those received packets. 

Existing IP traceback solutions mainly involve updating IP headers and RFC 791; 
creating new smart routers that can label and trace the path of packets; or upgrading 
the software and hardware of Internet companies to re-route suspected packets in the 
event of a DoS attack detection. By investigating a larger abstraction level, existing 
systems permit packet tagging, logging, and rerouting. They can be tagged with 
hashes of their origin IPs or route edges. Re-routing enables suspect packets to be 
routed for in-depth examination by professionals before they reach the destination 
website. 

Ramesh et al. [29] present a method for reconstructing DDoS attack pathways 
and calculating the chance of variable marking based on the difference between both 
the particular website and router. 

The work of Saurabh et al. [30] relies on a probabilistic packet marking tech-
nique and proposes a method to improve its precision by computing the number of 
packets required for completing the traceback (Completion Condition Number). This 
technology improves accuracy to 95% and enables researchers to reconstruct attack 
vectors, even for distributed denial of service attacks. 

Li et al. [27] offer a technique for the logging of a limited percentage of traffic 
(less than 5%) on routers. Then, attack pathways are reconstructed by correlating
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data from neighbouring routers. The research resulted in the introduction of a new 
sampling method that enhances the correlation and precision of traceback data. 

Gong et al. [31] examines two significant IP traceback techniques: probabilistic 
network marking and hash-based packet logging. Through network identifying, the 
route of some packets can be partially preserved; however, due to the probabilistic 
nature of the process, packet marking is incapable of reconstructing the complete 
path of approach for all packets. Packet logging enables the storage of hashes of all 
packets routed via a particular router; however, this technique may be limited by 
space on routers. The authors offer a new technique that combines the advantages of 
packet marking with packet recording. 

The research of Foroushani et al. [32] examines an approach based on packet 
tagging, although the approach is not probabilistic. It proposes a deterministic mech-
anism that enables the restitution of the complete pathway of DDoS attacks, even 
when the attacker is hiding behind a proxy or NAT. The approach is reportedly simple, 
effective, and capable of pinpointing up to 99% of attacks. 

Yan et al. [33] investigate hybrid IP traceback. It was founded from both prob-
abilistic packet marking and hash-based packet logging and utilises their benefits; 
nonetheless, design defects may lead to errors in tracing attack paths. The authors 
describe a novel strategy that avoids these problems and makes the tracing procedure 
more efficient and stable. 

Foroushani et al. [34] evaluate deterministic packet marking (DPM) and deter-
ministic flow marking (DFM). This study does not introduce any new methodolo-
gies; rather, it evaluates the efficacy of DPM and DFM. Even if certain packets are 
corrupted or faked, or if the assault originates via a NAT-protected network or proxy, 
the research demonstrates that DFM is capable of retrieving the complete attack path. 

By filtering packets, Sung et al. [35] describe an approach for decreasing DDoS 
attacks. This approach checks whether the network edge is clean (legal user) or 
infected by tracing the origin of packets (hacker or botnet). Then, it has the option 
of allowing or blocking the packet. By blocking questionable traffic, potential DDoS 
assaults are averted. 

Park et al. [36] examines methods to decrease attack path spoofing. The perfor-
mance of a probabilistic packet marking method of IP traceback is examined from 
the perspective of a minimax optimization process, where system administrators are 
constantly battling attackers with multi-stage objectives: first attack, to detect all 
attack paths and reduce false positives; and second attack, to forge as many packets 
as possible. 

Song et al. [37] offer an advanced marking method and an authenticated marking 
technique for IP traceback and defence against distributed denial of service attacks. 
These strategies reduce router overload and generate a small number of false posi-
tives. The authenticated technique protects the integrity of samples on routers, 
reducing the likelihood of forgery or spoofing during the analysis of an attack. 

Evaluating a current Ip traceback approach to the proposed upgraded method 
employs [38]. Consider R to be the router’s address, w to be the packet, and v to be 
the victim. Each packet includes the addresses of all gateways between the hacker and 
the victim. At the end of the voyage, each packet will provide comprehensive route
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information. If the packets’ size exceeds the maximum transmission unit (MTU), 
they will become excessively heavy and may fracture. 

To remedy this issue, the authors of [38] introduce a probability value, p. Instead 
of marking each packet with the addresses of all routers, they specify the chance of 
identifying and checking. If a randomized probability x is less than the predetermined 
value, the router’s address is appended to the packet’s reserved restricted space node. 
Thus, they lower the router’s load and the packet size. 

As a result, not all frames are marked, but the pathway could still be recovered if 
an assault sends enough packets. However, if the routers are positioned a sufficient 
distance from the victim, the likelihood of their marking is diminished, and the IPs 
may be destroyed. 

To overcome these concerns, the authors advise writing only the route’s edges 
as opposed to all nodes. Each packet saves room for two addresses—the beginning 
and ending points of the connection between routers, as well as the distance between 
them. 

If a router marks a packet, the distance field is examined. In the absence of a value, 
the router writes its IP address into the beginning field and changes the distance to 
zero. If distance is 0, the preceding router has already tagged the packet, thus the 
current router puts its IP to the end field. If the router chooses not to flag the packet, 
it simply increases the distance by one. 

When the target receives the packet, the distance field would indicate the number 
of routers the packet has traversed between the last edge and the victim. During 
the reconstruction operation, the victim constructs the graph G with edges and then 
enumerates all of the route’s addresses R. 

To boost the performance of the method, the researchers condense the designated 
space in packets for two IPs by writing the edge ID instead of the end address in 
half of the address space. The edge ID is obtained by XORing the start value with 
the router’s current IP address. The victim’s final edge’s address is not changed. In 
the reconstruction phase, the final address is XORed with the ID of the prior edge to 
recover the previous edge, and so on until the initial beginning point is located. 

On the basis of the preceding, we may conclude that IP traceback is a signifi-
cant problem for which there are now no effective solutions. Any proposed DDoS 
protection strategies based purely on IP traceback will be ineffective unless leading 
suppliers offer robust ways for verifying source IPs. 

2.3 Threat Intelligence 

Appala and his colleagues have developed a comprehensive methodology for Threat 
Intelligence systems [39]. This system may analyse threat information from several 
sources to provide an in-depth report and make suggestions for the proper course of 
action. Cyber Threat Intelligence is expressed using the structured language called 
“STIX” (Structured Threat Information eXpression). Securely disseminating these
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recommended actions and Threat Intelligence in association with relevant informa-
tion, Appala’s technology determines what reaction system is best suited to carry it 
out. Even though the associated information provides some semi-automation strate-
gies for better mitigation and repair, this system does not deal with specific threats 
or the identification and control of distributed denial-of-service (DDoS) assaults. 

Girish et al. [40] offers to create a public source Advanced Threat system for small 
businesses with limited budgets. Data from CERT and security vendors, as well as 
from private feeds containing APT profiling data stored in a MySQL database, are 
used in the system. As an analytical tool, SpagoBI, an open software intelligence 
suite, was used. Due to the fact that SpagoBI isn’t built for threat analysis, it may 
result in false positives when used. There are two applications that work every day of 
the week, including weekends and holidays, thanks to Girish’s work. All throughout 
the time the computer is functioning, a number of system processes remain active. 
The results are simply highlighted by the fact that companies can leave applications 
running on the system while they have incomplete tasks or documents that must stay 
open. 

Threat Intelligence is defined in Henry Dalziel’s book but the publication does 
not explain analytics engine techniques and does not address threats themselves. 

Ring [41] explains and examines the reasons why individuals and organisations do 
not exchange threat data, a crucial subject requiring examination. Companies prefer 
to examine cyber security incidents internally and do not tell security providers 
and law enforcement agencies about the incidents. Sharing as much information as 
possible about assaults and new threats will considerably improve the efficacy of 
existing analytics tools and empower defensive data security teams to participate in 
minimising cyber security concerns. 

Thriveni et al. [42] present a real-time, adaptive system based on Threat Intelli-
gence. Big data analytics with cloud-based Threat Intelligence identify new dangers. 
Prediction tools utilise international threat data to avoid assaults, as opposed to 
defending against those that have already occurred. These technologies expose 
concealed problems, allowing workers to modify the appropriate security settings. 
The paper covers a variety of tools for the analysis of massive data. 

Adebayo et al. [43] present a technique based on intelligence that combines 
conventional “signature-based” identification with “next-generation-based” detec-
tion, cataloguing Threat Intelligence for future occurrence prevention. The suggested 
paradigm is comprised of a virtual runtime environment, identification module, and a 
mitigation module. The virtual runtime environment is designed to study and process 
a file which suspected of having malicious thing, on the other hand other modules 
examine, identify, and block the execution of malware in the basis of the Central 
Management System’s intelligent data collection (CMS). This solution focuses on 
malware and neither detects nor handles DDoS attacks; yet, it clearly demonstrates 
the utility of learning algorithms in detecting system risks.
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2.4 Proxy Server 

Companies that have implemented Web proxy servers indicate that this proxy server 
technology significantly decreased network costs. Numerous companies purchased 
proxy servers to reduce connection delays. However, they obtained an unforeseen 
advantage when caching decreased Internet traffic. According to observers in the 
business, proxy servers frequently cut traffic to the point where additional bandwidth 
servers are no longer required [44]. There is a significant demand for proxy servers 
among businesses, organisations, the government, and academic institutions. In their 
different Internet server releases, Microsoft, Netscape, and Novell all include proxy-
server software. Given the performance enhancements experienced by users, it is 
simple to understand the great demand. Generally, proxy server speed enhancements 
for end users vary from 20 to 25%, or a one-quarter reduction in communication 
cost [45, 46]. In addition, corporations have reported proxy server cache traffic rates 
exceeding 40%, as well as caches containing hundreds of live Web resources [44]. 

Very little thought has been paid to the limitations and disadvantages of proxy 
servers. Proxy servers typically lack the extensive data points, monitoring, alarm, and 
auditing capabilities of stand-alone firewalls. An elite proxy server costs approxi-
mately $1000. The price range for firewalls is between $5000 and $50,000 [2]. In 
addition, industry professionals warn that proxy servers cannot replace a second high-
speed Internet connection if the main connection is overburdened. Reports indicate 
that proxy servers have few disadvantages beyond these characteristics. 

Given the numerous favourable outcomes, it is not surprising that proxy servers 
remain an important topic of study. In contrast to their filtering capabilities, the 
majority of proxy server research focuses on strategies to improve their perfor-
mance. Jeffery et al. [47] investigated the architecture and consequences of an 
enlarged proxy server that shares cache assets with both itself and its immediate 
neighbours. As a result of this proxy sharing, they noticed a significant decline in 
network demand. This shared cache also contributed to the enhanced performance. 
The maximum performance was achieved with a basic, non-hierarchical deploy-
ment strategy; proxies interact utilising the Web’s natural structure. In place of cache 
swapping, Law and Nandy [48] investigated a distributed proxy server design that 
can improve availability and reliability, permit system scalability, and spread load. 
A TCP-based switching device with more granular session control and dynamic 
resource allocation is utilised by the system. 

2.5 Port Hopping Technique 

Sattar et al. and Lee et al. [49, 50], increase the likelihood of DDoS detection and 
prevention by using random port hopping technique, but none of these methods is 
more effective. However, by combining the port-hopping strategy proposed in this 
study with some of these methods, as explained the efficiency of DDoS detection 
increases considerably.
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Each server service utilises a unique port number. For example, HTTP utilizes 
port 80, FTP utilizes channel 21, Telnet utilises channel 23, SMTP utilizes port 25, 
etc. In total there are 65,536 port numbers. If a hacker wishes to exploit servers, 
the initial stages of research often involve port scanning. This provides the hacker 
with knowledge of the services and programmes operating on the targeted system 
and the port numbers used by those services and applications. Then, a database of 
vulnerabilities can be utilised to determine what system vulnerabilities for these 
services, allowing the hacker to exploit them. 

Port hopping is indeed an appropriate defence mechanism that prevents server 
services from being mapped to its port numbers [51]. It is used to defend against a 
variety of possible server service assaults (applications, daemons). The port hopping 
method functions by considerably in different the port numbers delegated to corre-
lating server services; nevertheless, the effectiveness of this method based on a variety 
of variables, including the volume of the serial port pool, the frequency of port 
number hopping, the method of port number hopping, and the approach of port 
number synchronisation among server and the client [52, 53]. 

Ideally, port hopping must occur arbitrarily for each connection the user requests 
to the server, however there are synchronisation problems in practise. Client and 
server must be using the same sequence number for the target service; otherwise, the 
host will reject a request made with the incorrect port number. 

Using such a Pseudo-Random Number Generator (PRNG) that is synchronised on 
both ends and a function of time to change port numbers with the correct frequency 
can resolve these concerns. 

3 Research Methodology 

The proposed strategy is predicated on integrating many protection systems and 
including IP traceback, proxy server and port hopping technique. This begins by 
implementing five levels of protection for all incoming packets. The below Figure 
will depict the diagram of logic (Fig. 1).

3.1 Layer 1 Logic and Concept 

In the first layer, IP sources are analysed. The IPs are checked to a record to determine 
if they are botnet IPs if an abnormally a massive amount of traffic originates from a 
specific range of IPs. The data of botnet IPs will be attached to the Thresholds system 
on layer two. Since the levels are interconnected, the IP is passed through a code to 
be compared with entries in the database of botnet IPs. To obtain the originating IP 
address, the TCP header of each packet is analysed in accordance with its standard 
structure. In a single database, the IP addresses of botnets are maintained in a source 
IP address table.
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Fig. 1 Logic diagram of proposed method

The simple evaluation (checking for duplicate entries) of this table’s contents 
reveals whether or not the source IPs are unique. DoS (the IPs are from the same 
source) or DDoS attacks can be identified in the event of an assault (all IPs are 
different). Whether arriving packets originate from a single source or multiple 
sources, the system derives the right conclusion. The source IP address is then passed 
as an argument to a function that sends a request to the database. This function queries 
the database of botnet IP addresses associated with the Threat Intelligence engine. 
If a botnet IP is found, the method returns TRUE; otherwise, FALSE is returned. 

On Internet traffic, NAT and encapsulating are two examples of packet-forwarding 
methods that can be used on Internet traffic; however, these techniques obscure the 
packets’ actual origin. The traceback method is used to analyse the source IP address 
and check the information against the botnet database. If entries are matched to botnet 
IPs, the IP is not obscured and can be banned effectively. 

There is no realistic commercial deployment of IP traceback that functions 
successfully with the current Internet infrastructure. This fact has necessitated the 
consideration of various necessary changes to existing hardware, IP protocol stan-
dard, and ISP equipment. While maintaining the protocol, one of the objectives of 
this research is to reduce the number of essential adjustments.
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The suggested method improves prior research [27, 29–38] and offers an approach 
that ‘Improved Deterministic Packet Marking (iDPM)’ is what we refer to as having 
the ideal efficiency and implementation ease ratio. 

3.2 Layer 2 Logic and Concept 

The second layer examines the request response time. Because the primary function 
of layer one is to pass the raw traffic and the functioning of layer two relies on that 
values, layers one and two are generalised and integrated in a block. A C function 
can create for blocking or transmitting the traffic to a firewall if it is judged that the 
frequency of incoming traffic exceeds a maximum speed threshold, S, which will be 
defined in the section that follows. Otherwise, layer three simply receives the traffic. 

Calculations where the speed S is established can be used to determine the rate at 
which we regard traffic to be harmful. Web analytics software is used to gather data 
on average traffic rates for various website kinds, including promotional campaigns 
and regular users. The computation of this cut-off speed is straightforward. Starting 
out, we will gather a variety of monthly visitors according to the highest value for 
that range for the previous three months. This data will be extremely helpful in 
determining the likely attack speed threshold. Using Eq. (1), the speed of attack, S, 
can be computed for HTTP traffic given the number of visitors triggering the attack. 

S = (A/86400) ∗ size of (packet) (1) 

Equation (1) Cut-off Speed Calculation 

where S is the rate of traffic which can be considered to the target website and A is 
the level of attack formula which will be calculated average visor per day and value 
of peak traffic. 

For instance, if a 100 Gb/s request is made to an e-checkout store’s page, the assault 
may be detected. Users can be redirected to the homepage in this situation by adding 
RewriteCond and RewriteRule to the target website’s.http file, reducing database 
load to prevent a successful DDoS attack while avoiding the use of inefficient scripts 
and other potential target points that attackers may find, or users can be required to 
complete a CAPTCHA on the target website to confirm they are not bots. 

3.3 Layer 3 Logic and Concept 

If necessary, the third layer will direct the activity to the proxy server to alleviate the 
stress on the network. 

The dispatcher’s job is to take all traffic and send it to the proxy. Since significant 
traffic may cause the proxy to shut down and result in a denial of service to the target
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website, not all traffic is immediately routed through the proxy. There are two or 
more examples of proxy, at least. The precise number of occurrences depends on 
the popularity of the website for example the volume of visits; the more visitors we 
have, the more well-liked the website is). The master proxy is one. They are copied 
instantly, enabling proxies to access the same data on all instances simultaneously. 
Since the information is reserved, another instance will be used automatically without 
generating outages if one instance goes offline. This has no impact on the system’s 
performance. A straightforward C script written by Dispatcher pings the master 
proxy and computes the average response time from the response times by parsing 
them. Let’s presume this script’s measurement of the average response time, N ms, 
is accurate. The second proxy instance is designated as the master proxy when the 
dispatcher notices that the response time has increased to N*3 ms. 

This enables the provision of proxy reservation and ongoing operation. A cloud 
service’s hardware abstraction infrastructure also reserves the dispatcher itself. 
Because the internal addresses of the servers and instances are only known to the 
dispatcher, the attacker is only able to learn how many physical or logical servers or 
instances are located behind the dispatcher’s IP address through this design. 

3.4 Layer 4 Logic and Concept 

If the assault is intended to specifically target a certain online application, port 
hopping will be implemented in the fifth layer which will decide the port numberbe-
tween the gateway and the destination website is necessary. 

Port hopping is a method for preventing direct access to the target website by an 
attacker by changing the port number between predetermined time frames [69, 70]. 
The system proxy and the target website are the only ones who are aware of the port-
changing algorithm. The target website rejects packets that arrive with the incorrect 
port number for the current time period. If a specific web application is the target of 
the attack, layer five port hopping is carried out between the proxy and the destination 
website. We create a pseudo-random mechanism for port number switching that is 
only known to the proxy and the target website. Services on the target website use 
various port numbers across various time periods. When combined with the other 
levels in the suggested method, this technique offers a useful additional benefit of 
attack avoidance. When speed > S but A == 0, or when traffic speed is high but the 
attack was not discovered on layer three, port hopping is defined as being necessary. 

The layer three proxy uses port hopping to prevent an attacker from directly 
accessing the destination website; as the attacker won’t be aware of the current 
port. Port numbers are changed using a pseudo-random technique (Eq. 2) that is only 
known by the proxy and the target website. A port’s numbers Port change as a function 
of time t, where PRND0 is synchronised between the proxy and the target website’s 
pseudo-random number generator. Services on the target website use various port 
numbers across various time periods. The key is calculated by the algorithm using 
time t. The target website rejects packets with the incorrect port number for the
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current time period without even inspecting their contents. The formulation of the 
pseudo-random formula was based on earlier publications [69–71]. 

Port(t) = (PRNDO ⊕ t)mod 65535 (2) 

Equation (2) Pseudo-Random Port Hopping Algorithm 

where t= current time, 65,535 = highest allowable port number, and PRND0= coor-
dinated pseudo-random number generator used by the proxies and also the destination 
website. 

4 Results and Analysis 

In this work, a prototype system is set up and real-world tests are carried out to validate 
the theories and strategies for assault detection and avoidance. The experiment’s goal 
is to demonstrate the viability, accuracy, and superiority of the created strategy for 
preventing DDoS attacks in a cloud environment. 

A virtual cloud is created in the test lab using virtual machine images. Various 
scripts inserted into the cloud platform networks simulate the four tiers of the defence 
system. The program is then linked to sources of external danger data. 

A virtual botnet is built up on several virtual machines, and a target website 
is set up on a different virtual machine. The dispatcher and proxies are hosted by 
two more virtual machines. Deploying Kali Linux tools and outside web applica-
tions like vThreat Apps, DDoS assaults are mimicked by using botnets to attack the 
target website. Attacks occur through cloud servers that are organised as a multilevel 
system, allowing the effectiveness of the layers in attack mitigation to be examined. 
Browser add-ons that monitor the target website’s speed prior, during, and after an 
attack are used to determine effectiveness. 

4.1 Virtual Environment Configuration 

OpenStack software was used to build a virtual cloud for our tests. Ten virtual 
computers were set up, as shown in Table 1.

4.2 Layer One Implementation 

A variety of studies involving the IP traceback technique must be done to evaluate 
the layer 1 operation.
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Table 1 Virtual lab 
configuration Virtual machine name OS version Purpose 

Virtual machine 1 Ubuntu 16.08 Target website 

Virtual machine 2 Ubuntu 16.08 Traffic dispatcher 

Virtual machine 3 Ubuntu 16.08 Master proxy 

Virtual machine 4 Ubuntu 16.08 Proxy 

Virtual machine 5 Ubuntu 16.08 Proxy 

Virtual machine 6 Kali GNU Client 

Virtual machine 7 Kali GNU Client 

Virtual machine 8 Kali GNU Client 

Virtual machine 9 CentsOS 7 Client 

Virtual machine 10 CentsOS 7 Client

Fig. 2 IP traceback experiment results 

Routeriptb.php is loaded from the command prompt of VM6 to verify IP traceback, 
while targetrt.php is installed on VM2 to check IP traceback. The below Figure shows 
there is no output from it (Fig. 2). 

4.2.1 IP Traceback Implementation 

The below command is performed from VM6 while the code routeriptb.php is open 
and running in the background (Fig. 3).

Then targetrt.php script will be run on virtual Machine 2 (Fig. 4).
The actual source IP is determined by the program from the Options field.
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Fig. 3 hping3 command result

Fig. 4 targetrt command results
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4.2.2 Obfuscated IP Traceback 

Now, the very same check is performed on the simulated IP with obfuscation. In this 
section, the actual source IP is disguised using the command below (Fig. 5). 

After the IP has now been impersonated, targetrt.php is executed again on VM2 
(Fig. 6). 

According to the Figure. The option field is still used to identify the genuine 
source, which still points to the actual IP address 192.168.0.141. It may be concluded 
that this method is effective because the real IP is noted by VM6 and restored on

Fig. 5 Command to obfuscate IP 

Fig. 6 targetrt command on obfuscated IP 
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VM2. Once IP traceback has been established, traffic variable generation needs to 
be examined. On VM2, the trafficvars.php script is active. 

4.3 Layer Two Implementation 

To effectively test the second layer, two extra PHP scripts are required. With various 
delays, trafficgenerate.php will produce TCP packets and requests. The speed of 
queries will be determined via speedcalc.php. 

The subsequent experiments’ goal is to determine the traffic speed under both high 
and low request counts. When there are many requests, the traffic speed is calculated 
to be high, and when there are few requests, the traffic speed is calculated to be low. 
Although peaks in increased traffic should be carefully noted and recorded in order 
to later use them in assessing new attacks in the future, heavy traffic speed does not 
always signal an assault. 

4.3.1 10 Ips at Low Speed 

From the client side IP the following command will be executed: 
‘php trafficgenerate.php 10 10000’. 
The requests are made to the specific website once per N seconds, where N is 

equivalent to a sequence of random values selected from the range of 1 to 10,000 ms. 
This command produces 10 IPs. The sent server executes speedcalc.php, gathering 
information from the initial fifty requests made. The outcomes of the executed 
command are depicted in the graph below, in which the number of responses is 
plotted against the speed of traffic in megabits per second (Fig. 7).

4.3.2 100 IPs at Low Speed 

From the client side, the following command will be executed: 
php trafficgenerate.php 100 10000. 
This command creates 100 IPs and the target website receives requests from this 

command once every N seconds, where N is a sequence of random numbers drawn 
from the range of 1 to 10,000 ms. The sent server executes speedcalc.php, gathering 
information from the initial fifty requests made. Figure 8.18: speedcalc Command 
Results for 100 IPs at Low Speed displays the results of the command ran and plots 
the quantity of requests against the Mb/s of traffic (Fig. 8).

This result depicts that the higher number of requests create a higher number of 
traffic speed, which also validate that our method of calculation is working in a right 
way.
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Fig. 7 speedcalc command results for 10 IPs at low speed

Fig. 8 speedcalc command results for 100 IPs at low speed

4.3.3 10 IPs at High Speed 

Now the following command executed from every client-side virtual machine. 
php trafficgenerate.php 10 10. 
This command sends 10 requests from each client-side IP address to the specified 

website once in every N seconds, wherein N is a series of random values between 1
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Fig. 9 Speedcalc command results for 10 IPs at high speed 

and 10 ms. The sent server launches speedcalc.php and collects data from the first 
fifty requests. The consequences of the program run are depicted in the grey graph 
in the picture below (Fig. 9). 

4.3.4 100 IPs at High Speed 

Again, executing the following command from every client-side virtual machine. 
php trafficgenerate.php 100 10. 
This command generates 100 requests that are sent to the target website from 

the client-side IPs once every N seconds, where N is a series of random numbers 
between 1 and 10 ms. speedcalc.php is performed on the remote server using the 
results of the initial fifty responses. The outputs of the program run are graphed in 
orange in the figure that follows (Fig. 10).

All this graphical experiments are carried out to provide evidence that an attack 
does not always signal high traffic speeds. However, as explained in methodology, the 
computed S value is used in subsequent tests, along with other variables, to ascertain 
whether the target website is under assault. 

4.3.5 Amplification Co-efficient Selection 

The system is run at its top speed to choose the amplification coefficient M, which 
is utilised to modify the threshold of attack:
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Fig. 10 speedcalc command results for 100 IPs at high speed

php trafficgenerate.php 100 10. 
This command produces 100 IPs, and the requests are made to the target website 

once per N seconds, where N is equal to a sequence of random numbers drawn from 
the range of 1 to 10,000 ms. The first fifty requests that are received are used to run 
speedcalc.php on the dispatched server (Fig. 11).

The picture above depicts the initial results, whereas the figures below depict the 
effects of varying the amplification coefficient (Figs. 12, 13, 14, 15 and 16).

Indicated in the graphics above are several significant facts. When M = 2, the peak 
speed chart almost approaches the attack threshold trend line, which could lead to 
false alerts if there is an unexpected rise in genuine traffic. The threshold is too high 
in the circumstances of M = 4 and M = 5, which could lead to valid attacks going 
undetected. With M = 3, the trend line is in the best possible position to be utilised 
as an attack threshold, lowering the possibility of false alarms while maintaining a 
level that will detect many attacks. 

4.4 Layer Three Implementation 

The layer two data show that there is no attack but high speed at the target point. The 
high speed should be resolved by layer four. In comparison to the highest numbers 
from Experiment 12, the system can generate the following speed values using a C 
application on the Dispatcher side: 100 IPs at High Speed (Fig. 17).
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Fig. 11 Initial results of amplification coefficient

Fig. 12 Amplification coefficient (M) equals one
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Fig. 13 Amplification coefficient (M) equals two 

Fig. 14 Amplification coefficient (M) equals three

Figure 18 is a graphical representation of the outcomes of experiments 4.4.4 
(shown in blue) and 4.5 (represented in red). The image clearly demonstrates that 
the speed reduced when the traffic dispatcher was in operation.
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Fig. 15 Amplification coefficient (M) equals four 

Fig. 16 Amplification coefficient (M) equals five
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Fig. 17 Dispatcher speed results

Fig. 18 Speed comparative between experiment 4.4.4 and 4.5
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Fig. 19 Port-hopping calculation results 

4.5 Layer Four Implementation 

The system runs the script for five rounds on the Dispatcher side using the first 25 
results, making sure the values do not duplicate and are difficult for an evil user to 
retrieve (Fig. 19). 

4.6 Overall Operation Implementation 

4.6.1 DDoS Attack Detection and Prevention at Low-Speed Traffic 

Virtual machine name Loaded script 

Virtual machine 6 routeriptb.php 
trafficgenerate.php 10 10000 

Virtual machine 2 .dispatcher 
.porthop 
php ti.php
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Fig. 20 Low speed firewall rules verification 

As a consequence of attack identification and control, firewall rules are generated 
to stop incoming assaults. Initially, the ipfw.rules document should be empty, as must 
be confirmed (Fig. 20). 

The initial portion of the instructions are derived from the attack rules feed. The 
rules shown in Fig. 8.33 are the ones added to block VM6. This verifies the anticipated 
outcome, and the threat is effectively identified and thwarted. 

4.6.2 DDoS Attack Detection and Prevention at Normal-Speed Traffic 

Virtual machine name Loaded script 

Virtual machine 6 routeriptb.php 
trafficgenerate.php 10 1000 

Virtual machine 7 trafficgenerate.php 10 1000 

Virtual machine 2 .dispatcher 
.porthop 
php ti.php 

Rules are added using the attack rules feed. As depicted in Fig. 8.34, only the final 
results remain. We retain only the final findings associated with VM6 and VM7. This 
verifies the anticipated outcome, and the threat is effectively identified and thwarted 
(Fig. 21).
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Fig. 21 Normal speed firewall rules verification 

4.6.3 DDoS Attack Identification and Mitigation at High Traffic 

Virtual machine name Loaded script 

Virtual machine 6 routeriptb.php 
trafficgenerate.php 100 10 

Virtual machine 7 trafficgenerate.php 100 10 

Virtual machine 8 trafficgenerate.php 100 10 

Virtual machine 9 trafficgenerate.php 100 10 

Virtual machine 10 trafficgenerate.php 100 10 

Virtual machine 2 .dispatcher 
.porthop 
php ti.php
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Fig. 22 High speed firewall rules verification 

This verifies the anticipated outcome, and the threat is effectively identified and 
thwarted (Fig. 22). 

4.7 Method Comparison 

The comparative criteria and parameters are detailed in the following table (Table 
2):

Conclusion, Limitations and Future Work 

The basic hypothesis of this study is that, while recognising how the risk environment 
is changing, a cloud-based DDoS defence system may be constructed. The limita-
tions of the existing approaches are demonstrated throughout this study and series 
of experiments, demonstrating that they could not support this theory. At the very 
same time, the suggested solution included improvements to already-used methods 
including reputation management, port-hopping, and IP traceback. The research also 
offers a brand-new definition and methodology for threat intelligence and validates 
with experimental findings that it is essential to the proposed protection technique
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Table 2 Method comparison 

Parameter Proposed 
method 

IP traceback 
method 

Port hopping 
method 

Entropy-based 
anomaly 
detection 

Utilization of numerous 
methods 

Yes No No No 

Number of techniques 
utilized 

4 1 1 1 

Requesting of client 
response 

No Yes No No 

Capability to identify 
unidentified threats 

Yes Yes Yes Yes 

Implemented Yes Yes Yes Yes 

Resource or frequency 
band depletion 

Both Band Band Band 

IN CLOUD SECURITY Yes No No No 

SOFTWARE/ 
HARDWARE 

Software Software/ 
Hardware 

Hardware Hardware 

INLINE/EXTERNAL 
FILTRATION 

Both Inline Inline Inline 

OVERALL 
PERFORMANCE 

Excellent Good Good Good

and to proactively halt complicated DDoS attacks without the need for human inter-
vention. The main hypothesis is proven to be true by the suggested method’s demon-
stration of zero false-positive, the quickest responsiveness on destination under load, 
the capacity to identify emerging risks, and a high degree of implement ability. 

Various IP Traceback implementations, such as hash-based IP Traceback, proba-
bilistic packet marking, deterministic packet marking, packet recording, and others, 
are among the known approaches and methodologies for DDoS defence. Port-
hopping, entropy-based anomaly detection, packet monitoring TTL approach, CBF 
packet filtering method, and intrusion detection systems based on the Dempster 
Shafter theory are a few further protective strategies. The research examined these 
techniques. 

The majority of the methods mentioned above are theoretical and would be chal-
lenging to apply in real life. IP traceback is a very helpful tool for identifying the true 
attack source, but its execution would require either a change to the TCP/IP specifica-
tion, which would have an impact on how the Internet functions as a whole, or signif-
icant firmware updates for routers as well as other productive network equipment 
from any vendor in the world. 

Any one of the currently used techniques can be strengthened to increase security 
and possibly thwart more sophisticated attacks. The protection is now more perti-
nent and efficient because to enhancements made to IP traceback, port-hopping, and
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reputation management. Défense’s against NAT, Tor, and hidden proxies were imple-
mented, as well as protections against port number calculation, reputation calculation, 
and IP traceback. 

These advancements raised a crucial query; “what tactics and methods ought to 
be implemented in a successful contemporary DDoS defence system?”. 

No one strategy will work since DDoS attacks are a growing danger to the entire 
Internet infrastructure. The goal of this research is to create a sophisticated multilayer 
system with a sophisticated and automated Threat Intelligence engine at its core. The 
proposed solution is simple to put into reality, and since the bits of code were created 
throughout the study process, developers and suppliers can use them. 

The study suggests using a multi-technology strategy to mitigate DDoS attacks, 
which is a widespread issue. The majority of other research focus on a single 
technology. 

This study combines many existing technologies, examines their shortcomings, 
strengthens the techniques, and makes them work together as a single system. 
Following is a list of all the technologies used, along with their actual effects and 
improvements during the conduct of this research. 

IP traceback is a technique in the realm of scientific information security that has 
undergone thorough study and analysis. There are still numerous open issues. One 
of the main issues is how to safely and without loss save IPs in traffic packets. It 
is also unclear how to put this strategy into practise without modifying the whole 
TCP/IP standards. At stage one of the suggested protection solution, IP Traceback 
is utilised. 

Study Effects: 

This chapter introduces a straightforward and trustworthy technique for deterministic 
packet marking utilising the description field of the TCP/IP protocol. 

This technique is easier to apply in practise because suppliers simply need to 
update the routers’ software to accept the new technology. 

All current networking hardware is capable of managing traffic peaks and offering 
thorough monitoring and statistics for all traffic kinds. It is frequently challenging 
to examine large amounts of data while calling for a clear approach to establish the 
attack threshold. The suggested protection system’s second layer is where the threat 
threshold is determined. 

Study Effects: 

1. To determine the current mean traffic speed, the target website’s access log is 
processed. Experiments were used to calculate the multiplier coefficient, which 
is used to modify the results. The attack threshold is shown by the end results. 

2. The threshold is employed as a crucial component along with other elements to 
determine if an attack has occurred rather than just as a standalone indicator of 
an attack. 

By dividing the traffic between proxies, traffic routing is used to slow down attacks. 
In the suggested system, layer four is where it is used.
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Study Impact: This method was entirely created from start in this study, and it 
was put to the test through experiments. 

4.7.1 Port Hopping 

A well-known attack mitigation technique called port-hopping uses completely 
random port numbers both on the origin and destination sides. The fifth layer of 
the suggested system makes use of this method. 

Study Effects: The study offers a novel method for calculating port numbers based 
on some other system factors, allowing the calculations to be integrated into other 
system layers. The source is layer four, the destination is the target website, and the 
creation of random port numbers is coordinated between these two points. 

• Limitations 

There are several restrictions on the research design this study used. First off, there 
are restrictions due to the topic matter itself. DDoS assaults originate from a variety 
of places on the Internet. At same time, these attacks are typically directed by one 
or more members of a hacking gang. In reality, they are also constrained by IP range 
and attack methods. 

An attack’s IP range is determined by the botnets that the hackers use. Most 
antivirus and security companies regularly monitor network activities. All shady 
behaviour is tracked and investigated. Network sensors can stop attacks of any 
strength, regardless of how damaging they might be to servers. Major botnets’ IP 
addresses are known and stored in security databases. Such databases are employed 
as an additional source of attack information in this work. 

The fact that DDoS attacks draw a lot of resources is another issue. This study 
might have trouble simulating actual attacks inside the test lab if it also utilised 
computation power or bandwidth to thwart these attempts. The algorithms are clever 
and do not rely on the scale of the attack. They do a behaviour analysis and employ 
a pro-active strategy for attack mitigation. This means that the size of an attack is 
less significant in this study, allowing for successful local modelling of potential 
scenarios in the lab. 

It was said before in this document that it can be difficult to identify an attack 
since the same IP may be used for both malicious and lawful traffic. Our approach 
is specifically designed to identify the harmful behaviour included within traffic 
packets. The test findings show that reputation management and a variety of other 
criteria are successfully used to address this issue. 

To sum up, the techniques and strategies used in this study enable the system 
to simulate real-world attacks in a testing environment without compromising the 
accuracy of the findings. 

• Future Work 

Despite the fact that the findings of this study stand on their own, additional research 
might be conducted as a direct result of this study, such as studies examining
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the effects of combining many DDoS defence methods into a single complicated 
multilayer system. There are numerous conceivable protocols for their interaction 
and enhancement that might be used to integrate the existing and newly created 
approaches into a single system. 

Users and system administrators, in order to stay one step ahead of today’s dangers, 
must be cognizant of the repercussions of an attack and constantly adapt. In response, 
we can no longer afford to rely solely on technological procedures to counter our 
enemies, and instead must adopt novel, sophisticated techniques of doing so. To 
date, there is no stand-alone system capable of mitigating a DDoS reflection assault 
with a throughput of more than 500 Gb/s. The only way to win the fight against 
cybercriminals is for scientists and security providers to work together to develop 
comprehensive solutions that can prevent and respond to attacks of any kind. We also 
suggest focusing further on tests at maximum speeds of tens and hundreds of Gb/ 
s, as our study only considers a modest traffic volume. To do this, a DNS reflection 
attack or another sort of DDoS simulation can be used to mimic a real-world DDoS 
attack from outside the test lab, with an increase in its force. 
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15. Kijewski P, Pawliński P (2014) Proactive detection and automated exchange of network security 

incidents. Abgerufen am, 20

http://arxiv.org/abs/1308.6745


A Proactive Approach to Protect Cloud Computing Environment … 277

16. Krylov V, Kravtsov K (2014) DDoS attack and interception resistance IP fast hopping based 
protocol. arXiv preprint arXiv:1403.7371 
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Ransomware Attack on the Educational 
Sector 

Usman Butt, Yusuf Dauda, and Baba Shaheer 

Abstract The world today is confronted with the challenging task of juggling 
the adoption of innovative technology with securing information systems and data 
that enables essential everyday operations. In recent years, spectacular breaches of 
numerous computer systems, including those of airlines, health organizations, credit 
agencies, governments, financial institutions, telecoms, education sectors, and many 
others, have made cybersecurity an increasingly prominent news topic (Blazic in 
EDULEARN21 Proceedings, 2021, pp. 6619–6626, [1]). Due to the expansion of 
the internet, people now enjoy different realms of both the existing reality and the 
digital reality (Rahman et al. in Int J Inf Educ Technol 10:378–382, [2]). With the 
advent of search engines like Yahoo, and Google as well as video-sharing platforms 
like YouTube, everyone can access any information easily. 

Keywords Ransomware · Cyber physical system ·Malware · Phishing ·
Educational tools · Cybersecurity 

1 Introduction 

The combination of “real world” (physical), “virtual” (cyber), and “social” (human) 
elements in order to produce a comprehensive and safe infrastructure refers to as 
Physical Cyber Social Systems [3]. These systems are taking on an ever-growing 
amount of significance in the modern world as an expanding number of vital services 
and infrastructures are getting connected to the internet. The importance of PCSS can 
be seen in several areas such as the Internet of Things (IoT), Critical Infrastructure 
Protection, Smart Cities, etc. 

Unfortunately, users may experience negative repercussions from this expanding 
cyberspace through threat actors exploiting system vulnerabilities. Password 
compromise, ransomware attacks, and stolen databases are just a few examples of
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security issues. Human is regarded as the most vulnerable asset in the information 
security standard due to their nature [4]. Threats can take many different forms, 
including advanced persistent threats (APT), malware, ransomware, phishing, social 
engineering, distributed denial of service (DDoS) attacks, among others. Depending 
on the attack, there may be a variety of negative effects, such as operational disaster, 
data breaches that result in the loss of sensitive information or financial loss and 
damaged reputations [5]. 

The need to build global cybersecurity capacity, which includes improvements 
in cybersecurity education, awareness campaigns, and training at multiple levels, 
from regions to organizations to individuals, is one major counter to these risks 
that raise concerns about how to improve digital security [6]. Recently, the cyber-
security landscape has benefitted a complex and dynamic increase due to techno-
logical improvements and the growing interconnection of computer systems and 
networks. Most institutions in charge of sensitive data, such as financial information, 
have heavily invested in cybersecurity by hiring information security professionals, 
creating comprehensive security policies, incorporating high-end security technolo-
gies, and continuously training their security personnel. This has helped to protect 
the data and reduce the number of potential cybercrimes [7]. 

Organizations and governments have put in place a variety of traditional cyber-
security measures, such as firewalls, intrusion detection systems, encryption, and 
incident response plans, to defend against these threats [8]. To find and fix vulnera-
bilities in their systems, they frequently turn to threat intelligence, incident response 
teams, and penetration testing. 

Furthermore, Artificial Intelligence (AI) and Machine Learning (ML) technolo-
gies are being more frequently used in security solutions. These technologies are 
employed to analyze big data sets and spot trends that can allude to a security inci-
dent. A few security procedures, like threat detection systems and incident response, 
can also be automated using them. 

In conclusion, the cybersecurity landscape is constantly evolving, and organi-
zations must stay up-to-date with the latest threats and security measures to effec-
tively protect against cyberattacks. In order to mitigate the risk, organizations should 
conduct regular security assessments, employee education and awareness, imple-
ment security protocols and regulations, and have incident response plans in place. 
This combined approach will allow organizations to effectively protect their assets 
and mitigate the risks associated with cyber-attacks.
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2 Cybersecurity Threats and Challenges 

2.1 Cybersecurity Definition 

To safeguard computer systems, networks, and data against unauthorized access, use, 
disclosure, interruption, modification, or destruction, there are many distinct aspects 
of cybersecurity that must be considered. National Cyber Security Center defined 
“Cyber security as how individuals and organizations reduce the risk of cyber attack, 
and its’ core function is to protect the devices we all use (smartphones, laptops, 
tablets, and computers), and the services we access—both online and at work—from 
theft or damage”. 

One of the generally accepted definitions of cybersecurity is from the ISO/IEC 
27032, which defines “Cybersecurity as the “preservation of the confidentiality, 
integrity, and availability of information in Cyberspace”. 

Although different academic journals and sources may provide slightly varying 
definitions of cybersecurity, in general, it is thought to be the protection and defense 
of digital assets. In addition, it is important to keep in mind that, depending on the 
context, the terms “cybersecurity” and “information security” or “computer secu-
rity” may occasionally be used interchangeably; these concepts are similar but have 
slightly distinct meanings and applications depending on the context of implementa-
tion. Taherdoost [9] in his research considered “Cybersecurity” to defend the internet 
from cyberattacks while “Information security” examines defending data from any 
threat, whether it be physical or digital, highlighting Cybersecurity as a scope of 
information security as seen in the figure below. 

2.2 Pillars of Cybersecurity—The CIA Triad 

In the context of all definitions of cybersecurity above, the protection of information 
from unauthorized access is the main objective of cybersecurity. The CIA triad is seen 
as the primary model of a security system that sets the foundation for a comprehensive 
strategy for securing information systems [10]. 

Confidentiality deals with the idea that valuable information should be shielded 
from unapproved access or exposure. Several technical and administrative restric-
tions, including encryption, access controls, and data classification, can be used to 
achieve this [11]. It is crucial for safeguarding confidential information, including 
financial and personal information. 

Integrity is the concept of making sure the data is complete, accurate, and autho-
rized [11]. Controls like data validation, input validation, and digital signing can be 
used to accomplish this. Integrity is essential to preserving information’s accuracy 
and reliability and preventing unauthorized parties from manipulating or modifying 
it.
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Availability is the principle that information should be easily accessible to autho-
rized users when they need it [10]. Planning for disaster recovery and business conti-
nuity, load balancing, failover, and redundant systems and networks can all help with 
this. For systems to continue to operate and function properly and for users to have 
access to the data they require to do their jobs, availability is crucial. 

For any security posture infrastructure to be compliant with the principles of confi-
dentiality, integrity, and availability, organizations must implement several layers of 
security controls and conduct regular reviews of their security plan. 

2.3 The Challenges of Cyber Attacks 

In Cybersecurity, cyberattacks are activities taken against computer systems, 
networks, and digital infrastructure with the intent to interfere with equipment perfor-
mance, alter processing, obtain unauthorized access, or tamper with stored data [12]. 
The information transmitted via computers is disrupted by computer-to-computer and 
computer-to-network attacks that compromise their availability, confidentiality, and 
integrity. Criminals launch cyberattacks with social, political, and financial objec-
tives. Cybercrime activities have been growing exponentially along with the expo-
nential growth in the use of cyberspace. These cyberattacks pose different challenges 
to their victim organization, some of these include: 

Financial & Reputation Loss: Cyberattacks can result in financial losses for 
organizations, including the cost of recovering from the attack, lost revenue, and 
potential fines for data breaches [13]. 

Loss of Confidential Information: Cyberattacks can result in the theft or compro-
mise of sensitive and confidential information, such as personal data, financial infor-
mation, and trade secrets [14]. This can have significant legal and reputational 
consequences for organizations. 

Disruption of Operations: Cyberattacks can disrupt operations, causing delays, 
outages, and lost productivity [15]. This can be particularly damaging for organiza-
tions that rely heavily on technology and online systems. 

Difficulty in Detection and Attribution: It can be difficult to detect, and attribute 
cyberattacks, making it challenging to identify the source of an attack and hold the 
attackers accountable. 

Difficulty in responding and recovering: Developing and implementing an inci-
dent response plan can be challenging and it is difficult to predict how an attack will 
unfold and how to respond to it [16]. Furthermore, recovering from an attack can be 
time-consuming and expensive, and it’s not always possible to fully restore systems 
and data to the pre-attack state. 

Cyberattacks can have both short-term and long-term effects [17], it’s important 
for organizations to understand the potential impact and have a plan in place to 
mitigate it.
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Cyber threats have become a major challenge of cybersecurity. They now occur in 
everyday business activities; these threats are of different forms and exist at different 
stages of information security [18]. The common threats are; 

Phishing: Phishing is a type of fraud in which phony emails that appear to be 
from reliable sources are sent; nonetheless, the purpose of these emails is to obtain 
sensitive data, such as login or credit card information [19]. 

Ransomware: A form of malware that encrypts a victim’s files and demands 
payment in return for the decryption key. Organizations suffer large financial losses 
as a result of ransomware attacks. 

Malware: Malware is any malicious software that is designed to cause harm or 
damage to an organization’s information systems and data [20]. Malware can take 
many forms, including viruses, worms, Trojans, and adware). 

Advanced Persistent Threats (APTs): APTs are a specific kind of cyber-
attack distinguished by their persistence, sophistication, and anonymity. APTs 
are frequently employed to rob critical data, sabotage operations, and obtain 
unauthorized access to an industry’s networks and systems. 

Denial of Service/Distributed DOS (/DOS/DDoS): The goal of a DOS/DDoS 
attack is to flood organizations’ networks and computers so that authorized users 
cannot access the systems. Operations are severely disrupted by these types of attacks, 
which can be challenging to mitigate. 

IoT and Mobile threats: Mobile and Internet of Things (IoT) devices are increas-
ingly the targets of sophisticated and regular cyberattacks. These tools can be used 
to break into a network and steal or encrypt private information. 

Cloud Security threats: New security threats like Insecure interfaces and APIs, 
improperly configured cloud storage services, and data leaks driven by third-
party service providers have developed as more businesses employ cloud-based 
infrastructure. 

Social Engineering: In the cybercrime realm, social engineering refers to a variety 
of techniques used to trick victims into divulging private information or taking other 
unwanted acts. 

Insiders’ threats: The acts of past or current employees, contractors, or other 
insiders having authorized access to an organization’s systems and data can be 
considered an insider threat. These actions can be malevolent or careless in nature 
[21]. 

Supply Chain Attacks: Attacks against a company’s supply chain take place 
when a malicious actor targets the company by compromising a third-party vendor, 
supplier, or other external entity that has access to the company’s systems and data 
[22]. 

2.3.1 Understanding Malware 

Malware as a programme that is secretly placed into another programme with the 
purpose of deleting data, running invasive or harmful programmes, or otherwise 
jeopardising the victim’s data, programs, or operating system, sometimes known as
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Fig. 1 Information security 
and cybersecurity difference 

malicious code [23]. The majority of hosts are often threatened by malware, which 
disrupts operations and causes substantial damage, demanding extensive recovery 
efforts inside most businesses. Reference [24] defines malware as malicious software, 
is a programme or piece of code that interferes and disrupts with a computer’s regular 
operation. 

Malware is mostly used nowadays to steal sensitive financial, personal, or corpo-
rate data for the advantage of others. Malware can occasionally be deployed against 
business or governmental websites to acquire sensitive data or generally impede their 
operation. But malware is frequently used against people to steal their personal data, 
such social security numbers, banking, or credit card details, and so on [25]. 

Malware has become the greatest external threat to most hosts, causing damage 
and requiring extensive recovery efforts within most organizations. The following 
are the classic categories of malware: 

Types of malwares [26]. 
By definition, Malicious software known as malware targets and compromises 

other computer programmes for illicit purposes by covertly inserting itself into other 
programmes with the goal to harm or interfere with them [27] and there are five 
distinct varieties of malwares, as depicted in Fig. 1. These include.

• Virus: Viruses are programmes that can attach themselves to other programmes 
and cause them to become viruses as well, if we take programmes to be sequences 
of symbols and computer systems to be habitats [28].

• Worm: A harmful software that duplicates itself, autonomously spreading through 
a network and disseminating copies of itself from computer to computer is referred 
to as a worm virus [29].

• Trojan: Trojan is a harmful application that impersonates trustworthy software. 
Unlike certain other forms of malware like viruses or worms, Trojan horse 
programmes cannot reproduce themselves. A Trojan horse can be purposefully 
added by a programmer to other useful software, or it can spread by deceiving 
users into thinking it is a helpful application [30].

• Rootkit: A Rootkit is a programme that modify or replace the system’s pre-
existing code execution routes (Trojan). Modifies or hooks into the processes of 
running crucial OS operations [31].
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• Ransomware: A type of malicious software that when used inhibits a computer’s 
operation in some way. A notice requesting payment is displayed by the 
ransomware application in order to unlock functionality. The PC is effectively 
held ransom by the malware [32]. 

2.4 Ransomware 

Ransomware attacks are the most significant of the top developments affecting the 
cyber security sector, according to [33]. Despite technological advancements that 
allow threat actors to grow more sophisticated, tried and established ransomware 
strategies continue to pose ongoing and developing hazards. And the top targeted 
industries have remained consistent during the third quarter of calendar year 2021 
[34], with ransomware threat actors proving most successful against the manufac-
turing industry, followed by financial services, Education, healthcare, construction 
and technology. 

The United States [35], Australia [36], and the United Kingdom [37] issued a 
joint alert underlining the globalised danger of ransomware. The alert contained data 
on attacker behaviour, trends, and mitigating advice. 

2.5 History of Ransomware 

According to [38] Ransomware was characterised as a sort of attack in which threat 
actors take control of a target’s assets and demand a ransom in exchange for the assets’ 
availability being restored. The work focuses on the three main components of every 
ransomware attack: assets, activities, and blackmail. This action-agnostic definition 
was required to account for the evolving ransomware threat landscape, the prevalence 
of many extortion strategies, and the various purposes other than monetary gain. The 
study also discusses the four high-level activities employed by ransomware to affect 
the availability, confidentiality, and integrity of assets (lock, encrypt, destroy, and 
steal). It can be used as a guide to better comprehend this threat. The evolution of 
ransomware from the aids trojan in 1989 to the latest, well-publicized attack on the 
ICS colonial pipeline is seen in the Fig. 2.

2.5.1 General Classification of Ransomware 

Ransomware is a type of malware that encrypts the victim’s files and demands a 
ransom payment in order to provide the decryption key. Ransomware can be classified 
into several different categories based on the method of distribution, the type of 
encryption used, and the behaviour of the malware [39].
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Fig. 2 The CIA triad

2.5.2 Ransomware Methodology 

The way ransomware is delivered to the victim is through phishing emails, which 
trick the victim into clicking on a link or attachment that downloads the malware 
[40] or Ransomware is delivered through a software exploit that takes advantage of 
a vulnerability in a program to install the malware on the victim’s computer [41] and 
sometimes Ransomware is delivered through a drive-by-download, which happens 
when the victim visits a compromised website and the malware is automatically 
downloaded without the victim’s knowledge [42]. 

When a user clicks on a link that has been provided by the attackers, malware will 
automatically begin searching for system vulnerabilities in order to break into the 
device of the victim and encrypt their data using a public key. Now, in order for us 
to be able to decrypt the data, we need a private key, which the cybercriminals will 
only provide us after they have been paid the ransom [43, 44, 45]. 

2.5.3 Types of Ransomwares 

There are several types of ransomwares that have emerged over the years as shown in 
Fig. 3, each with their own unique characteristics. Some of the most common types 
of ransomwares include:

Crypto-ransomware is the most common type of ransomware and it encrypts the 
victim’s files and demands a ransom payment in exchange for the decryption key. 
Examples of crypto-ransomware include WannaCry, Petya, and Cerber. Lock-screen 
ransomware locks the victim’s screen, making it impossible for them to access their 
files or use their computer. It often displays a message demanding a ransom payment 
in order to unlock the screen. Examples of lock-screen ransomware include Revenge 
Ransomware, Guster and Xpan. Scareware ransomware does not actually encrypt 
the victim’s files, but instead uses social engineering tactics to convince the victim 
to pay a ransom. This type of malware typically displays a fake error message or 
warning claiming that the victim’s computer is infected with a virus and demands 
payment in exchange for a “fix.” Examples of Scareware include “Computer locked” 
or “Your PC is blocked” [46, 47, 48].



Ransomware Attack on the Educational Sector 287

Fig. 3 Types of malwares

Ransomware-as-a-service (RaaS): Ransomware-as-a-service (RaaS) is a type of 
malware that is offered as a service to cybercriminals. This type of malware is typi-
cally rented or purchased by cybercriminals and then distributed using a variety of 
methods to infect victims’ systems [44]. 

3 Most Common Attacks of Ransomware on Individuals 
and Organisations 

Individuals and organizations are common targets for ransomware attacks because 
they often have valuable data that they need access to and may be willing to pay 
to regain access. Additionally, organizations may have more resources to pay the 
ransom, making them more attractive targets for attackers. It’s important for individ-
uals and organizations to take steps to protect themselves from ransomware attacks, 
such as keeping their software and systems updated, regularly backing up important 
data, and being cautious when clicking on links or opening attachments in emails 
[49, 50]. 

3.1 Individuals 

One reason is that individuals often have valuable personal data, such as family 
photos, financial information, and other sensitive information, that they may be 
willing to pay to regain access to. Additionally, individuals may not have the tech-
nical expertise or resources to defend against ransomware attacks, making them more 
vulnerable to these types of attacks. 

Another reason why individuals are targeted is that attackers can use social engi-
neering tactics to trick individuals into downloading malware or giving away sensi-
tive information. For example, attackers may send phishing emails that appear to be
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from a legitimate source, such as a bank or government agency, and ask the recipient 
to click on a link or download an attachment. When the individual does so, they 
unknowingly install malware on their computer that encrypts their files and demands 
a ransom payment [51]. 

A recent study by [52] found that individuals accounted for more than half of all 
ransomware victims, with many of these attacks being launched through phishing 
emails or malicious websites. Moreover, according to the same study, the most 
common types of files targeted by ransomware attacks on individuals include docu-
ments, photos, and videos. It is important for individuals to take proactive steps to 
protect themselves from ransomware attacks, such as keeping their software and 
systems updated, regularly backing up important data, and being cautious when 
clicking on links or opening attachments in emails. Additionally, individuals should 
be aware of the common tactics used by attackers and avoid falling for social 
engineering scams [53]. 

3.2 Organisations 

Ransomware is a significant threat to organizations, with attackers targeting them as a 
prime target for several reasons. One reason is that organizations often have valuable 
data, such as financial records, customer information, and other sensitive information, 
that they may be willing to pay to regain access to [54]. Additionally, organizations 
may have more resources to pay the ransom, making them more attractive targets for 
attackers. Another reason why organizations are targeted is that they often have more 
complex systems and networks, which can make them more vulnerable to attacks. 
For example, an attacker may be able to gain access to an organization’s network 
through a vulnerability in an outdated software or by exploiting a weak password. 
Once inside the network, the attacker can spread the ransomware to multiple systems, 
making it more difficult for the organization to recover from the attack [55]. 

According to a recent report by [56], it is estimated that ransomware has targeted 
92,863 corporate users which includes 12,699 small scale business users and Fig. 4 
represents the total number of corporate users affected due to ransomware attacks.

It’s important for organizations to take steps to protect themselves from 
ransomware attacks, such as keeping their software and systems updated, regularly 
backing up important data, and implementing security best practices, such as multi-
factor authentication and network segmentation. Additionally, organizations should 
have incident response plans in place in case of a ransomware attack and should also 
educate their employees on how to identify and avoid phishing and other types of 
social engineering attacks.
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Fig. 4 Ransomware history. Source [57]

3.3 There Are Several Common Methods Used to Distribute 
and Spread Ransomware to End-Users, Some of the Most 
Common Include 

As per [58] ransomware is often distributed through phishing emails that contain a 
malicious link or attachment. The victim is tricked into clicking on the link or attach-
ment, which then downloads the ransomware onto their computer and Ransomware 
can also be distributed through drive-by downloads from malicious websites. Visiting 
such a website can cause the malware to automatically download on the user’s 
computer. Cybercriminals can also use exploit kits, which are toolkits that auto-
mate the process of finding and exploiting vulnerabilities in software. When a user 
visits a compromised website that is running an exploit kit, the kit can use any vulner-
abilities in the user’s software to download malware, including ransomware, onto the 
user’s computer [59]. Social engineering tactics, such as disguising the malware as a 
legitimate software update or a document that users are prompted to open or making 
the user to click on any spam link will also be used to spread the ransomware [60]. 
It’s important to note that these methods can also be combined, making it more diffi-
cult for users to protect themselves from ransomware attacks. Keeping software and 
operating system up to date, as well as being aware of common attack methods, and 
having proper backup, can greatly reduce the risk of falling victim to ransomware.
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3.3.1 Most Common Attacks of Ransomware on Organisations 

As per [61] annual survey 66% of the organisations were hit by ransomware. The tech-
niques used by attacks to compromise the Organizations are targeted with phishing 
emails that contain malicious attachments or links, which when clicked, install the 
ransomware. Exploiting vulnerabilities in outdated software and systems to gain 
access to an organization’s network [62]. Attackers can take the advantage of proto-
cols like RDP which is commonly used to remotely access an organisation’s network 
to deploy the ransomware if the protocol is not secure [63]. According to the findings 
of a global study that was carried out by BCI [64], ransomware attacks are becoming 
a significantly more prevalent threat for major businesses. The impact of ransomware 
is created by a combination of technical and social characteristics, and one of the 
reasons that organisations were unable to successfully protect themselves against 
ransomware assaults was either a lack of security policies or a failure to comply with 
such standards [65, 66]. Ransomware can also spread via third-party software and 
hardware, for example, when a software vendor’s update server is compromised, and 
the malware is spread via the software updates. Some ransomware attacks are highly 
targeted and carefully planned, with the attackers spending weeks or even months 
studying their target, looking for weaknesses in their defences and identifying valu-
able data that they can encrypt and hold for ransom. It is important for organiza-
tions to have robust security measures in place, such as regular security updates and 
patching, employee security training, and use of anti-virus and anti-malware soft-
ware. Additionally, regular backups can help organizations recover their files in case 
of a ransomware attack [67]. 

Nevertheless, phishing and ransomware are currently the two most common 
types of cyber threats that affect both humans and cyber-physical systems. 

3.4 Impact on Cyber Physical Systems 

Cyber-physical system development presented new difficulties. One of the trickiest 
issues with a variety of cyber-attack defences is ensuring the information security 
of cyber-physical systems [68]. Numerous increasingly diverse and intricately inter-
connected sets of technologies are in daily use in a variety of industries, like pharma-
ceuticals, the power grids, oil rigs, nuclear reactors, Transport, food manufacturing 
units and modern transportation systems for logistics and public transportation, to 
control significant portions of the global process. Industrial Control Systems is the 
organisation that represents all these sectors of sophisticated control technology [69]. 
Because of the volume, variety, and intensity of cyberattacks on industrial control 
systems (ICS) that are rising quickly, the cyber risks that operators of these systems 
must deal with today are more difficult than ever [70]. 

According to [38] Out of the total of 18, three new activity groups have been 
found to have the capacity or intent to target OT networks.
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Table 1 Reported ransomware attacks 

Government News media and security 
companies 

Ransomware groups on their 
web 

Year Complaints Year Complaints Year Complaints 

2021 3729 2021–22 3696 2021–22 4110 

Source [58]

Which threats are impacting cyber physical systems? 

• Ransomware
• Spear phishing
• Phishing
• Social Engineering
• Malwares
• Dos attacks. 

According to [58], there have been 623 ransomware instances globally, with a 
particular concentration on Europe, the United Kingdom, and the United States. The 
actual number of ransomware attacks Reported publicly (Table 1). 

3.5 Most Popular Cyber-Attacks on Industrial Control 
Systems 

Industrial control systems (ICSs) are cyber-enabled embedded devices that run vital 
infrastructure (e.g., Water, power, Energy, Transport). ICS devices are less well-
known and are usually specific to the cyber operational technology (OT) framework, 
which differs from business information technology (IT) [71]. There are various 
popular ransomware attacks happened on ICS as represented in Fig. 5. 

Fig. 5 Types of ransomwares
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1. Stuxnet 

Stuxnet targets industrial control systems, which are frequently utilised in power 
grids, oil refineries, and nuclear power stations, in contrast to the majority of malware. 
It targets Windows PCs used to programme particular Siemens programmable logic 
controllers, which are specialist computers used in typical industrial control systems 
to control automated physical operations like robot arms [72]. 

Stuxnet was signed using certificates taken from Realtek and JMicron, and it 
used four “zero day” Windows vulnerabilities to spread and acquire administrator 
rights once inside a computer. Most intriguingly, analysts found code that modifies 
Siemens SCADA systems, which are used in some centrifuges. Many believe Stuxnet 
was created specifically to destroy the centrifuges used by Iran’s nuclear programme 
to enrich uranium, and the Iranian government claimed the virus at least partially 
succeeded in this [73]. 

2. Gas Pipeline cyber intrusion campaign 

A sophisticated threat actor launched an ongoing series of cyber-intrusions against 
businesses in the natural gas pipeline sector starting in late December 2011, according 
to ICS-CERT. ICS-CERT received information from several sources revealing 
targeted efforts and intrusions into numerous enterprises involved in the natural gas 
pipeline sector [74]. 

3. Shamoon 

Another malware, Shamoon, hit Saudi Arabia’s state oil corporation Aramco, the 
world’s largest oil producer company, in August 2012, wiping out data from 30,000 
client PCs in the company [75]. 

4. New York DAM 

Iranian hackers allegedly gained access to a small dam close to Rye Brook, New 
York, in 2013. This is according to the U.S. Justice Department. The attack was not 
sophisticated, but the Iranian attackers believed it to be a test to see what they could 
gain access to. 

The Bowman Dam, a modest utility, is used to regulate storm surges. A cellular 
modem was used to connect the SCADA system at Bowman Dam to the Internet. 
At the time of the attack, the SCADA system was undergoing maintenance, making 
control impossible; only status monitoring was possible. The majority of people 
believe that the dam was attacked due to its weak Internet connection and a lack of 
security measures rather than a deliberate cyberattack [76]. 

5. Notpetya 

It is said to have started in Russia and the Ukraine before spreading to the United 
States, the United Kingdom, India, Italy, Germany, poland and France. In other words, 
it is practically universal. The “NotPetya” attacks are comparable to the extremely 
recent WannaCry ransomware, which spreads through networks by using the NSA 
hack EternalBlue. In addition, NotPetya spreads over computers through a variety
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of propagation methods. It comprises Credential stealer, which can steal credentials, 
and PsExec, which can access other systems linked to that domain on the same 
network using the usernames and passwords that have been acquired [77]. 

6. Solarwinds 

The SolarWinds Attack was a component of a large-scale, highly technical cyber espi-
onage operation carried out by Russian Foreign Intelligence Service actors under the 
aliases “APT 29” and/or “Cozy Bear,” with an emphasis on stealth and the appropri-
ation of confidential data. Even though the majority of Orion’s customers were not 
the target of a subsequent infiltration, at least nine federal agencies and almost 100 
businesses were affected [78]. 

7. Colonial pipeline 

The Colonial Pipeline Company made the announcement on May 8, 2021, that it had 
stopped its pipeline operations owing to a ransomware assault. This caused essential 
supply of gasoline as well as other refined fuels to be disrupted all along the East 
Coast. This attack was quite similar to a ransomware attack that was carried out on 
a pipeline in the year 2020, which similarly resulted in the pipeline being shut down 
[79]. 

3.6 Impact of Ransomware on Education Sector 

The incorporation of technology in education has been increasing globally over the 
past few years. The collection of technologies that are used in educational sector 
play an important part in the teaching and learning process. The manner in which 
instruction and the distribution of material are taking place through online learning 
applications and learning management systems is the aspect of the learning process 
that is currently considered to be the most essential. In addition, training systems are 
beginning to include predictive learning analytics in order to boost the efficiency of 
the training process [80]. Higher education institutions in 188 nations were impacted 
by the Covid-19 virus as of April 6, 2020 [81]. 

The National Cyber Security Centre (NCSC) in the United Kingdom issued 
a warning that the education sector was being specially targeted for ransomware 
attacks. This warning was made in response to the increase in the number of assaults 
[82, 83]. The school system was severely impacted as a result of the pandemic. 
Systems such as e-learning activities, online teaching tools, and learner management 
systems were important in order to maintain students’ access to the core curriculum 
and tests. However, this change to total dependence on technology means that the 
cyber-attack area got extended, meaning that a growing number of e-institutions were 
made exposed as a result of employing new technologies throughout the course of 
the school day. 

This is mirrored by [84], which, based on worldwide threat activity, positions 
the education sector solidly in top place. According to [84], the education sector is
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the industry that has been the most affected by reported business malware incidents 
in the last 30 days. The educational industry is being challenged by ransomware 
as a result of several vulnerabilities that are specifically targeted on remote access 
methods such as VPN and RDP. And even carrying out phishing operations with the 
intention of deploying ransomware, which, in the event that it is successful in doing 
so, will exploit susceptible applications and networks [85]. 

4 Education Sector 

4.1 The Role of the Education Sector in an Economy 

The goal of education under the human capital theory is to increase labor productivity, 
which will increase the output of products and services. The right to education was 
listed as one of the fundamental human rights in the Universal Declaration of Human 
Rights more than 50 years ago. The primary human resource development component 
is provided by the higher education system. Traditionally, a person’s professional and 
academic credentials have been referred to as their education capital. It comprises 
of corporate and professional attributes as well as information, skills, and abilities 
learned in educational institutions. 

The scientific and educational systems are undergoing developments aimed at 
tightening the standards for the caliber of specialized training and the certification of 
higher education institutions. At the same time, control over the efficiency of scien-
tific research institutes is gaining strength, and institutions of higher education are 
forming new connections with government and corporate structures. Higher educa-
tion institutions now develop their own scientific-innovative policies, the commer-
cialization of scientific-technical inventions, and drawing all teaching staff of the 
education organizations to participate in the scientific process in order to achieve the 
strategic goals of innovative development [86] 

Economic growth, employment, and income are all significantly influenced by 
education. Ignoring the economic value of education would jeopardize the pros-
perity of future generations and have significant negative effects on poverty, social 
exclusion, and the viability of social security systems [87] Innovation and produc-
tivity of a country’s economy are thought to be significantly influenced by education. 
Education increases a person’s likelihood of starting a business and creating new tech-
nology, which can create new goods, services, and industries and boost the economy. 
The education sector is crucial in the economy through the provision of a skilled and 
educated workforce that can spur economic growth and development. 

According to Barro [88] and Gyimah-Brempong et al. [89], the major impact of 
the education sector on an economy includes: 

1. Poverty Eradication: Education can help to reduce poverty by providing individ-
uals with the skills and knowledge needed to find better-paying jobs and improve 
their economic situation.
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2. Human capital development: Education helps to develop the knowledge, skills, 
and abilities of individuals, which can increase their productivity and earning 
potential. This, in turn, can lead to higher economic growth and development. 

3. Innovation and entrepreneurship: Education can help to foster innovation and 
entrepreneurship by providing individuals with the knowledge and skills needed 
to start and grow new businesses. 

4. Labor force: A well-educated workforce is considered as a source of competitive 
advantage for countries, as it increases the productivity and earning potential of 
individuals, as well as the overall competitiveness of the economy. 

The education sector contributes to the growth of entrepreneurship and innova-
tion, social mobility, increase in government revenue, economic diversification, and 
improved living standards which give a country the liberty to compete at the global 
economic level. 

4.2 Technology in Education Sector 

The development of the internet and mobile technology has had a significant impact 
on education in the twenty-first century, offering new and creative ways for teachers 
to impart knowledge and for students to learn. Students nowadays can access educa-
tional materials and attend classes online giving them more flexibility and conve-
nience during learning. Students also use devices such as smartphones and tablets to 
access instructional content from any location made possible by mobile technology 
[90]. 

Technology has been an important contributor to the field of education, helping 
to pave the way for innovative and forward-thinking approaches to teaching as well 
as learning for both students and teachers. The following are some of the ways in 
which technology has influenced educational practices:

• Online learning: Internet and digital platforms have made it feasible for students 
to access educational resources and take courses online, providing convenience 
and flexibility in learning.

• Virtual and Augmented Reality: Technologies are being utilized to develop immer-
sive learning environments for students, enabling them to interact and explore 
difficult ideas in ways that would be impossible using conventional teaching 
techniques.

• Adaptive learning: By giving students tools and content that are specifically 
tailored to their needs and aptitudes, technology is being used to personalize 
their educational experiences.

• Collaborative learning: Students are now able to remotely interact and communi-
cate with one another thanks to technology, which has also made it possible for 
them to work together on projects and tasks in real-time.
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• Artificial Intelligence: AI-powered technologies such as natural language 
processing, machine learning, and computer vision are being used to create 
personalized learning experiences, assessments, and formative feedback.

• Automated administrative tasks: Automation of administrative activities, such as 
record keeping, scheduling, and contact with students and parents, has been made 
possible by technological advancements in educational institutions like schools 
and colleges. 

Ultimately, technological improvements have provided education stakeholders 
with new tools and resources to better student learning, increase the sector’s general 
performance and effectiveness, and make it more accessible to a larger population. 

4.3 Cybersecurity Challenges in the Education Sector 

As more and more educational institutions rely solemnly on technology to assist 
the delivery of education and the administration of students’ data, the challenge 
of cybersecurity has become an increasingly critical one in the education industry. 
The incorporation of new technologies into educational settings has resulted in a 
plethora of positive outcomes, the most notable of which are an expansion of educa-
tional opportunities, exploring new digital courses, and easy accessibility to studies, 
However, this has resulted in the introduction of new cybersecurity threats and risks 
that need to be addressed in order to preserve the integrity and confidentiality of 
student data. 

Cybercriminals are able to steal sensitive information from institution servers, 
including that pertaining to individuals, companies, and students, because there are 
not enough mitigation measures and adequate resources available for the education 
sector. Ansari and Khan [91] evaluated the cybersecurity concerns that institutions 
and students encountered during online learning while the education industry strug-
gled with COVID-19, these threats included DDoS assaults and malicious domains, 
mobile learning apps, websites, and social media posts. 

The research by Filipczuk et al. [92] showed evidence that there is a shortage 
of cybersecurity expertise, which has led to an increased risk of cyberattacks. They 
discovered that hackers targeted school and student information by taking advan-
tage of the vulnerabilities due to limited resources. Similar findings were revealed 
by Oyedotun [93], who discovered that the shift toward remote learning enhanced 
students’ susceptibility to phishing and social engineering attacks. This result was 
based on the author’s observation that these types of attacks became more preva-
lent. When the COVID-19 outbreak occurred, many educational institutions lacked 
the necessary security technologies and expertise to provide students and educators 
with hands-on training on technology and the dangers posed by cyberattacks.
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4.4 Why the Education Sector is a Target of Ransomware 

For the past few years, ransomware attacks have been creating chaos both in private 
and public organizations around the world, affecting sectors as diverse as finan-
cial services, manufacturing, telecommunications, and IT, as well as healthcare. 
Cybercriminals target more gullible targets like the education sector as these sectors 
continue to boost their cybersecurity investment and seek ways to defend against 
ransomware threats. 

The recent exponential increase in ransomware attacks has affected every part 
of the educational institution from institutions’ websites to third-party applications, 
databases, and so on. This has caused abrupt damage to the reputation of the sector 
whereby some schools and education centers have closed or reduced their technolog-
ical dependence. These cyber attackers have subjected many educational institutions 
to double-extortion schemes, in which hackers not only deny them access to their 
information systems but also steal their data and threaten to post it online if the 
ransom is not paid [94]. Some attackers even go as far as selling this information on 
the dark web to other potential threat actors. 

This stolen data can contain personally identifying information such as a passport 
number, a Social Security number, information on a guardian or parent, tax records, 
or financial transactions. Health information such as COVID-19 test data, disability 
reports, reports on past convictions, and psychological evaluations of students may 
also be included. It may also contain contracts and other legal documents, financial 
reports containing details about bank accounts, health information such as COVID-19 
test data, and reports on previous convictions. 

Several issues, including a lack of adequate cybersecurity resources, the usage 
of general populace portals, and third-party applications access to the community, 
parents, and students, have led to an increase in ransomware attackers targeting 
educational institutions in recent years. These ransomware attacks on schools 
and colleges are quite destructive because they interfere with crucial information 
systems, computer devices, educational processes, administrative operations and 
most importantly put both students’ and staff’s information and safety at risk [95]. 

In response to ransomware attacks, UK educational institutions spend an average 
of £2 million, according to Jisc’s Cyber Impact Report 2022 topping the list of 
Education sector cyber security risk involving more than 100 institutions as victims 
[96]. Supporting this evidence is the Endsleigh Insurance report, which claimed 
that over the past two years, 41% of elementary schools and 70% of high schools 
experienced some form of cyber-attack. 

UK GDPR reported that the implementation of remote work practises and COVID-
19 are to blame for the rise in attacks against the education sector. Nowadays, there 
are more and more devices outside of campuses that hold personal data and infor-
mation. Protecting that data, wherever it is located, has increased security issues and 
unintentionally resulted in some significant security incidents. Additionally, they 
highlighted that vulnerable RDP settings had given ransomware perpetrators access 
to victims’ PCs.
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Generally, the education sector may be a popular target for ransomware attack for 
several reasons such as;

• Sensitive data: educational institutions gather and keep a lot of private infor-
mation about students and employees, including names, grades, and financial 
data. Attackers may find this information valuable and utilize this information for 
financial gain or reconnaissance.

• Limited IT resources: Due to their constrained IT budgets and resources, many 
educational institutions find it challenging to adequately adopt and maintain 
effective cybersecurity protocols and strategies making them more susceptible 
to ransomware attacks.

• Limited cybersecurity preparedness: many personnel and students in the educa-
tion sector have a limited understanding of cybersecurity policies, standards, and 
methods making them more susceptible to phishing schemes and other social 
engineering attacks that might result in ransomware infestations.

• Reputation: Educational institutions have a lot to lose in terms of reputation if 
they are targeted by a ransomware attack. This can lead them to pay the ransom 
as a means of preserving their reputation and avoiding negative publicity. 

It’s critical for educational institutions to be aware of these causes and to take 
precautions against ransomware attacks by putting in place a thorough cybersecurity 
strategy, implementing information standards and being up to date on the most recent 
threats and best practices, and maintaining effective incidence response plans. 

4.5 Popular Ransomware Attacks on the Educational Sector 

There have been several high-profile ransomware attacks on the educational sector 
in recent years, few of them are;

• Petya: Several institutions were impacted by the massive attack that Petya 
launched against organizations in 2017 across the globe. Due to the use of 
the “EternalBlue” attack method, which took advantage of a flaw in Microsoft 
Windows, the attack was able to spread quickly over networks. Attacks by Petya 
on the University of the Witwatersrand in South Africa [97] and the University 
of Calgary in Canada [98] are examples of attacks in the educational sector. The 
attack in 2017 disrupted university operations and resulted in some systems and 
data becoming inaccessible. To prevent the malware from spreading, the Univer-
sity had to cut off its networks and computer systems. It was reported that major 
institutions had to pay the ransom before the encryption keys were released.

• Ryuk: In 2019, the deployment of Ryuk in a deliberate attack on the District of 
Lodi School, Wisconsin. A number of the district’s systems, including those that 
contained student and employee data, were encrypted as a result of the attack, 
which also seriously disrupted business as usual. For access to its systems to be 
restored, the school district was forced to pay a ransom. Another illustration is
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the 2020 Ryuk ransomware attack on the Universities of California, Los Angeles 
(UCLA) (UCSF) [99]. The attack resulted in the encryption of numerous of the 
university’s systems and caused severe interruption to its operations. The univer-
sity made the decision not to pay the ransom, therefore in order to regain access 
to its systems, it was forced to rely on backups.

• REvil/Sodinokibi: In 2020 and 2021, REvil/Sodinokibi ransomware attacks 
affected several educational institutions, encrypting files and demanding payment 
in Bitcoin in order to restore access. The University of California, San Francisco 
(UCSF) disclosed that they had experienced a REvil ransomware in 2020. Some 
of the university’s files were encrypted as a result of the attack, and the attackers 
wanted a $1.14 million ransom to decrypt the data [99]. The St. John the Baptist 
Parish School Board in Louisiana was attacked by REvil ransomware in 2021. 
The school district was compelled to pay the $250,000 ransom requested by the 
attackers to recover access to their systems.

• Maze: In 2020, Maze ransomware attacks affected several educational institu-
tions, encrypting files and demanding payment in Bitcoin to restore access. It is 
also unique in that it exfiltrates data before encryption, threatening to publish the 
stolen data if the ransom is not paid. UC Berkeley announced a Maze ransomware 
attack in 2020 and to decrypt some university files, the attackers requested 
$1.4 million [99]. Pelham City School District in Alabama was infected by Maze 
ransomware in 2020, in order to regain access to their systems, the school district 
had to pay a $150,000 ransom to the hackers. The Torrance Unified School District 
in California was infected by Maze ransomware in 2020, though the attackers 
demanded $1.5 million, but the school district did not pay and had to restore data 
from backups [100]. 

These instances highlight how crucial it is to put in place appropriate security 
safeguards, such as consistent backups, upgrades, and personnel training, to prevent 
and lessen the effects of a ransomware assault. It is also crucial to keep in mind that 
paying the ransom can encourage the attackers to carry out more nefarious actions 
because there is no guarantee that they will provide the decryption key. 

5 Mitigation Strategy 

It’s the general belief of cybersecurity professionals that cyber-attacks on the educa-
tion sector will likely rise in frequency and sophistication as technology progresses 
and more educational institutions are expected to transition into digital systems and 
online platforms and also upgrade their existing technologies to fit with the evolution. 
Here are a few ways that cyber-attack may span on the education sector in the future: 

Increased focus on ransomware attacks: Ransomware attacks, which involve 
encrypting a victim’s files and demanding a ransom in exchange for the decryption 
key, has already been a major threat to the education sector. As this type of attack
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proves to be successful, it is likely that attackers will continue to focus on targeting 
educational institutions with ransomware. 

More advanced phishing attacks: Phishing attacks, which involve tricking 
victims into providing sensitive information or clicking on malicious links, are 
also likely to become more sophisticated. Attackers may use more personalized 
and convincing tactics, such as using the name of a specific person or department 
within an educational institution. 

Ransomware-as-a-Service (RaaS): “RaaS is a “subscription-based business 
model” that enables affiliates to carry out ransomware attacks using premade 
ransomware tools. Then, a portion of each successful ransom payment goes to these 
affiliates. When ransomware operators give clients ready-to-use ransomware tools 
to begin ransomware attacks. Anyone can buy and use pre-made malware using this 
technique, even those with little or no programming knowledge. A would-be crim-
inal only needs access to the dark web and evil intent now that a plethora of RaaS 
alternatives are available in the market. 

Artificial intelligence Expansion: Artificial intelligence is required for any 
autonomous creation, including robotics, smart cities, smart grids, smart cars, and 
smart buildings. AI expansion is necessary to meet the exponential for smart innova-
tion. It will cause numerous ethical and societal issues. The machine will converse 
with people in a human-like manner. If the control of the human-like machine is lost 
due to a security breach, it will be very difficult. 

Blockchain Revolution: Global monetary system faces numerous difficulties 
because of the growing need for blockchain technology. Numerous cryptocurrencies 
are produced using blockchain technology. Without appropriate security measures 
to protect every product and service that the blockchain revolution has inspired. 
The blockchain revolution has several securities challenges and fixing them all is 
exceedingly difficult. 

Establishing a culture of cybersecurity awareness regarding all network devices 
and digital services is an essential step. Implementing robust security standards, poli-
cies and comprehensive digital event documentation can help mitigate any potential 
system risk from ransomware attacks. Usman et al. advise adopting the best cyber 
hygiene practices like Storage Backup, regular Risk Assessment analysis, Employee 
Training, Preparing and practicing incident response plans, installation, and regularly 
updating anti-virus and anti-malware, among other traditional measures as necessary 
actions to secure vulnerable networks. 

However, the current evolution in technology offers sophisticated security 
measures that can be used to prevent, minimize, and respond to cybersecurity threats. 
Kok et al. [47, 101] studied different research on ransomware detection and mitigation 
methods such as Machine Learning, Honeypot, Artificial Intelligence as advanced 
measures that can be implemented. 

Cybersecurity professionals everyday research different models, and frameworks, 
creating enhanced security policies, standards, and procedures in a way to bridge the 
gap between cyberattacks and the information system.
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5.1 Future Adoptions 

Future trends suggest that the adoption of technology and cybersecurity in the 
educational sector will continue to expand. Here are a few explanations:

• Virtual Reality: Virtual reality contributes to education by enabling immersive 
teachings that have a lasting impression on learners. These VR learning opportu-
nities help students develop crucial interpersonal abilities like empathy, teamwork, 
and social skills they will need in the future.

• Internet of Things (IoT): IoT will enable schools to automate classroom processes, 
improve campus safety, cater to students with special needs, and expand students’ 
access to relevant information. “Smart lesson plans,” as opposed to the more static 
plans of yore, can be developed by educators with the use of this technology.

• Artificial intelligence (AI) and machine learning (ML): AI offers solutions to 
several issues in contemporary education, including bridging the technological 
divide between students and teachers, maintaining the integrity and authen-
ticity of the educational process, enabling remote learning, and creating high-
quality data and information solutions for the current educational process. ML is 
helping teachers/educators identify at-risk pupils earlier and intervene to increase 
achievement and retention.

• Blockchain technology: The education sector is expected to use blockchain tech-
nology to manage and secure staff and student data and create digital credentials 
like degrees and certificates.

• Cloud-based solutions: Cloud-based solutions are expected to be increasingly 
adopted in the education sector to store and manage student data, and to enable 
remote access and collaboration.

• 5G Computing: The development of edge and 5G computing technologies makes 
it possible to give high-speed internet connectivity to remote and rural locations, 
bridging the digital divide and expanding access to technology in education. 

In conclusion, the education sector will continue to adopt and invest in cyber-
security and technology in the future, driven by the increasing reliance on tech-
nology to support remote learning, the adoption of IoT devices, the use of AI and 
ML, the implementation of blockchain technology, and the use of cloud-based solu-
tions. Educational institutions should anticipate these developments and take steps to 
protect themselves by implementing a comprehensive cybersecurity strategy, staying 
informed about the latest threats and best practices, and having incident response 
plans in place.
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5.2 The Exponential Growth of Dependency 
of the Educational Sector on Technologies, Potential 
Benefits, Potential Drawbacks, Concerns, and Ethical 
Issues in Education 

Easy access to a larger variety of resources and educational materials is one big advan-
tage of technology in education. The learning process can be improved and made 
more interesting for students by using online lessons, films, interactive simulations, 
and virtual reality experiences [101]. 

The use of digital devices and online resources in the classroom is one part of 
the exponential growth and dependency on technology in education. For instance, a 
study by the National Center for Education Statistics (NCES) found that in the United 
States, the proportion of classrooms with internet connection climbed from 35% in 
2000 to 99% in 2015 [102]. The rapidly increasing use of technology for online and 
remote learning has been fueled by the development of online learning platforms 
like Blackboard, Moodle, Microsoft Teams, etc., and the broad availability of the 
internet. According to a study by the Babson Survey Group, 6.7 million students 
were enrolled in at least one online course in 2016 from 1.6 million in 2002 [103]. 

The emergence of Artificial Intelligence (AI) technology like an AI-based chatbot 
can be used to help teachers grade assignments and give feedback to students as well 
as to offer personalized support and coaching to students [104]. Machine learning 
(ML) makes it possible to analyze student data and provide insights into student 
learning patterns and progress. To forecast student performance, spot at-risk students, 
and modify lesson plans to each student’s requirements, ML algorithms can be 
utilized. Also, through gamification, teachers can now use game-based activities 
and simulations to teach complex and complicated concepts, and can use points, 
badges, and leaderboards to motivate students [104]. 

Overall, the educational sector’s dependence on the exponential rise of technology 
has created several opportunities that have improved communication and collabo-
ration in the sector’s development. However, there have been challenges, potential 
drawbacks, and ethical concerns related to the use of technology in education. When 
integrating technology into education, there are ethical concerns about the security 
and privacy of student data as well as the preservation of intellectual property. The 
fear of the data collected by tech companies being sold or shared with third parties 
without the prior knowledge or consent of students or parents [105]. 

The digital divide, which refers to the unequal distribution of access to technology 
and the internet among various socioeconomic levels, is one of the key issues. Due 
to this, students from underprivileged backgrounds may not have access to the same 
technological resources as their more favored peers, which may cause inconsisten-
cies in their educational achievement [106]. Using technology in education has the 
potential to reinforce or even amplify preexisting biases and discrimination [107]. 
An AI-based system, for instance, might make discriminating conclusions if it was 
trained on data that is not representative of the population [108].
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Another typical drawback is that these technologies can be expensive, both in 
terms of the necessary hardware and software and in terms of the support and training 
that students and educators required to utilize them effectively, moreover, the adop-
tion and efficiency of these technologies in the classroom may be hampered by 
educators’ and students’ lack of digital literacy abilities [109]. 

Other major concerns include over-reliance on technology which may have a 
negative effect on students’ capacity for concentration and retentive memory, also 
the role of teachers in human interaction being replaced by technology in education 
could have a negative impact on socializing and learning. 

In addition to highlighting the necessity for educators and researchers to be aware 
of these ethical concerns and to take action to solve them when integrating technology 
in the classroom, it’s critical to note that these drawbacks are not permanent and can 
vary depending on how the technology is implemented. This can be accomplished by 
creating moral standards and norms as well as continuous assessment and evaluation 
of how technology is used in education [110, 111]. 

6 Digital and Modern Education 

The modern digital educational environment has a significant impact on the trans-
formation of the entire system of digitalization, causing, at the same time, often not 
quite sufficient change in the Outlook of prospective customers of services using 
these innovations, which necessitated a close study and study of the problem [112]. 
This necessitated a close study and study of the problem has necessitated a close 
study and study of the problem. People’s whole value systems as well as their entire 
ways of life are being profoundly reshaped as a result of the widespread adoption of 
new digital resources and technology. The advancement of informatization, which 
later provided the foundation for the digitalization of modern society, has brought 
about substantial changes in the methods by which students are educated and trained 
[113]. 

Because of the significant influence that digitization has had on many different 
aspects of society, as well as the intricate and multi-tiered educational system, a 
fundamental revaluation of the educational process’s goals and its subject matter has 
become essential [114]. The employment of cloud computing technologies in educa-
tional settings, as stated by Ref. [115], “will allow science to overcome all current 
barriers: geographical, technological, and social”. The authors note that the use of 
cloud technology by educators significantly improves their capacities, particularly 
in regard to the creation of group projects that include collaboration.
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6.1 Edtech 

According to [116] about two-thirds of educators (65%) report that they make daily 
use of digital learning tools in the classroom; 22% use them a few times a week, 
and 13% utilize them once a week or less frequently. A little more than half of all 
instructors (53%) say that their pupils make daily use of digital learning tools to 
further their education. Seven out of ten students say that they do coursework using 
digital learning tools outside of the classroom on at least a couple days each week 
on average. 

7 Educational Tools by Category 

In this day and age, providing and administering education requires the use of cutting-
edge educational resources. Some examples of these cutting-edge tools are learning 
management systems and online learning platforms as shown in Fig. 6. However, if an 
appropriate security measures safeguard against cyber assaults like ransomware, but 
they also no guarantee that educational services will continue without interruption. 
The absence of appropriate security measures can, in the event of an attack, result 
in disruptions in the delivery of educational services, which in turn can cause severe 
harm to both students and instructors [117] (Figs. 7 and 8). 

A data breach known as the Blackbaud hack took place at Blackbaud Inc., which 
is a supplier of cloud-based software solutions for the not-for-profit, educational, 
and healthcare industries. It wasn’t until May of 2020 that the attack was uncovered, 
although investigators suspect it occurred earlier in the year. Blackbaud is one of the 
major producers of CRM (customer relationship management) software to non-profit

Fig. 6 Number of corporate users affected due to ransomware
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Fig. 7 Popular cyber-attacks on ICS

organisations, educational institutions, and healthcare providers [119]. This type of 
software helps organisations better manage their relationships with their customers. 
The company’s platform is used to store sensitive personal information of individuals, 
such as names, addresses, phone numbers, email addresses, and financial information. 
Examples of this type of information include names, addresses, and email addresses. 

The cybercriminals were able to get access to a portion of the data stored for a 
variety of Blackbaud customers, including information from educational institutions, 
medical facilities, and charitable organisations [120]. According to the company’s 
statement, the data that was accessed did not contain any Social Security numbers, 
information on credit cards, or details about bank accounts. However, it’s possible 
that some of the material obtained contained contact information, and in certain 
instances, details about an individual’s affiliation with the group. The first notification 
from Blackbaud said that the hackers had been removed from their systems and that 
the company had adopted security steps to prevent further unwanted access. In spite 
of this, it was later revealed that the hackers had made off with a copy of the data, and 
that Blackbaud had paid the hackers a ransom in order to get them to destroy the data 
that they had taken. This event underscores both the need of safeguarding sensitive 
data in the cloud as well as the necessity for enterprises to develop comprehensive 
security policies in order to defend themselves from cyber-attacks [121]. 

It is necessary for educational institutions to employ security measures such as 
routine backups, software updates and patches, user education and awareness, and 
incident response plans in order to reduce the danger of these sorts of attacks.
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Fig. 8 Educational tools. Source [118]

7.1 Business Continuity 

In this day and age, the provision of education and its administration are dependent 
upon the utilisation of various educational instruments, such as learning manage-
ment systems (LMS) and online learning platforms. However, because these gadgets 
are connected to the internet and contain sensitive information, they leave them-
selves open to the possibility of being attacked via the internet. Because of this, 
maintaining the continued operation of educational tools’ businesses is absolutely 
necessary [122]. The capacity of a company to sustain its operations and services 
during and after a disruptive event, such as the occurrence of a natural catastrophe or 
a cyber assault, is what is meant by the term “business continuity.” When it comes to 
educational tools, maintaining business continuity is absolutely necessary to guar-
antee that both students and teachers will continue to have access to and be able to 
make use of the resources as required [123].
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The provision of educational services is susceptible to being disrupted in the event 
that a cyber attack, such as one using ransomware, takes place when the organiza-
tion’s educational tools do not have the appropriate level of protection in place. This 
interruption may result in inconvenient circumstances and the loss of vital data, both 
of which may have a detrimental influence not only on the educational experience 
of the students but also on the reputation of the organisation [124]. In addition, as a 
result of the present pandemic scenario, a large number of educational institutions 
have been compelled to transition to the use of remote learning, which has led to an 
increasing reliance on educational technologies as well as the necessity of ensuring 
business continuity. 

8 Conclusion 

Ransomware attacks on the educational sector have become a growing concern in 
recent years. These attacks target schools, universities, and other educational institu-
tions, with the goal of encrypting sensitive data and demanding a ransom payment in 
exchange for the decryption key. The attacks can cause significant disruptions to the 
educational process and can lead to financial losses for the affected institutions. One 
of the reasons why educational institutions are particularly vulnerable to ransomware 
attacks is that they often have limited resources and budget to invest in cybersecurity. 
Additionally, many educational institutions have a large number of employees and 
students who may not be properly trained in cybersecurity best practices, making it 
easier for attackers to exploit vulnerabilities. 

To protect against ransomware attacks, educational institutions should invest in 
robust cybersecurity measures such as regular software updates, firewalls, and anti-
virus software. They should also provide cybersecurity training to all employees and 
students to raise awareness of the risks and teach them how to identify and avoid 
potential threats. Additionally, institutions should regularly back up their data to 
minimize the impact of a successful attack, and they should have incident response 
plans in place to quickly respond to and mitigate a ransomware incident. It’s also 
important to note that, paying the ransom is not a solution and it doesn’t guarantee 
that the attackers will decrypt the files, and in some cases, the attackers may demand 
additional payments. Moreover, paying the ransom could also encourage attackers 
to target more educational institutions. 

Another important aspect is for the educational institutions to have a clear inci-
dent response plan in place, which should include steps to be taken in the event of a 
ransomware attack, procedures for communicating with employees and students, and 
procedures for reporting and responding to the attack. This will help the institution to 
minimize the damage, and to minimize the disruption caused by the attack. Further-
more, educational institutions should have a well-defined data governance policy 
in place, which defines the responsibilities of employees and students, and outlines 
the measures that should be taken to protect sensitive data. This policy should be 
reviewed and updated regularly to ensure that it remains up-to-date.
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In addition, educational institutions should have a robust incident detection and 
response mechanism in place, which should include monitoring tools and incident 
response procedures. This will help the institution to detect a ransomware attack at an 
early stage, and to respond quickly and effectively. Finally, educational institutions 
should establish effective communication channels with the relevant authorities, such 
as the Cybercrime Unit, in order to get the necessary support in case of a ransomware 
attack. This will help the institution to minimize the impact of the attack, and to 
recover from the attack as quickly as possible. 

9 Summary 

Ransomware attacks on the educational sector can cause significant disruptions 
and financial losses. Educational institutions should invest in robust cybersecurity 
measures, provide regular training to employees and students, have a clear incident 
response plan, data governance policy, incident detection and response mechanism 
and establish effective communication with authorities to reduce their vulnerability 
to these attacks. By taking these steps, institutions can better protect themselves 
against ransomware and minimize the impact of a successful attack. 
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