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Chapter 6 incorporates some material previously published in my ‘Truth is Not (Very) Intrinsically Valuable’, Pacific Philosophical Quarterly, vol. 98, no. 1 (March 2017), pp. 108–28. Chapter 5 includes some passages from: Chase Wrenn, ‘True Belief Is Not Instrumentally Valuable’ (2010), in New Waves in Truth, edited by Cory Wright and Nikolaj Pedersen, reproduced with permission of Palgrave Macmillan.
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The Problem of Truth’s Value



1.1 Our Interest in the Truth


Truth matters. We want to believe what’s true and not to believe what is untrue. We want others to have true beliefs and to share them honestly. We know that people will bullshit and lie to us, but we generally wish they wouldn’t. Few would admit hostility to truth, even though some false beliefs might help us in the long run, and there may be some truths we’d rather not know. Even the brazen liar Donald Trump portrays himself as upholding truth against purveyors of “fake news”.

Aristotle opens the Metaphysics observing, “[everyone] by nature desires to know”. Everyone is interested in something, whether it’s where the toddler hid their keys or how high sea levels will rise in the next decade. We also expect each other to be careful to tell the truth. We resent lying, bullshitting, and speaking when you don’t know what you’re talking about.

Truth matters, but some things matter more. I’d like to know how much ice there is on Mars, but I wouldn’t spend my last dime to find out. The truth about Martian ice is worth something to me, but my last dime is worth more. The ubiquity of “white lies” shows how frequently other things matter more than telling the truth.

We value truth in several ways. Sometimes, we want truth for practical purposes. To drive to work, I need my keys, so I’d like to believe the truth about where they are. Sometimes, I want to know something true for its own sake. Nothing I’ll ever do depends on how much ice there is on Mars, but I’d still like to know, and I’d rather believe the truth than be mistaken or ignorant about it, other things being equal.

A puzzle arises when we try to understand how and why truth is valuable. I call it the “Problem of Truth’s Value”. In its most general form, it’s the problem of reconciling a good theory of truth’s nature with a good theory of its value. Some theories make it trivial and obvious that truth is valuable, such as William James’s identification of truth with “the good in the way of belief”. But those theories are implausible as accounts of truth’s nature. What does belief have to do with whether it’s true that honeybees and hawks have a common ancestor? Other theories explain truth’s nature better, but they leave it a mystery why we should care whether our beliefs are true. Nothing in the concept of “corresponding to a fact”, for example, seems to explain why we should want to believe propositions that do it. The best theories of truth’s nature are bad theories of truth’s value. To solve the Problem of Truth’s Value, we need more than an account of why we ought to care about truth. We need an account that is compatible with the best theories of what truth is.

This chapter outlines the problem, sketches the solution this book defends, and maps out my strategy for defending it.


1.2 Two Conceptions of Truth


The entry for ‘true’ in the Oxford English Dictionary divides its senses into three families. The senses in the first family concern loyalty and trustworthiness, as in Polonius’s “to thine own self be true”. Those in the second family concern accordance with fact or reality. The third family’s senses concern accordance with a “standard, rule, or ideal”. The second and third senses capture aspects of two different philosophical approaches to truth. Some theories, in the spirit of the second sense, treat truth as fundamentally a matter of saying things are as they really are. Others, in the spirit of the third sense, treat it as fundamentally a kind of value or ideal.

In general, theories of truth can be divided into those on which truth is an essentially normative or evaluative property or concept, and those on which it is not. To give the two approaches names, I’ll call the first kind of theory “normativist” and the second “Aristotelian”. The label “non-normativist” would have done as well, but the “Aristotelian” label serves to emphasize the key feature of non-normativist approaches. On them, truth is a matter of saying thing are as they are. The question whether something says things are as they are does not turn on any normative considerations about what it is good or right or correct to think or say. In contrast, normativists construe truth as fundamentally normative; part of what it means for something to be true is for it to have a certain positive normative status. Both approaches face serious challenges.


1.2.1 Normativism


In the Republic, Plato construes goodness as more fundamental than truth. “What gives truth to the things known”, he writes, “is the form of the good” (508e). In this passage, Plato doesn’t appeal to truth’s value to explain why knowledge is good. Rather, he appeals to the good to explain why the objects of knowledge are true.1

The passage comes at the end of Plato’s allegory of the cave. The “things known” are the forms. Just as the sun shines light on the things seen outside the cave, the form of the good illuminates the other forms, giving them truth and making them suitable objects of knowledge.

These days, few philosophers think of Platonic forms as the fundamental truth-bearers. Instead, they are interested in the truth of beliefs, assertions, sentences, representations, or their contents (typically understood to be propositions). But the idea that we should understand truth by way of goodness survives in a family of theories of truth. These theories don’t identify the truth of a claim with its own goodness, though. Instead, they analyse truth as a form of goodness or correctness for beliefs or assertions. By “normativism”, I will mean the view that truth is properly explained in normative or evaluative terms. For normativists, the Good is prior to the True.

“Epistemic” theories of truth are the most salient versions of normativism. They analyse truth by appeal to standards of warranted, justified or reasonable belief. One such theory is G. W. Leibniz’s (1989), which identifies truth with ideal provability. Another is Brand Blanshard’s (2001) coherence theory of truth, which claims truth is passing our tests for truth. Pragmatists often construe truth as an idealization of warrant or justification. William James at one point defines truth as “the good in the way of belief” (1982). In Jamesian spirit, Michael Dummett claimed it is essential to the concept of truth that, in making assertions, our goal is to assert what is true (1958). The concept, on his approach, picks out a standard of goodness or correctness for our assertions.

Contemporary “alethic pluralism” descends from Dummett and James’s views. Pluralists deny there is any single property, such as “correspondence to fact” or “coherence with an ideal set of beliefs”, in common among all and only true claims. ‘Stealing is illegal’ might be true because it follows from a set of accepted legal propositions, while ‘Dogs bark’ might be true because it represents a fact, irrespective of any possible evidence or proof. On pluralist theories, a higher-order question arises: What makes a property truth for a particular subject-matter? Orthodox pluralists give a normativist answer. Different norms govern beliefs and assertions about different topics. For example, a norm of coherence might govern ethics, while a norm of correspondence to mind-independent fact might govern science. Part of what makes a property truth for a subject-matter is that its possession makes propositions about that subject-matter fit to believe or assert (Wright 1992).2

The first principle of normativism is that ‘true’ marks a distinctive variety of goodness or correctness for beliefs or assertions. A theory of truth’s nature then needs to explain the relevant kind of goodness. Often, the goodness in question is related to the goodness of warranted or justified belief. True claims are those we could be ideally well-justified in believing, or truth itself is an idealization constructed from our standards of justification for beliefs.

Normativism can easily and trivially explain why truth is valuable. Being good to believe is part of what it means to be true. Its problem, though, is to connect suitability for belief with actually being so. For a claim to be true, it’s neither necessary nor sufficient that we are, or could be, justified in believing it. “Blindspot” claims, such as:


It’s raining here now, but no one believes that it’s raining here now.

can be true, but their truth is inconsistent with their being believed.3 So, the possibility of ideal justified belief isn’t necessary for truth. Familiar sceptical scenarios show it’s not sufficient, either. No matter how justified you are in believing there’s an apple on the table, your belief might still be untrue. Whatever evidence you have, it’s consistent with the possibility that you’re dreaming, or a brain in a vat, or the victim of a Cartesian demon.

These are well-known problems, and normativists have tried to address them. Chapter 4 develops the case against normativism in much more detail than this preliminary discussion. Here, the point is just that there’s a problem to solve: Explaining truth as a kind of goodness for beliefs obscures the connection between truth and what is so.


1.2.2 Aristotelianism


In a famous passage of the Metaphysics, Aristotle characterizes truth and falsehood in this way:

To say of what is not that it is, or what is that it is not, is false, while to say of what is that it is, and of what is not that it is not, is true.

(1011b25)

Goodness has nothing to do with it. For Aristotle, truth and falsehood come down to whether things are as you say (or think) they are. I call theories of truth that reject normativism “Aristotelian”. They fall into two main categories.

The first, older category, construes truth as relation between truth-bearers and the world. In Aquinas, truth is the “agreement” of ideas with reality. John Locke (1975), David Hume (1975), and Immanuel Kant (1998) all describe truth as the agreement of ideas with their objects. In the twentieth century, the idea of “agreement” developed into “correspondence” theories of truth. G. E. Moore’s (1953) version is typical, if simple: The proposition that p is true if and only if the fact that p exists. “Correspondence” is the relation between a true proposition and the fact whose existence makes it true. Alfred Tarski (1944) quotes Aristotle’s characterization and describes the correspondence theory as a restatement of Aristotle for modern times.

The second, much more recent category, is deflationary. Gottlob Frege held that the sense of ‘It is true that p’ does not differ from the sense of ‘p’ (Frege 1956). For example, ‘It is true that dogs bark’ has the same sense as ‘Dogs bark’. Frege, Frank Ramsey (1927, 2001), and Tarski were all aware that there is a certain logic to truth. Within certain bounds, for any proposition p, ‘It is true that p’ implies ‘p’, and vice versa. Deflationary theories of truth say there is nothing to truth’s nature beyond its logical significance. On a typical deflationary theory, there is nothing philosophically interesting in common among precisely the true claims. Instead, the fundamental facts about truth are logical facts, such as the instances of the “Equivalence Schema”:

It is true that p if, and only if, p.

Still, deflationists often acknowledge a debt to Aristotle’s observation that what you say is true just when things are as you say they are. For example Ramsey, who may be the original twentieth-century deflationist, claims his view is a version of Aristotle’s (Ramsey 2001).

Aristotelian theories face the converse of normativism’s problem. They need to account for the correctness or desirability of truth in our beliefs and assertions. Why, we might ask, should we care whether what we believe is the case, or whether what is the case is what we believe?

Correspondence theories are examples of Aristotelian theories on which truth has a nature, but its nature doesn’t have any built-in correctness or desirability.4 For such theories, the problem is a variant of G. E. Moore’s famous “open question” problem for many moral theories. Imagine that Jill has the choice of (a) donating to Oxfam or (b) buying her young nephew a toy. Suppose we know choosing (a) will bring more net happiness into the world. The question remains open whether (a) is right, or best, or even good for Jill to do in her circumstances. So, it seems, we can’t reduce moral goodness to promoting happiness, but the problem is not specific to promoting happiness. For any purely descriptive feature of an act, we can always ask whether or why acts with that feature are good. No purely descriptive characterization of an act is enough to entail its rightness, wrongness, goodness, or badness. Likewise, it seems, no purely descriptive characterization of a proposition’s relationship to the world is enough to entail that the claim is right, wrong, good, or bad to assert or believe.

A theory that identifies truth with correspondence owes an account of the correspondence relation. Typical proposals aren’t normative. For example, Wittgenstein (1990) explains correspondence as a kind of “picturing”. Hartry Field (1972) characterizes it as a complex relation built up from causal connections between representations and what they represent. Marian David (1994) describes correspondence as “isomorphism” between representation and reality. If correspondence isn’t normative, a claim’s “corresponding” to fact doesn’t settle whether believing it is good, desirable, or correct. For any purely descriptive feature of beliefs (or their contents), we can ask whether or why beliefs with that feature are good.

For deflationism, the problem takes a different form. I count a view as “deflationist” if it is committed to these two characteristic claims:

Def-1 Truth is not a substantial property; there is no non-trivial, real similarity among all and only true claims, in virtue of which they are true.5

Def-2 All there is to understand about the nature of truth or the meaning of the truth-predicate (or truth-concept) derives from its broadly logical function as a device for disquotation, semantic descent, generalization, pro-sentence-formation, etc. A theory of truth should not be a theory of the nature of a substantial property designated by the truth predicate or concept.

True propositions seem to be good or correct, in a distinctive way, to believe or assert. So, truth seems either to be or to ground a real, normative similarity among exactly the true propositions. Either way, deflationism is in trouble. Either truth is a substantial, normative property in its own right, or it’s substantial enough to ground the special normative status of true beliefs and assertions. Correlatively, part of the meaning of ‘true’ seems to be its attributing such a positive normative status, or the property that provides a basis for that status.


1.3 Solving the Problem of Truth’s Value


This book’s primary goal is to show how Aristotelian theories of truth can make sense of the desirability and correctness of true beliefs and assertions. My approach to the Problem of Truth’s Value is in the spirit of earlier suggestions by Bernard Williams (2004), Paul Horwich (2010, 2013), and myself (2015). Truth’s value derives from the moral value of caring about truth. We morally ought to desire for what is believed or asserted to be true and for what is true to be believed or asserted.

Along the way, I will focus on solving the problem for a particular style of deflationary theory of truth. This is for two reasons. First, I find deflationism to be the most plausible approach in the philosophy of truth, and the Problem of Truth’s Value is a standard objection to deflationism. Second, because deflationists deny truth is a substantial property, they must explain truth’s value independently of substantive claims about its nature. If we can explain truth’s value without substantive assumptions about its nature, the open question worry goes away. It is no problem that truth’s nature doesn’t explain its value, if we can explain it in another way. The solution can be adapted to non-deflationary theories as well. For example, a non-deflationary Aristotelian might hold that (a) truth is correspondence, (b) we morally ought to want for what is believed and asserted to correspond and for what corresponds to be believed and asserted, and (c) that’s all there is to the “value of truth”.

Deflationism in this book functions as a working hypothesis. Nothing turns on denying truth is a substantial property. Instead, my strategy is to see how far we can get without supposing it is one. To explain truth’s value irrespective of its nature, I draw on how ‘true’ works as a logical device. The resulting view is consistent with my preferred deflationism and also with Aristotelian theories on which truth is a substantial, but not normative, property.6

With one exception, I intend to focus on common ground among Aristotelian theories, not to argue that my favourite kind of deflationism is the best Aristotelian theory of truth. The exception involves some versions of deflationism that are quite logically weak. I argue in Chapter 3 that theories as weak as Paul Horwich’s “minimalism” are too weak to account for truth’s value. Still, we need not construe truth as a substantive property to have a theory that is strong enough.

My solution to the Problem of Truth’s Value has two parts. The first is the following claim:

Moral We morally ought to be Truthful. That is, we morally ought to want for what is true to be believed by ourselves and others and for what we and others believe to be true.

One morally ought to do certain things, and one morally ought to be certain ways. Moral concerns the latter. It uses the ‘ought’ that prescribes character traits or virtues, not courses of action. The capital ‘T’ in ‘Truthful’ signals that it is not the ordinary adjective, but a technical term denoting a specific virtue (detailed in Chapter 2).

Both Aristotelians and normativists can accept Moral. There’s room for disagreement, though, about why it holds. One natural explanation is the “value-conferral model”. On that model, a proposition’s being true confers special value on states of believing it (and acts of asserting it). Truthfulness is the fitting response to such value. So, Moral holds because we morally ought to be responsive to the value truth confers on beliefs and assertions. We could also give a value-conferral account of truth’s non-moral value. It would say we ought, in some non-moral sense, to value truth in response to the non-moral value it confers on beliefs and assertions.

The value-conferral model fits Aristotelianism poorly. How could a non-normative truth-property confer value on beliefs or assertions?7 And if deflationism is correct, there’s no substantive truth-property to “confer” value at all. The second part of the solution to the Problem of Truth’s Value, then, is to reject the value-conferral model:

State-Given Truth is not a property of propositions that confers value on states of believing them; if we ought to value truth, it isn’t because valuing truth is a fitting response to the goodness conferred on beliefs by the truth of their contents. If true beliefs, as such, are valuable, they are valuable because we ought to want them, not vice versa.

Derek Parfit (Parfit 2001, 2013) distinguishes “object-given” from “state-given” reasons for desiring something. Object-given reasons concern the thing being desired. You might desire a cupcake because it will be tasty, for example. State-given reasons concern the state of desiring, irrespective of the features of what is desired. Maybe we can desire some things, not in response to value we see in them, but because we see desiring them as good.

Parfit denies we ever desire anything for state-given reasons. We can apply his distinction, though, not only to reasons for desiring something, but to reasons why something is desirable. Some things might be desirable because of how they are. Other things, though, might be desirable because desiring them is good. State-Given puts truth in the latter category.

Truth isn’t alone in being desirable for state-given reasons. The disposable ends we adopt when we play games (Nguyen 2020) are desirable because desiring them makes enjoyable games possible. On some moral theories, we ought to want animals to be treated kindly, not because there is intrinsic value in the kind treatment of animals, but because such a desire is part of having a virtuous disposition. Parents ought to want their children’s sports teams to win, but not because of the value that inheres in one team’s winning rather than another. To the contrary, they ought to want it because not wanting it would involve a vicious indifference to one’s own children’s success and happiness.

This book defends a “Strong Virtue Theory” of truth’s value. The theory combines Moral and State-Given. Truthfulness is a moral virtue, but there is no further basis for the desirability and correctness of true beliefs. Consequently, we can explain why truth is valuable without supposing goodness is part of the nature of truth.


1.4 Roadmap


As I approach the Problem of Truth’s Value, it is not the problem of explaining how the truth of their contents makes beliefs “good”. Construing the problem that way would presuppose the value-conferral model this book argues against. Aristotelians’ Problem of Truth’s Value is to explain why we ought to value truth. “Valuing truth” means considering true beliefs desirable and correct. To consider true beliefs desirable is to want, in general, for what is true to be believed. To consider them correct is to want, in general, for what is believed to be true. On the value-conferral model, we ought to value truth because truth makes beliefs good. On the Strong Virtue Theory, we ought to value truth because valuing truth is virtuous.

The first steps in solving the Problem of Truth’s Value are to argue for Moral and to show how it fits into an Aristotelian, deflationary conception of truth. Chapter 2 makes the case for Moral. Chapter 3 considers how little we can assume about truth’s nature in order to make sense of Moral.

To be Truthful is to have, sufficiently strongly, the truth-oriented desires (a) in general, for what is true to be believed, and (b) in general, for what is believed to be true. We manifest Truthfulness in a variety of other dispositions, attitudes, and habits. They include curiosity, open-mindedness, forthrightness, and forthcomingness with information others need. As I argue in Chapter 2, Truthfulness promotes the overall good better than its natural rival, Untruthfulness. On the version of virtue consequentialism I endorse, Truthfulness is a moral virtue. On any other reasonable view, though, such traits are ways we morally ought to be, even if they aren’t “virtues” in the strictest sense of the word. We morally ought to be Truthful.

Chapter 2 leaves it open, though, how to make sense of Moral with only deflationary resources. I argue in Chapter 3 that some varieties of deflationism (the ones I call “reductive”) are too weak for the task. I describe a non-reductive form of deflationism that is strong enough.

Apart from worries about making it consistent with deflationism, Moral is likely not very controversial. The sticking point for the Strong Virtue Theory is State-Given, and my case for it occupies Chapters 4 through 8.

One line of argument for State-Given presupposes Aristotelianism. If the value-conferral model is inconsistent with Aristotelianism, and Aristotelianism is correct, then we should reject the value-conferral model. Rejecting the value-conferral model, though, means accepting State-Given or a principle very close to it.

It would beg the question to use such an argument in the present circumstance. We need independent reason to prefer Aristotelianism to normativism. Chapter 4 makes the case against normativism. Blindspot propositions can be true, but they can’t be fit to believe. Brightspot propositions can be false, but they can’t be unfit to believe. Together, they show that we can’t analyse truth in terms of fitness to believe. Since normativism analyses truth in terms of fitness to believe, we should reject it.

I have no master argument against all possible object-given explanations of why we ought to value truth. The best I can do is to argue that (a) we should reject normativism, but (b) object-given explanations don’t mesh well with Aristotelianism. So, Chapters 5 through 8 make a “retail”, rather than “wholesale” case for State-Given. If truth confers goodness on states of belief, there must be some kind of goodness it confers. I survey the most likely candidates: instrumental, intrinsic, and two kinds of epistemic value.

In each case, the results are similar. A proposition’s truth does not confer instrumental, intrinsic, or epistemic value on states of believing (or acts of asserting) it. But we don’t need the value-conferral model to make sense of the ideas that truth is instrumentally, intrinsically, or epistemically valuable. The Strong Virtue Theory is enough.

Chapter 5 addresses instrumental value. I argue that truth doesn’t confer instrumental value on our beliefs because it plays no role in causing our actions to accomplish their ends. Nevertheless, we can preserve the intuition that true beliefs are instrumentally valuable. In stereotypical cases, true beliefs help us get what we want, and stereotypical false beliefs hinder us. The cases are stereotypical, though, not because of the nature of truth, but because of how the human mind constructs stereotypes. Understanding the instrumental value of truth doesn’t require the value-conferral model.

Chapter 6 addresses whether truth is “intrinsically” valuable—good independently of its relationships to anything else. It is morally good for us to value truth for its own sake, but a proposition’s being true isn’t intrinsically good and doesn’t confer intrinsic goodness on states of believing it. Here again, though, we can salvage a version of the idea that truth is intrinsically valuable. We ought to value truth intrinsically (i.e. for what it is), but state-given reasons suffice for explaining why. The value-conferral model is unneeded.

I address two different notions of “epistemic value” in Chapters 7 and 8. The first is the value truth might have by virtue of its centrality to explaining or rationalizing our epistemic standards. Addressing a debate between Paul Horwich and Gurpreet Rattan, I argue that we need the concept of truth in order to reflect critically on our epistemic standards, but we don’t need the value-conferral model to explain its importance.

Chapter 8 addresses “final epistemic value”, the value truth has by virtue of being the constitutive goal of inquiry. On the value-conferral model, the idea would be that truth makes beliefs valuable as realizations of the goal of inquiry, and we ought to respond to their value by valuing truth. I argue that true beliefs are not realizations of the constitutive goal of inquiry. The problem isn’t that inquiry aims for some other kind of belief, but that the goal of inquiry is not any particular kind of belief at all. Inquiry aims at improving our epistemic situation, and improvement can come even when you already believe the truth. Epistemic improvement means approaching the ideal of having maximum confidence in what is true and minimum confidence in what is false. Truth can be a “goal of inquiry” in the sense that inquiry aims to bring us close to the ideal. However, such an understanding of the truth-goal does not require object-given explanations of truth’s value, nor does it require substantive assumptions about truth’s nature.

Chapter 9 concludes the book by summarizing the case for the Strong Virtue Theory built up in the preceding chapters. It addresses the worry that the retail case for State-Given might have failed to take into account all possible object-given explanations of why we ought to be Truthful. It also considers the possibility of other Aristotelian accounts of truth’s value that are in line with the general idea that we morally ought to be Truthful, but employ different assumptions about ethics than those I endorse, and it reconsiders the role of methodological deflationism in defending the Strong Virtue Theory.


1.5 Conventions


To avoid ambiguity, this book employs several notational and terminological conventions. As is customary, single quotation marks distinguish mention from use. ‘Cats’ is a word; cats are mammals. Logical notation is standard, with ‘~’ for truth-functional negation and ‘⊃’ for the material conditional. In quoting other philosophers, I have translated their notation to match mine for consistency.

Terms for properties appear in italics, and terms for concepts appear in capitals. Truth is the same property as being true. TRUE (or TRUTH) is the truth-concept. ‘True’ is the truth-predicate. Sometimes, ‘true’ or ‘truth’ appear unadorned when context makes their meaning clear or the notation would invite more confusion than it dispels. For example, on the view developed in Chapters 2 and 3, the truth-oriented desires and the trait of valuing truth are not, strictly speaking, relations to a property, truth. So I use a neutral notation, and I don’t call them “truth-oriented desires” or “valuing truth”.

Some “theories of truth” describe the essential nature of truth. Some analyse TRUTH. Others give the meaning or logical significance of ‘true’. Many do all three at once. For example, on some correspondence theories, ‘true’ expresses TRUE, which picks out truth, which is identical to correspondence with a fact. There is no consensus about the proper starting point. Should we characterize the nature of truth and let TRUE and ‘true’ fall into place? Or do we start by analysing TRUE, in hopes the results will shed light on both the nature of truth and the meaning of ‘true’? Philosophers differ, sometimes on principle and sometimes as a matter of taste.

On a popular approach, concepts play a role in thought similar to the role of words in language. Often, a philosophical point about ‘true’ applies, mutatis mutandis, to TRUE, and vice versa. To avoid repetition, I’ll put those points in the vocabulary of ‘true’ and leave the reader to see how they apply to TRUE. However, when discussing philosophers who use the vocabulary of TRUE, I’ll follow suit. I will also not shy from that vocabulary when discussing certain mental attitudes, such as our truth-oriented desires.

In considering the value of truth, an immediate problem arises in the relationship between our states of believing and the things we believe, or our acts of assertion and the things we assert. A “true belief” could be a belief-state whose content is a true proposition. Alternatively, it could be a true proposition that is the content of a belief-state. Contrast ‘Jack’s belief that grass is green is true’ with ‘The belief that there are no more dodos is true’.

To avoid such ambiguity, ‘belief’ and ‘assertion’ in these pages always mean ‘belief-state’ and ‘act of assertion’. When needed, ‘belief-content’ is my term for propositions considered as what someone might believe. For example, instead of saying, “The belief that grass is green is true”, I’ll say, “The belief-content that grass is green is true”.

The most popular metaphysical outlook among philosophers includes special abstract entities called “propositions”. They are what you believe when you believe something or what you assert when you assert something. If you and I both believe there are no dodos, we each believe the proposition that there are no dodos. Philosophers who accept this outlook often hold that propositions are the fundamental truth-bearers. Truth is, in the first instance, a property of propositions. Beliefs, assertions, sentences, etc., are true or false accordingly as whether their contents are true propositions.

As a matter of notation, angle brackets abbreviate ‘the proposition that…’. For example, ‘<grass is green>’ abbreviates ‘the proposition that grass is green’. I do not assume, however, that ‘<grass is green>’ or ‘the proposition that grass is green’ is a singular term denoting an abstract entity. The version of deflationism sketched in Chapter 3 makes sense of such language without committing to the existence of propositions as the fundamental bearers of truth.

Finally, a point about reasons. Suppose Jack took a drug that makes him want chocolate. He sees a chocolate bar, and so he wants it. Jack’s reason for wanting the candy bar is that it is chocolate. He wants it in response to its being chocolate. However, the reason why Jack wants the candy bar is that he took a drug that causes chocolate cravings. Jack may not know the drug causes the cravings, and he may not care. We use ‘because’ for both reasons-for and reasons-why. Jack wants the candy because it is chocolate. He wants the candy because he took the drug. Simply talking about “reasons Jack wants the candy” is ambiguous. Unless otherwise noted or clear in the context, “reasons” in this book are explanatory reasons. In particular, the “reasons truth is desirable” are the reasons why we ought to desire truth; they are not the reasons for which we ought to desire truth.

The Strong Virtue Theory says we ought to value truth, without saying what our reasons for valuing it ought to be. The theory concerns only the explanatory reasons we ought to value truth. As the next chapter argues, we ought to value truth because valuing truth is a virtue.
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1 In the Meno, Plato takes up a different problem about the value of knowledge. Why is knowledge better than mere true belief?

2 That is only part of what makes a property truth for a subject-matter. Pluralists also hold that claims are true just in case they say things are as they are. Discourses (and truth-properties) can differ in the relationship between “saying things are as they are” and fitness for belief. In some areas, propositions may be fit for belief because they say things are as they are. In others, propositions say things are as they are because they are fit for belief.

3 See Sorensen (1988) and Section 4.3.

4 It’s logically possible for a theory to build something normative into the notion of correspondence. For example, it could hold that part of what it takes a claim to correspond to a fact is that we could be ideally justified in believing that that fact exists. The result might have a claim to be called a “correspondence” theory of truth, but it wouldn’t be an Aristotelian theory. Gila Sher’s (2016, Forthcoming) approach to truth may be an example of one that gives “correspondence” a normative gloss.

5 Some philosophers treat “substantiality” of properties as a matter of explanatory power. I prefer to characterize it in a more purely metaphysical way. While it might turn out that the substantial properties are precisely the properties whose predicates figure essentially in true explanations, that’s a substantive philosophical claim in need of defence.

6 The methodological deflationism of this book differs from those of Field (1994), Armour-Garb and Beall (2005), and Wrenn (2015). On those approaches, deflationism is indeed a “working hypothesis” (Field 1994), but the aim is to see if anything forces us to abandon it. As critics have pointed out, deflationism is not innocent of broader philosophical commitments. To presuppose it from the start, even in fallibilist spirit, may beg the question against plausible realist views in metaphysics (Edwards 2018) or representationalist approaches in semantics (Taylor 2020; Podlaskowski 2022). Here, the aim is not to see if we are forced to abandon deflationism. Rather, the aim is to find a solution to the Problem of Truth’s Value compatible with the widest possible range of Aristotelian views. To do that, we proceed by assuming as little as we can get away with about the nature of truth or the extra-logical function of ‘true’. In Chapter 3, I consider how much we need from a theory of truth in order to solve the Problem of Truth’s Value. There I argue that some, but not all, kinds of deflationism really are too weak to solve the problem.

7 Some Aristotelian views can explain how truth makes a proposition instrumentally good to believe, but even they fumble when it comes to truth’s apparent non-instrumental value.
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Truth and Virtue



2.1 The Value-Conferral Model


We ought to value truth. We should try to believe things are as they really are. When we make assertions, we should try to make sure they reflect our real beliefs. Bernard Williams (2004) called the first concern “Accuracy” and the second “Sincerity”. He considered them the fundamental “virtues of truthfulness”. In Williams’s spirit, I’ll use ‘Truthfulness’ to name the trait of valuing truth. People who value truth are “Truthful”.

Why ought we be Truthful? The value-conferral model gives a tempting explanation. It says a proposition’s being true confers goodness on states of believing it (or acts of asserting it). The goodness conferred might be intrinsic, instrumental, or another sort. Truth is a source of goodness, and we ought to value sources of goodness. So, we ought to value truth. We ought to be Truthful.

The value-conferral model is wrong in several ways. I argue in Chapters 5 through 8 that truth doesn’t confer instrumental, intrinsic, or epistemic value on states of belief. The model is also in tension with Aristotelianism about truth, and especially deflationism. How could a proposition’s truth make it good to believe, if ‘true’ doesn’t pick out a substantial property? And how could a proposition’s possession of a non-normative property make states of believing it good?

The Strong Virtue Theory provides a way to make sense of truth’s value without the value-conferral model. Truth doesn’t confer value on states of belief or acts of assertion, but still we ought to be Truthful. Being Truthful is a moral virtue.

This chapter makes the preliminary case for the Strong Virtue Theory. That case has two parts. The first is to argue for Moral, which says we morally ought to be Truthful people. In Sections 2.2 and 2.3, I explain the relevant notion of moral virtue and explore what it means for Truthfulness to be morally virtuous. I argue in Section 2.4 that we morally ought to be Truthful rather than Untruthful, and so Truthfulness is a moral virtue in at least that sense.

Moral alone is consistent with the value-conferral model, though.1 There could be many reasons why we ought to be Truthful, including those the value-conferral model cites. So, in Sections 2.5 through 2.7, I consider the plausibility of State-Given, which says there are only state-given, not object-given, reasons why we ought to value truth. I argue that State-Given should be attractive to Aristotelians, and I defend the Strong Virtue Theory’s coherence. That is not enough to establish the Strong Virtue Theory, though, for it is not enough to show that State-Given is true. My case in favour of State-Given occupies Chapters 4 through 8.


2.2 Virtues


We could call any desirable property a “virtue”. Sharpness is a virtue in knives; speed is a virtue in racehorses; and being scary is a virtue in horror movies. In calling Truthfulness a “moral virtue”, I mean that it is a morally good character trait, a way we morally ought to be.2 We ought to be courageous; courage is a virtue. We ought not to be cruel; cruelty is a vice. Some character traits, such as loving jazz, are neither virtues nor vices.

Different arenas of life often call for different virtues, which promote different aspects of the good (Audi 1998). For example, filial virtues pertain to family life and promote the goods of a flourishing family. Intellectual virtues pertain to how we reason and gather information. They promote intellectual goods such as knowledge or understanding. We exercise civic virtues, which promote the flourishing of society, in our relationships and interactions with fellow citizens.

Moral virtues concern our relationships with others, whether or not they are part of our society. They promote human flourishing or the overall good. I will not presuppose a detailed account of human flourishing here, except to assume that, as a rule, what helps people to realize their goals and to live as they wish promotes human flourishing, and what hinders them impedes it.

One group’s virtue could be another group’s vice. For example, Vrinda Dalmiya (2016) claims humility is virtuous for the privileged but not for the oppressed. Patriotism might be a vice when it involves commitment to a repressive regime, but patriotic commitment to democracy might be a virtue.

I’ve said moral virtues are morally good character traits, but this characterization needs refinement. Different moral theories give different accounts of moral goodness. They therefore differ in their explanations of what makes a trait morally good, or what makes it into a “moral virtue”.

Still, every plausible moral theory gives some weight to welfare and the overall good. Consequentialists identify moral value with promoting the overall good. Kantians disagree with them about that, but the Categorical Imperative does require taking other people’s ends and welfare seriously (perhaps as seriously as one takes one’s own). Even if virtue is not analytically prior to moral value, indifference to people’s welfare is a clear deficiency in one’s character.

So, it’s a mark in moral favour of a character trait that it tends to promote the overall good. There is something morally good about such traits. A mere tendency to promote the overall good, though, is a low bar for virtuousness. Suppose Alice, Bob, and David each have comfortable incomes. Alice feels empathy for the poor and donates a sizeable portion of her salary to organizations that serve the poor. Occasionally, she gives money directly to panhandlers. Bob is disgusted by poor people, and he thinks of poverty as nothing but the natural and just consequence of laziness. Nevertheless, he often gives cash to panhandlers, as a panicked reaction to his fear and disgust. David, like Alice, feels empathy for the poor. But like Bob, he thinks poverty comes from laziness. He gives nothing to organizations that fight poverty, but he is happy to lecture panhandlers on how they ought to get jobs. He does not enjoy the lectures, but he believes they are precisely what those people need.

We can imagine that both Alice and Bob’s traits both promote the overall good. Alice’s may be virtuous, but Bob’s disgust at the poor is hardly an intuitive “virtue”. David’s condescension does not seem virtuous either, even if it is well-meaning.

Note that Alice’s attitudes toward the poor have a stronger tendency to promote the overall good than Bob’s or David’s. In the actual world, Bob’s attitude probably has better effects than David’s. However, David’s misguided actions are motivated by empathy and incorrect belief, while Bob’s are motivated by disgust and fear. That makes David more corrigible than Bob, for it is easier to correct erroneous factual beliefs than inapt emotional reactions such as disgust and fear. In the nearby possibilities where David learns better and retains his empathy, he behaves more like Alice and less like Bob. So we can say that David’s attitudes have a greater tendency, across possibilities, to promote the overall good than Bob’s do.

Cases such as Alice, Bob, and David’s illustrate that “virtue” can be a comparative notion. Some traits are more or less virtuous than others. Aristotle claimed that virtues are means between vicious extremes. Such a view brings with it the idea that categorizing something as a virtue presupposes a comparison to other, related traits.

When one trait tends to promote the good, across possibilities, better than a relevant alternative trait, we have reason to think the former is more virtuous than the latter. Moreover, it seems, the greater the difference in their tendencies to promote the overall good, the more reason we have for ranking them that way.

From this point, I will adopt a comparative consequentialist account of virtue (Driver 2001; Bradley 2005). The account does not treat the tendency to promote the good only as evidence that a trait is virtuous. It identifies virtue with the tendency to promote the overall good. To call a trait a virtue is, roughly, to say that manifesting it has a greater tendency to promote the good than would manifesting whatever alternative traits are relevant in the conversational circumstances.

Here is how Ben Bradley (2005) formulates the comparative consequentialist theory of virtue:

It is a virtue for people S1-Sn to have character trait V1 rather than character trait V2 at world w iff (i) V2 is a member of the contrast class of V1, and (ii) the expected intrinsic value of a closest world w where S1-Sn exercise V1 is greater than the expected value of a closest world w where S1-Sn exercise V2. (2005, 295)

The “contrast class of V1” is a set of traits that are salient in the conversational context, which S1-Sn might exercise instead of V1. Many traits have a standard or default set of contrasts that are ordinarily salient. Courage, for example, standardly contrasts with cowardice and rashness. Pride contrasts with arrogance and servility. As character traits, virtues underlie behavioural dispositions. (I am officially neutral about whether virtues are behavioural dispositions.) “Exercising” a virtue means manifesting the dispositions characteristically associated with it.

Bradley’s clause (ii) reflects his counterfactual understanding of promoting the overall good. Almost any other viable understanding would suit my purposes, provided it has the following two features. First, it must allow for the possibility that V1 is a virtue in comparison to V2 even though, in exceptional cases, exercising V2 would have better consequences. Second, it should allow for V1 to be virtuous in comparison to V2 by making better outcomes more likely, and not only by having them as direct causal consequences.

On this account, traits are not virtues full stop. ‘Virtue’ is a context-sensitive term, and traits count as virtues only relative to conversationally salient alternatives. A trait that is virtuous in one conversational context might not be in another, where different alternatives are relevant. When a trait V has standard or default rivals, though, we can take ‘V is a virtue’ to mean it is more virtuous than its default rivals, although it might not be virtuous in comparison with other alternatives.

Courage, on this approach, isn’t a virtue because it promotes the good better than all possible alternative traits. It’s a virtue because it promotes the good better than its default rivals, cowardice and rashness. When I argue that Truthfulness is a moral virtue, I won’t argue that it’s morally better to be Truthful than to exercise any conceivable alternative trait. I’ll argue that it’s better than the cluster of traits we ordinarily take to contrast with it, which I call “Untruthfulness”.

The comparative consequentialist account of virtue is controversial. But my case for Moral does not turn on whether the theory captures the real nature of virtue or meaning of ‘virtue’. Any plausible moral theory will count it in favour of a trait that its exercise tends to promote the overall good better than the exercise of salient rivals. In general, we ought to cultivate such traits, rather than their salient rivals, in ourselves and others. The important part of Moral is the claim that we morally ought to be Truthful (rather than Untruthful). Given that Truthfulness does promote the good better than its rivals, the onus is on those who would reject Moral. They need to explain why it’s not the case that we morally ought to be Truthful rather than Untruthful, irrespective of whether it’s a virtue properly so-called, and even though Truthfulness tends to promote the good better than Untruthfulness.


2.3 Truthfulness and Its Rivals


Moral is half of the Strong Virtue Theory. It says:

Moral We morally ought to be Truthful. That is, we morally ought to want for what is true to be believed by ourselves and others and for what we and others believe to be true.

The principle uses the ‘ought’ that prescribes moral virtues or laudable character traits. Truthfulness is a moral virtue if its exercise (by a contextually salient group) tends to promote the overall good better than the exercise of its standard or default rival traits. So, whether Truthfulness is a virtue depends on the group under discussion, how they manifest Truthfulness, and the salient contrasts. I turn now to clarifying what Truthfulness and its contrasts involve.

To value truth is to want certain things. It is to want what is true to be believed and what is believed to be true. I’ll call those “truth-oriented desires”.

Valuing truth is a matter of degree along at least three dimensions. One is the strength of one’s truth-oriented desires. How much are you willing to pay, in other goods sacrificed or bads endured, to ensure the truth is believed or what is believed is true? The more you value truth, the more you’re willing to pay. Another dimension is the desires’ breadth. You can value truth without valuing all truths equally. No one is equally interested in all topics. Some trivial truths aren’t worth the effort to learn, and some truths matter more than others. You can value truth in a broader or narrower array of topics. The less topic-bound and specific your truth-oriented desires, the more, on the dimension of breadth, you value truth.

The third dimension is scope. Whom do you want to believe what is true, and whose beliefs do you want to be true? A fully general concern for truth would involve wanting everything true to be believed by everyone, and for all of everyone’s beliefs to be true. A minimal concern would involve wanting those things for just one person (probably oneself). We can consider a Truthful person’s truth-oriented desires to be generic with respect to who does the believing. She wants people generically to believe what is true and not what is false. Still, the more exceptions the desire has, or the easier it is to override the default desire, the less Truthful one is.3

You exercise Truthfulness by manifesting the truth-oriented desires. The desires underlie a range of dispositions. One is curiosity—the desire to get answers to questions. Another is conscientiousness in inquiry—a tendency to reason carefully, to make sure to take proper account of your evidence, and to make sure you consider all the available evidence. A third is intellectual generosity—the inclination to share information with others who need it. Intellectual generosity includes sharing not only your conclusions, but the reasons and evidence you have for them.

I’m sure Truthfulness includes other dispositions. Curiosity, conscientiousness, and generosity, however, cover much of what philosophers have previously said in describing concern for truth. Paul Horwich, Susan Haack, Michael Lynch, and Bernard Williams, for example, have all connected valuing truth to virtuous intellectual dispositions.

Horwich (2013) claims we manifest concern for truth by trying to increase our degree of confidence in true propositions and to decrease our degree of confidence in false ones. We pursue that aim by being careful to conform to standards of belief and methods of inquiry we take to be reliable. His account thus emphasizes curiosity and conscientiousness.

Susan Haack (1995) distinguishes “genuine” inquiry from “sham” and “fake” inquiry. Sham inquirers aren’t trying to discover true answers. They’re trying to make their preferred answer appear true to others. Fake inquirers may not even be doing that. When inquiry really is driven by the desire for truth, one sets out to follow the evidence where it leads, even if it leads to uncomfortable, disadvantageous, or unwelcome conclusions. Haack claims the love of truth is both morally and practically virtuous. It is practically virtuous because true beliefs tend to help us. It is morally virtuous because sham and fake inquiry are dishonest.

Michael Lynch (2004a) and Bernard Williams (2004) also connect valuing truth with virtue. Lynch claims we manifest the love of truth through a collection of intellectual virtues, including curiosity, open-mindedness, intellectual courage, willingness to listen to those who disagree with us, and participation in the social practice of giving and asking for reasons.

Williams identifies two families of virtues of truth, which he calls Accuracy and Sincerity. The virtues of Accuracy are dispositions underlying a tendency to believe what is true and not what is false. The virtues of Sincerity are dispositions involved in sharing one’s actual beliefs with others (rather than lying or bullshitting, for example). Accuracy and Sincerity have important social dimensions because we often need information we can’t get for ourselves. The virtues of Accuracy and Sincerity are the virtues of reliable informants, and each of us who has an interest in the truth of her own beliefs thereby has an interest in the Accuracy and Sincerity others as well.

Valuing truth doesn’t mean valuing truth above all else at all times. Sometimes our values come into conflict. I value liberty, but I also value justice. For the sake of justice, sometimes we must tolerate limitations on our liberty. For the sake of liberty, sometimes we must tolerate a degree of injustice. Some true beliefs are bad for us, and some false beliefs are good for us. So it is sometimes reasonable to prioritize other values above truth. The occasional white lie doesn’t mean you are indifferent to truth on the whole, and neither does considering some questions too boring to be worth trying to answer. Valuing truth generically, as described in Chapter 3, is valuing it by default. When you value truth, your default position is that you want (yourself and others) to believe what is true and not to believe what is false. But default positions allow for exceptions.

We often contrast virtues with alternative, vicious traits. Aristotle described virtues as means between vicious extremes. Courage is the mean between rashness and cowardice, for example; to understand courage, one must understand its contrast to those vices. Aristotle’s model does not apply very well to valuing truth, but we can at least distinguish the appropriate degree of concern for truth from (a) utter indifference to truth and (b) truth-worship.

People can fail to value truth in several ways. Some are incurious. They have no interest in learning new truths. Some are “epistemically insouciant” (Cassam 2018). They don’t care about the grounding or epistemic status of their beliefs. Some ignore or discount the fallibility of their beliefs or their methods of acquiring them. Such attitudes (or lacks of attitudes) can reflect any of a range of intellectual vices, including intellectual arrogance, closed-mindedness, carelessness, and epistemic complacency.

Cassam (2018) points out that bullshit is a natural consequence of epistemic insouciance. If you don’t care about whether your beliefs are true, you’re in no position to take care about the truth of your assertions. When you don’t value truth for yourself, it is difficult (at least!) to help others improve their epistemic standing. Incuriosity is a barrier to having information to share. Ideal informants do more than just assert truths, though. They can point to reasons and evidence, which are markers of credibility and can bolster others’ justification for believing them.

Valuing truth for others seems to require valuing it for oneself, but the reverse doesn’t hold. A person can be curious and conscientious in forming her own beliefs but indifferent or hostile to true belief in others. If she cares what others believe at all, she might be prone to lying or bullshitting. Her concern for others’ beliefs is self-serving. She wants them to believe what it’s to her advantage for them to believe, irrespective of whether it’s true. She might also, if it is to her advantage, withhold information and refuse to help others acquire true beliefs they need. When she discovers apparent false beliefs in others, she might take no steps to correct them. Such a person might ask for reasons, but she is not inclined to give them. The traits most clearly associated with failing to value truth for others are deceptiveness and intellectual selfishness.

The natural contrast class for Truthfulness includes a constellation of traits. Among them are incuriosity, intellectual arrogance, closed-mindedness, epistemic insouciance, epistemic complacency, deceptiveness, and intellectual selfishness. Each reflects a way we might fail to value truth sufficiently, for ourselves or others. They are the standard or default foils in comparison to which Truthfulness is virtuous. I will refer to them collectively as “Untruthfulness”.

It is possible to value truth too much. Imagine someone who is obsessive in pursuing trivial truths, or over-scrupulous in applying strict epistemic standards to matters of little consequence. Or imagine someone who objects in ordinary conversation to the assertion that it’s 7 pm at 7:01:15.4, or who has a “Well, actually…” ready for the slightest imprecision or inaccuracy. Should we count such people as Truthful? Here we have two options. One is to count them Truthful and say they value other things too little, rather than valuing truth too much. The other is to characterize Truthfulness as valuing truth to an appropriate or moderate degree and count hyper-concern for truth among the traits of Untruthfulness. I won’t take a side on which approach is preferable.

Philosophers have proposed a variety of things that, perhaps, we ought to value more than or instead of truth. The alternatives include empirical adequacy (Van Fraassen 1980), the ability to justify our beliefs to ever-more-inclusive audiences (Rorty 1995), and direct conduciveness to good outcomes (Stich 1990). Ordinary contexts don’t include such alternatives in the contrast class of Truthfulness. When we call Truthfulness a virtue, we aren’t saying it is more virtuous than every possible alternative. We are saying it is more virtuous than its default foils, the alternative traits that easily come to mind when we imagine what someone who doesn’t care about truth is like.4


2.4 Why Truthfulness Is a Virtue


Let us now consider the case for Moral. I’ll argue that Truthfulness better promotes the overall good than Untruthfulness. So, Truthfulness is a virtue,5 or at least a way we morally ought to be.

Causing good effects is not the only way to promote the good. For example, suppose it is good to play basketball. To play a game of basketball, the players must have certain attitudes. They have to take themselves to be playing basketball rather than performing a modern dance, for example. The players’ attitudes don’t cause them to play basketball, but they do promote whatever good there is in playing.6

To be a virtue, a trait doesn’t have to be better than all possible rivals. Greed is the standard rival of generosity. We could, however, contrast generosity to “ungenerous courage” instead. Maybe ungenerous courage promotes the good better than generosity, but that doesn’t mean generosity is no better than greed. Nor does it mean generosity isn’t a virtue, in the sense of promoting the good better than its standard rivals.

I ought to keep my promises. I also ought to want to keep them. Those are different uses of ‘ought’. One is about what I ought to do; the other is about my character or the kind of person I ought to be. A good person is motivated by some considerations and not others. As Aristotle put it, virtue involves not just doing the right thing, but doing it at the right time, in the right way, with the right motive (NE Bk. II Ch. 6, 1106b17–24). Moral employs the ‘ought’ of character. Truthful people are motivated by truth. They seek out new truths for themselves and others. They try to identify and overcome their erroneous beliefs, in themselves and others. According to Moral, we ought to be such people.

It is not unusual for philosophers to use the language of virtue in discussing Truthfulness, as the discussion of Horwich, Lynch, Haack, and Williams above illustrates. Often, though, they sing the praises of Truthfulness without considering its contrast to Untruthfulness, or without seriously considering the goods it promotes, other than true belief itself. I will offer three lines of reasoning to support the conclusion that Truthfulness promotes the overall good better than Untruthfulness. None of them is decisive on its own, but their collective weight favours the idea that Truthfulness is a virtue. I borrow one from Michael Lynch and one from Bernard Williams. The third is my own.

Lynch (2004a) thinks intellectual integrity is part of human flourishing. To have intellectual integrity, on his view, you need various intellectually virtuous dispositions. They include conscientiousness in inquiry, curiosity, the courage to defend and act on your beliefs, and open-mindedness. Such virtues manifest Truthfulness. If Lynch is right that flourishing requires intellectual integrity, then Truthfulness promotes human flourishing by helping to fulfil that requirement.

In contrast, Untruthfulness conflicts with intellectual integrity. To have intellectual integrity is not to twist the facts to suit your own view, to deceive others, to treat yourself as infallible, or to be indifferent to learning. So, Truthfulness does not only promote intellectual integrity (and thus human flourishing). It promotes it better than Untruthfulness does.

Bernard Williams (2004) provides a second line of argument. It is a fact of human existence that we often lack direct access to information we need to make good decisions.7 We have to get it from others. So, we need them to have the information we need, and we need them to share it honestly. It is in my interest for others to be good informants for me, and being a good informant involves Accuracy and Sincerity. Truthfulness manifests itself in Accuracy and Sincerity, so it is in my interest for others to value truth. Furthermore, others are in the same epistemic predicament I am. Like me, they have to rely on other people for information they need. So, I’d be an intellectual free rider if I didn’t cultivate Truthfulness in myself. I’d be seeking the benefits of a well-informed, helpful community without doing my part for others to enjoy the same benefits.

A creative philosopher could imagine ways to enjoy the benefits of epistemic community without valuing truth. An informant with the right combination of mendacity and error might be as helpful to me as a Truthful one. A person could value Truthfulness for its own sake, with no particular regard for truth. But Untruthfulness is the standard contrast to Truthfulness, and it’s undesirable in our sources of information. If Williams is right that our social life requires widespread Truthfulness, then Truthfulness promotes the good by helping us to enjoy the benefits of society.

Williams emphasizes the role of Truthfulness in making society possible, but not all societies are equally desirable. His argument only shows that we ought to value truth given that we ought to be cooperative members of society, but maybe we oughtn’t to be. Williams builds his case around a hypothetical, pre-social state of nature. He argues that Truthfulness lets us enjoy the advantages of society over the state of nature. Almost everyone, though, is already immersed in some society or other. Many of us are immersed in societies that systematically oppress us and others who are like us. Maybe each individual in such a society, oppressed or not, would be better off cooperating than not. But being a cooperative member of an oppressive society means facilitating oppression. Isn’t it better to be uncooperative with an unjust society?

What fosters social cooperation is not automatically good or virtuous. Simple, blind obedience to authority promotes cooperation, but that’s not a mark in its favour. Truthfulness, though, does not only promote social cooperation. We can go beyond Williams and see that Truthfulness doesn’t just help us to have a society, it helps us to have a society worthy of cooperation, and it promotes that good better than Untruthfulness. It does that in several ways, and I’ll discuss three of them. First, Truthfulness promotes trust and trustworthiness better than Untruthfulness. Second, it better promotes epistemic justice. Finally, it better protects a society from the dangers of polarization. Truthfulness thus helps us to approach a worthy democratic ideal.


2.4.1 Trustworthiness and the Collaborative Pursuit of the Good


Social life requires us to trust each other. To live among others is to put some of your welfare in their hands. A society worth having isn’t a mere truce in the Hobbesian war of all against all. It’s a collaborative effort to improve everyone’s lives. To take part in such an effort, you need to trust others to weigh your interests and the overall good fairly. You need to trust them not to work for their self-interest alone.

Democratic norms put checks in place, to keep one person or group’s self-interest from dominating others. Participants in a democratic society must trust one another enough that they can live with their losses. The less confidence losing parties have in thinking their losses result from fair consideration of their interests and the overall good, the less reason they have to continue cooperating with the society, and the less reason they have to think of their society as “democratic” at all.

An obstacle to such trust, however, is “information pollution”, which consists of “verifiably false, misleading, and manipulated content on- and offline, which is created, produced, and disseminated intentionally or unintentionally, and which has the potential to cause harm” (Hanafin and Finley 2022, 4). It includes disinformation (which is deliberately false), misinformation (which is not created with the intention of causing harm), and mal-information (which may be true or based on the truth, but is manipulated to cause harm) (Hanafin and Finley 2022, 4; Wardle and Derakhshan 2017). In their strategic guidance for the United Nations Development Programme, Niamh Hanafin and Simon Finley identify a variety of problems arising from information pollution in the social and political spheres. They include “delegitimized democratic processes”, “long term damage to social contracts”, “decreased government accountability and transparency”, “reduced buy-in for public policies”, increases in polarization and radicalization, “increased risk of communal violence”, and “long-term degradation of horizontal social cohesion”.

Information pollution represents a departure from Truthfulness, in favour of manipulating people’s opinions irrespective of truth. It undermines the cooperative aspect of a society, as people see the government or others in their society as obstacles to be overcome rather than collaborators in pursuit of the good.

As information pollution decreases accountability and transparency, it facilitates corruption. The Transparency International Corruption Perceptions Index (CPI) provides a rough indicator of trust in a society (Peterson 2019). Unsurprisingly, high CPI scores correlate with low scores on measures of democracy. That correlation stems from complex feedback loops (Pring and Vrushi 2019). When democratic institutions are weak or non-existent, corruption flourishes. As corruption flourishes, people trust each other and social institutions less. But low trust also hinders democratic institutions. There is no point in abiding by democratic norms when you don’t trust your political opponents to do the same.

Populist leaders often exploit perceived corruption to gain political power. They portray the political establishment and their political opponents as subverting the true will of the people, and they promise to restore the people’s will. Once they gain power, though, populist regimes tend to reduce democracy without reducing corruption (Heinrich 2017; Hawkins and Littvay 2019; Pring and Vrushi 2019). They take a narrow view of “the people”, such that political disagreement marks one as an enemy of the people, rather than one of them. There is no need for pluralistic democracy when one’s own views are, by definition, the will of the people (who count).

As Francis Fukuyama (1995) has discussed, trust also matters to our economic lives. The less we can trust each other, the more we need to rely on lawyers, judges, and the state to act as referees in our dealings with each other. Trust reduces transaction costs—provided, of course, that our trust is well-placed.

Widespread Untruthfulness works against social trust and trustworthiness. We’d be right not to entrust our welfare to incurious and intellectually careless people. They’re apt to mistake what they want for the overall good. And it would be unwise to put your welfare into the hands of closed-minded, intellectually complacent, or intellectually arrogant people. They aren’t open to rational persuasion, so they’re not apt to correct errors in their view of what’s best. Intellectually vicious people aren’t trustworthy in the ways a good society requires.

In a society worth having, people collaborate in pursuing the overall good. When they are deceptive, they replace collaboration with manipulation and trickery. Their deception undermines the collaborative aspect of a society worth having. Truthfulness, in contrast, facilitates trust and collaboration. That is one way it promotes the good.


2.4.2 Epistemic Justice


Part of justice involves the fair distribution of goods. Miranda Fricker (2007) has described two distinctively epistemic forms of injustice. One is the injustice of giving people less credibility than they deserve, because of identity prejudice. The other occurs “when a gap in collective interpretive resources puts someone at an unfair disadvantage when it comes to making sense of their social experience” (2007, 1). Fricker calls the first “testimonial injustice”, and she calls the second “hermeneutical injustice”. Epistemic justice involves the fair distribution of epistemic goods. Such goods include not only credibility and “interpretive resources”, but education and access to information.8

Epistemic injustice is real injustice. It is unjust for people to lack access to information they deserve and unjust for their access to depend on social privilege. Identity prejudice shouldn’t deprive people of credibility. Epistemic injustice deprives people of resources necessary for equal participation in the collective pursuit of the good.

Truthfulness encourages taking an interest in the distribution of epistemic goods. A Truthful person wants the truth to be believed, so she wants people to have access to the information they deserve.9 Because we rely on each other for information, we need the distribution of credibility to track reliability of information, rather than social position. Testimonial injustice obstructs the production and dissemination of true beliefs. A just distribution of credibility is likely to promote truth better than an unjust one.

Truthfulness can motivate one to find and correct epistemic injustice. Closed-mindedness, deceitfulness, intellectual carelessness, and epistemic arrogance and insouciance don’t include such a motivation. So, we should expect Truthfulness to promote epistemic justice better than Untruthfulness. If promoting epistemic justice is a way to promote the overall good, it is also a way Truthfulness is a virtue.


2.4.3 Polarization


A group is politically polarized when it has two features. First, there is a broad ideological division among its members. Second, members’ positions tend toward the extremes of the division. For example, many people in a polarized group might consider themselves “very conservative” or “very liberal”, while few consider themselves “moderate”, “moderately conservative”, or “moderately liberal”. Polarization is bad for democracy.

To resolve conflicts politically, competing ideologies or interests must compromise. This is not to say that every disagreement must be resolved with a middle-ground solution. But rather, all sides must be open to negotiation, willing to put the overall good ahead of their parochial interests, and willing to make concessions in some areas to get what they want in others. Moderate positions often promote such compromises, while extreme positions resist them. In the absence of moderate positions, politics becomes a competition for dominance, rather than a collaboration for the common good. Since the 1970s, political scientists have worried that polarization can cause social unrest and, ultimately, the collapse of democratic institutions.10

In recent studies, Milan Svolik and Matthew Graham (Graham and Svolik 2019; Svolik 2019) have found that voters treat support for democracy as just another policy position. They asked voters in two conditions to choose between pairs of fictional candidates. Neither candidate supported any anti-democratic positions in the control condition. In the experimental condition, one candidate also supported an anti-democratic position. Anti-democratic positions didn’t cost candidates many votes. Voters are reluctant to prioritize democracy over policy outcomes they want. As candidates’ views become more ideologically extreme, and as voters themselves become more polarized, anti-democratic positions cost the candidates fewer votes.

The stronger your ideological commitments, the less likely you are to compromise ideology for democracy’s sake. For example, suppose one candidate in an election favours outlawing abortion and closing polling stations in liberal-leaning areas, while a second favours abortion rights and keeping the polling stations open. Svolik and Graham’s results predict conservatives in the US are likely to prefer the first candidate; they care more about abortion than voting access. By the same token, US liberals are likely to vote for someone who favours abortion rights and closing polling stations in conservative areas over one who opposes both. They too care more about abortion than voting access.

Polarization makes it easier for politicians to undermine democratic institutions. As polarization in a democratic society increases, people’s commitment to democracy takes a back seat to their ideological and policy positions. They are willing to tolerate less democracy if it means getting their way more often.

Democratic institutions aren’t just mechanisms of collective decision-making. They are means of cooperation in pursuing the overall good. To survive, democracies need ideological moderates willing to vote against anti-democratic candidates with whom they otherwise agree.

Political issues, however, turn on a wide range of factual questions. Some are scientific: Does carbon pollution cause climate change? Others are more practical: Which candidate is most likely to vote against putting a chemical waste site where it might pollute my well-water? Truthfulness involves having the curiosity and open-mindedness required to seek true answers to those questions, even when they are politically inconvenient.

Intuitively, we should expect Truthfulness to be a check against polarization. It includes open-mindedness, which requires paying attention to the reasons offered by those who disagree. It includes a willingness to provide reasons for one’s own views, and to let the strength of reasons, rather than tribal loyalties, guide one’s beliefs. Open-minded concern for truth should make it harder for political and factual disagreements to form feedback loops, in which one’s factual beliefs are driven by one’s politics, and vice versa.

Nevertheless, early research on open-mindedness painted a disappointing picture. It suggested that actively open-minded thinking (i.e. actively considering arguments and evidence contrary to one’s own view) increases polarization (Kahan et al. 2012; Kahan and Corbin 2016), rather than checking it. Thinking about arguments for the other side’s view, it seemed, mainly just encouraged people to look for flaws in them and to ignore weaknesses in their own views. Later research, though, has produced an interesting result. Among those who rate high on measures of curiosity, there is no such effect (Kahan et al. 2017).

Truthfulness is not just a tendency to think about arguments for the other side on controversial issues. It includes open-mindedness, but also curiosity and a variety of other dispositions, derived from truth-oriented desires. A Truthful person does not only think about arguments against her view. She is motivated to get new true beliefs, to improve her epistemic standing, and to correct her errors. While Untruthfulness can undermine social trust and heighten polarization, Truthfulness can have the opposite effect.


2.4.4 A Society Worth Having


Truthfulness doesn’t make saints, and it doesn’t make utopias. No virtue does that. Still, I suggest, societies worth having need generally Truthful, rather than Untruthful, members. Such societies are collaborative in pursuing the good of all. That doesn’t mean they’re perfectly democratic, and it doesn’t mean everyone agrees on everything. It means people work together and care about each other’s welfare. They see each other not as rivals to defeat but as collaborators in a joint project. They know they can’t get their way all the time, and they know they will sometimes have to accept policy outcomes they oppose.

Oppressive societies present a special problem, but I think Truthfulness is desirable in them too. Part of being Truthful is wanting truth for others. We should want privileged people to be Truthful. If they were Truthful, they would want oppressed people to have access to information they need. They would also want oppressed people to have credibility when they speak truth to power. We should want the oppressed and the privileged alike to believe and tell the truth about oppression in their society. These are necessary steps in pursuing greater justice.


2.5 Beyond the Value-Conferral Model


The arguments to this point support Moral. We morally ought to be Truthful, rather than Untruthful, because Truthfulness tends to promote the overall good better than Untruthfulness does. This is a general tendency, of course. There are bound to be specific cases in which we’d be better off exercising Untruthfulness than Truthfulness. But Moral doesn’t set down an absolute moral rule, according to which it is always wrong (or bad) to exercise Untruthfulness and always right (or good) to exercise Truthfulness. Moral is about what kind of people we should be. It concerns our overall dispositions, attitudes, and patterns of behaviour. We ought to be Truthful people, on the whole, for it is morally better to be a Truthful person than an Untruthful one.

But Moral is consistent with normativism, and it’s consistent with the value-conferral model of truth’s value. The Strong Virtue Theory goes further. It adds State-Given to Moral, denying that the truth of a proposition confers value on states of believing it. Truth is valuable because we ought to value it, not vice versa. This section and the next clarify that idea and defend its coherence.

Derek Parfit (2001, 21; 2013) distinguishes between “object-given” and “state-given” reasons for desiring something.11 When you desire something for object-given reasons, you want it because of its own features. You might want a car because it will help you get to work. Or, you might want the government to treat people fairly because fairness is good in itself. Either way, the reasons for your desires are “object-given”. They flow from your desire’s object.

State-given reasons for desiring concern the state of desire, rather than its object. I might want the local football team to win because that desire helps me fit in with my neighbours. If I do, the reasons for my desire are “state-given”. They flow from the state of desiring something, rather than from the thing desired.

Parfit’s distinction concerns our reasons for desiring things. We can adapt it to distinguish between two kinds of explanatory reasons. The features of a thing itself can explain why we ought to value it. When they do, it is valuable for object-given reasons. The state of valuing something can also be good, though. When the goodness of valuing something explains why we ought to value it, it is valuable for state-given reasons.

State-Given denies that truth is valuable for object-given reasons. If truth is valuable, it is valuable for state-given reasons only. We can argue for State-Given on deflationist grounds. The value-conferral model requires truth to be a substantial property. Truth is not a substantial property. So, the value-conferral model is false. But without the value-conferral model, truth can only be valuable for state-given reasons.

Non-deflationist Aristotelians also have an argument for State-Given. They deny there is anything normative or evaluative built into truth. Being non-normative, truth is the wrong type of property to confer value on belief-states. So, the value-conferral model is false, and truth can be valuable for state-given reasons only.

Neither line of argument for State-Given is suitable in the present context. The Problem of Truth’s Value is an objection to deflationism and Aristotelianism. It would beg the question to motivate a solution by presupposing either view.

I argue for Aristotelianism in Chapter 4, and Chapters 5 through 8 make a case for State-Given that doesn’t beg the question. If that case succeeds, the combination of State-Given and Moral solves the Problem of Truth’s Value for Aristotelians. Moral explains, on state-given grounds, why we ought to value truth. State-Given denies that any further, object-given explanation is necessary. Together, they explain why truth is valuable without requiring more from truth than Aristotelianism can provide.

The solution turns on one key insight. Things can be valuable for solely state-given reasons. I turn now to defending it.


2.6 State-Given Reasons


Object-given explanations of value are easy to find. Anything good to have might be valuable for object-given reasons. Pleasant experiences are good to have because they are pleasant. Money is good to have because of what we can buy with it. Delicious food is good to have because it tastes good. If we ought to want such things, the goodness of having them explains why. They are valuable for object-given reasons.

Parfit (2013) claims we never have state-given reasons for desiring anything. He thinks that any allegedly state-given reasons to want something are really object-given reasons to want to desire it. For example, suppose my neighbours would like me more if I wanted the local football team to win the championship. Parfit denies that’s a (state-given) reason for me to want them to win. He thinks it’s an object-given reason for me to want to want them to win.

A similar worry might apply to state-given explanations. Maybe nothing is ever valuable for state-given reasons. Supposed state-given reasons we ought to value something are actually object-given reasons we ought to want to value it. Truthfulness is a virtue, but that doesn’t explain why we ought to value truth. It explains why we ought to want to be Truthful.

Parfit is wrong to deny we can have state-given reasons for desiring anything. So-called “striving play” is a counterexample to his claim. Thi Nguyen characterizes striving play as activity in which we take up, “temporarily, an interest in winning for the sake of having a struggle” (Nguyen 2020, 9). We don’t want to cross the finish first because of value inherent to finishing first. We want to cross first because the desire to win makes trying to win possible, and we find value in trying to win. As Nguyen says, “in striving play, we pursue the ends for the sake of the means” (2020, 9). We have a state-given reason to want to win; to play sincerely, we must want to win.

Striving play is especially salient in what Nguyen calls “stupid games”. You play stupid games, such as Twister and Telephone, for fun, and they wouldn’t be fun if you didn’t try to accomplish their objectives. Their fun, though, comes from entertaining failures. Twister isn’t fun unless you try not to fall down, but all the fun is in the falling. In Twister, we value not falling down for state-given reasons. Wanting not to fall makes trying not to fall possible, and we have to try not to fall to enjoy the game.

So, we can have state-given reasons for desiring something. Further, the explanation of why we ought to value or desire something can be state-given. Some things are valuable because they are good to want, not because they are good to have. Ideals, such as a world without hunger, may be valuable in this way (Rescher 1987). There is no chance of attaining certain goals, irrespective of how good their achievement might be. We know we can’t eliminate all hunger from the world. The goodness of eliminating all hunger can’t make it a reasonable goal. Yet we ought to want a world without hunger. Such a desire can motivate us to fight hunger more aggressively than such modest desires as the desire to reduce worldwide hunger by 10 per cent in the next year. If we promote the good better by wanting to eliminate hunger than by wanting to reduce hunger, we ought, for state-given reasons, to want to eliminate hunger.12

Our reasons for valuing something don’t have to match the reasons why we ought to value it. There’s nothing wrong with wanting to eliminate hunger because a world without hunger would be good. The Strong Virtue Theory doesn’t forbid valuing truth for object-given reasons. As a Truthful person, you might want to believe true propositions just because they are true. You might want to believe some truths out of curiosity and others because they’re useful to you. The Strong Virtue Theory is a state-given explanation of why you ought to be Truthful, not an admonition to value truth for some reasons and not for others. Because Truthfulness promotes the good, you should value truth, whatever your reasons might happen to be.

The Strong Virtue Theory can still seem incoherent. One might reason along these lines:


On the Strong Virtue Theory, truth isn’t really valuable. What’s valuable is just our valuing truth. But we can only value what we conceive as valuable. So, accepting the Strong Virtue Theory commits us to an incoherent set of attitudes. To accept the theory, you have consider truth both valuable and without value.13

Such reasoning mistakenly supposes the Strong Virtue Theory denies truth is valuable. The theory says we ought to value truth. Things are valuable when we ought to value them. The Strong Virtue Theory disagrees with other views about why we ought to value truth. We ought to value truth because Truthfulness promotes the good better than Untruthfulness, not because truth confers value on beliefs. The objection presupposes only object-given reasons can explain why something is valuable.

The objection makes another mistake. Valuing something doesn’t commit us to thinking there are object-given reasons to value it. In striving play, for example, we value winning because the desire to win makes playing possible. We can play Twister without pretending there are object-given reasons to want not to fall down. We know there aren’t any, and we desire not to fall down anyway. There is nothing incoherent in our position.

By valuing something, we can incur commitments. I shouldn’t value something while holding that it is inappropriate to value. The Strong Virtue Theory does not claim that it’s inappropriate to value truth. Instead, it says we ought to value truth, and it explains why on state-given grounds.


2.7 Conclusion


This chapter has made a preliminary case for the Strong Virtue Theory. I’ve argued for Moral on the grounds that Truthfulness is a moral virtue. We morally ought to be Truthful rather than Untruthful because Truthfulness better promotes the overall good.

Many moral philosophers reject the comparative consequentialist account of virtue I have applied here. They need not reject the main insight of Moral, though. Truthfulness tends to promote the overall good better than Untruthfulness. Any reasonable moral theory will count that as a mark in Truthfulness’s favour. Other things being equal, it is better to promote the overall good than to impede it. So, in general, it’s better to be Truthful than to be Untruthful.

I have not argued that Moral is the only possible state-given explanation of why we ought to be Truthful. Perhaps Truthfulness is not only a moral virtue, but an “epistemic” or “intellectual” virtue. And perhaps we can account for its being such a virtue without supposing truth confers “epistemic” or “intellectual” value on beliefs. The Strong Virtue Theory doesn’t require rejecting other state-given explanations of why we ought to be Truthful.

I have focused on Truthfulness as moral virtue, however, because it is much clearer to me that moral virtues represent ways we genuinely ought to be. I think it is trivially true that we ought to be morally virtuous. On the other hand, it isn’t trivial that we ought to be epistemically virtuous. Certainly, we epistemically ought to be epistemically virtuous, but what explains why we just plain ought to be as we epistemically ought to be? My preferred answer is that epistemic considerations carry moral weight. That you epistemically ought to be open-minded and curious isn’t the end of the story. The rest of the story involves why it is morally important to be epistemically virtuous. It involves explaining why Truthfulness isn’t just good from the epistemic point of view. It’s a way of promoting the overall good.14

The Strong Virtue Theory includes both Moral and State-Given. Not only is Truthfulness a virtue, but there is no further, object-given explanation of why we ought to value truth. Aristotelianism leaves little room for object-given explanations of truth’s value. So, Aristotelians should find State-Given attractive. I haven’t yet given an argument for State-Given that doesn’t presuppose Aristotelianism or deflationism.

The case for State-Given occupies Chapters 4 through 8. Chapter 3 addresses a possible problem for Moral. My strategy is to solve the Problem of Truth’s Value with only deflationary resources, but some forms of deflationism are too weak even to sustain Moral. The next chapter considers how strong a “deflationary” theory needs to be in order to solve the problem.
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1 It is also consistent with the possibility that Truthfulness, and true beliefs, have a kind of non-moral value, such as epistemic or intellectual value. See Chapters 7 and 8.

2 I leave it open whether we are morally obliged to be the ways we ought to be. I suspect we are not. Maybe we ought to be generous, but the relevant duty is less demanding. We ought to be generous, but we must not be stingy.

3 Chapter 3 argues for understanding truth-oriented desires as generic in their content and considers what assumptions about truth such an understanding requires.

4 In a non-standard context, the foils to Truthfulness might be traits of valuing empirical adequacy, consensus, or usefulness. What if Truthfulness doesn’t promote the good as well as they do? Then it isn’t a virtue relative to them. But note that, in such contexts, there is also no Problem of Truth’s Value. There is no need to explain why we ought to value truth unless we ought to value it.

5 Though I will argue on broadly consequentialist grounds, a non-consequentialist case for valuing truth might also be made. Such a case would involve showing that there is something good about valuing truth, other than the good consequences of doing so. I do not make such a case here because my general outlook on questions of value is consequentialist. The role of consequentialism here should not be overstated, though. What is most important for the purposes of this book is just that valuing truth can be good, and in that sense truth can be valuable, even on a deflationary view of truth’s nature.

6 As Thi Nguyen (2020) discusses, there are cases in which (a) adopting and pursuing a goal makes it possible to enjoy certain other goods, but (b) we can’t enjoy those other goods if we pursue them directly or we think of the goal as instrumental to those other goods. A fine example comes from the game Twister. In playing Twister, players try not to fall down. That makes it possible for them to have the fun that occurs when they fail and do fall down.

7 See Wrenn (2011) and Wrenn (2023) on how to reconcile deflationism with the idea that good information helps us to enjoy practical success.

8 Fricker doesn’t think of epistemic justice as a variety of distributive justice, because she doesn’t think of credibility and conceptual resources as “epistemic goods” to be “distributed”.

9 More generally, a Truthful person wants people to have access to information by default, whether they “deserve” it or not. I mention desert here only because of the connection between justice and giving people what they deserve.

10 Svolik (2019) cites several examples, including Dahl (1971), Sartori (1976), and Linz et al. (1978).

11 Recall the distinction between someone’s reasons for valuing something and explanatory reasons why they desire it.

12 See Olsson (2015) for useful discussion.

13 Michael Lynch (2004b) raises a similar objection to the view that we should value truth because valuing truth is instrumentally good for us. He also makes a similar move against the view that normative epistemic concepts function mainly to express attitudes of approving or disapproving of beliefs (Lynch 2009c).

14 Chapters 7 and 8 argue against the “epistemic value-conferral model”. On that model of truth’s value, a proposition’s being true confers a special kind of value, epistemic value, on states of believing it, and we ought to respond to that fact by being Truthful.







3


Truth-Oriented Desires



3.1 Introduction


Truthfulness is a matter of degree. As described in Section 2.3, our truth-oriented desires can vary in their strength, their breadth, and their scope. Their strength concerns how much you are willing to pay or give up for truths to be believed or for beliefs to be true. Their breadth concerns which truths or which topics matter to you. The broader the range of truths you want people to believe, and the broader the range of beliefs you want to be true, the more you value truth on that dimension. Their scope concerns whom you want to believe what is true, and whose beliefs you want to be true. The broader the range of people whose beliefs you want to be true, the more you value truth on that dimension.

I have suggested that a Truthful person’s truth-oriented desires are generic with respect to who does the believing. They concern people in general, rather than only certain people. We could say the same of the desires’ breadth. A Truthful person doesn’t want for only certain truths to be believed, or for only certain beliefs to be true. She has a pro-attitude toward true belief in general. She wants, in general, for what’s true to be believed. And she wants, in general, for what’s believed to be true. Such an attitude can allow for exceptions, but the exceptions do need to be exceptional.

This chapter has two main aims. The first is to clarify and motivate this way of thinking about Truthfulness. Section 3.2 explains why it is helpful to focus on the truth-oriented desires in addressing the Problem of Truth’s Value. Section 3.3 makes a case for construing those desires as generic, rather than universal desires or preferences “other things being equal”. That discussion will help to establish a key point: A Truthful person desires, by default, for what is true to be believed and for what is believed to be true. She takes the truth of a claim to be a defeasible reason to want it to be believed. Similarly, she takes the untruth of a claim to be a defeasible reason to want it not to be believed.

The second aim is to consider how well the approach fits with deflationism about truth. Recall that my strategy is to solve the Problem of Truth’s Value for Aristotelianism in general by solving it for deflationism in particular. As I argue in Section 3.4, some forms of deflationism lack the logical strength to make sense of the truth-oriented desires. Paul Horwich’s “minimalism” about truth is a typical example, and that section targets it especially. However, as I argue in Section 3.5, a logically stronger version of deflationism can make sense of the truth-oriented desires without substantive assumptions about the nature of truth or the content of TRUE. Sections 3.4 and 3.5 are a technical discussion of how best to formulate a deflationary theory of truth. Readers not interested in those issues can skip them without loss.


3.2 Why Truth-Oriented Desires?


The “value of truth” poses two difficult questions to Aristotelianism. First, why is it desirable to believe what is true? Second, what explains the normative correctness of true beliefs? Following Filippo Ferrari (2018), we can call these the “axiological” and “criterial” challenges, respectively.

Ferrari describes two other challenges as well. One is the “teleological” challenge of explaining truth’s place as a goal of inquiry. The other is the “deontic” challenge to explain “the thought that [we] have obligations in judging according to what is true” (2018, 1104).

The teleological challenge looks redundant, given adequate responses to the axiological and criterial challenges. Chapter 8 argues that truth is not the goal of inquiry in a way that poses a problem for Aristotelianism. Strength is a goal of weightlifting, but that doesn’t mean strength is a normative property. The challenge, if there is one, arises because the truth-goal seems to make inquiry worthwhile. Why should we bother to pursue truth in inquiry? The answer will inevitably appeal to the desirability and correctness of true beliefs. Since truth is desirable, we should try to believe truths (rather than not believe them). Since true beliefs are correct, we should try to ensure that what we believe is true. That is, we should try not to believe what is false. The desirability and correctness of true beliefs explain why we should try to get true beliefs, and to avoid untrue ones, in inquiry.

The deontic challenge is a special case of the criterial challenge. If we have obligations in judging, they do not plausibly include an obligation to believe everything true. Rather, if we make a judgement at all, we ought to do our best to ensure our judgement is true. Explaining why, however, will inevitably appeal to the correctness of true beliefs. If we ought to judge according to what is true, that’s because true beliefs are correct, while untrue ones are not.1

As Paul Horwich (2013) has observed, though, we can address the axiological and criterial challenges as questions about what we should desire. Consider the axiological case. True beliefs are desirable. All that can mean, though, is that one should desire them. For yourself, you should want to believe what is true, rather than to disbelieve it or have no opinion. More generally, you should want what is true to be believed rather than not believed. The value-conferral model and the Strong Virtue Theory are competing explanations of why you should want that.

The criterial case is similar. Horwich points out that the set of correct beliefs is just the set we should want our beliefs to be members of, while wanting not to have beliefs in its complement (2013). So, true beliefs are “correct” if and only if we should want our beliefs to be true rather than untrue. Solving the criterial problem means explaining why we should want that. Again, the value-conferral model and the Strong Virtue Theory offer competing explanations.2

In Section 3.4, I criticize Horwich’s proposed solutions to the axiological and criterial problems. His error, however, isn’t in tying them to the truth-oriented desires. To solve the Problem of Truth’s Value, it suffices to explain why we should want for what is true to be believed and for what is believed to be true. Horwich goes wrong because his preferred version of deflationism can’t do that.

I have argued that Truthfulness is morally virtuous. That is one reason we should have the truth-oriented desires. It is a state-given reason, and I have suggested that there are no object-given reasons why we should be Truthful. I now turn to clarifying the form and content of the truth-oriented desires themselves. Chapters 4 through 8 address the possibility of object-given reasons to be Truthful.


3.3 Desiring Truth


To account for truth-oriented desires, we need to explain two phenomena. First, the truth-oriented desires are general desires that can ground more specific desires. For example, I want for what is true to be believed rather than not. That desire grounds other desires of mine, such as my desire for Abigail to believe the truth about how much ice is on the moon, rather than having no opinion or disbelieving the truth. I also have a general desire for beliefs to be true rather than false. It can ground my specific desire for Bob not to believe ivermectin cures COVID-19, since that would be a false belief. I call this the “grounding phenomenon”.

Second, the truth-oriented desires must allow for exceptions in particular cases. Wanting for what is true, and only what is true, to be believed must be distinct from wanting everyone to believe everything that is true and nothing that is false. Some truths are too trivial to find out.3 Some truths are harmful, and some falsehoods are good to believe.4 A world where everyone believes everything true is a world without the pleasures of surprise parties and poker games. Being Truthful doesn’t require preferring a world of universal omniscience to a world with surprise parties. I call this the “exceptions phenomenon”, because the truth-oriented desires allow for exceptions.

The grounding and exceptions phenomena are in tension with one another. The easiest way to account for the grounding phenomenon is to treat the truth-oriented desires as universal in their breadth and scope. They include a desire for everyone to believe everything true, and a desire for no one to believe anything untrue (i.e. for all of everyone’s beliefs to be true). Universals entail their instances, and so the desire for such a universal could ground a desire for any of its instances.

If the truth-oriented desires are universal in breadth and scope, it is hard to see how they could allow for exceptions. But we do need to allow for exceptions. For example, consider the union of the set of apples with {Joe Biden}, and let us call the members of that set “flapples”. So, Biden is a flapple, every apple is a flapple, and nothing else is. Now, imagine that Carol is an ordinary person who knows ordinary things. She knows there is an apple in her lunchbox. She also knows Joe Biden is not in her lunchbox. And, like most ordinary people, Carol has never considered the question of whether there’s a flapple in her lunchbox. She doesn’t even have the concept FLAPPLE.5

Suppose it wouldn’t cost Carol anything to acquire FLAPPLE and come to believe there is a flapple in her lunchbox. If she did, she’d gain a true belief. But the belief would be so trivial and redundant it’s hard to suppose one should prefer her having it rather than never considering the question at all. But, if we should want everyone to believe everything true, then we should, to some extent, prefer Carol’s believing there’s a flapple in her lunchbox to her not considering the question. We need to understand the desire for what is true to be believed so that it allows exceptions.

To allow for exceptions, we might construe the truth-oriented desires as preferences, other things being equal. Such a move is especially helpful with the desire for what is believed to be true. If you want beliefs to be true, perhaps you should also prefer true beliefs to false ones, when there are no other considerations on the table. You should prefer for Carol to believe the truth that there is a flapple in her lunchbox rather than the falsehood that there isn’t one. In some cases, though, other things might not be equal. A good surprise party can be worth someone having a false belief, for example.

The other-things-being-equal approach does a poor job with the desire for what is true to be believed (rather than not believed). Other things are equal between Carol’s believing she has a flapple in her lunchbox and her having no opinion. There are no other values at stake. Still, however, a virtuous desire for what is true to be believed shouldn’t commit one to caring whether Carol believes there’s a flapple in her lunchbox. And it certainly shouldn’t require for Carol to clutter her mind with beliefs about the membership of every set there is.

Another alternative is to restrict the breadth and scope of the truth-oriented desires Truthfulness involves. A Truthful person wants certain truths to be believed by certain people, and she wants certain people’s beliefs to be true. The main obstacle here is to distinguish the people and truths that count from those that do not. For example, it’s hard to see how to exclude trivial and redundant truths without also excluding logical and mathematical truths.

There is a bigger problem, though. Suppose we identify Truthfulness with the desire for all and only the right people to believe all and only the truths that matter to them. The property of being a truth that matters to one of the right people is not the same property as truth. The challenge for Aristotelians was to explain why we should value truth, not why we should value being a truth that matters to one of the right people.

Of course, an Aristotelian could deny that we should value truth at all. We should instead value some other property that is related to truth. That would amount to denying that there is a Problem of Truth’s Value to solve. For present purposes, though, we should grant to normativists that there is a problem.

I suggest that the content of the truth-oriented desires is generic. In that respect, it is like these generic generalizations:

Female ducks lay eggs.

Homeless people aren’t rich.

Each of them is true, but each also allows exceptions. ‘Female ducks lay eggs’ could be true even if most female ducks die before they reach egg-laying age. Nor can we treat these as “other-things-being-equal” generalizations. It’s far from clear what it would mean for “other things to be equal” in these cases. But there is also a contrast between true generics and false ones, such as these:

Female ducks don’t lay eggs.

Homeless people are rich.

The truth-conditions of generics are controversial. It is helpful, though, to think of them as expressing stereotypes that encode explanatory connections. The stereotypes constitute default descriptions of categories. Our default expectation is that female ducks lay eggs. When something is a female duck, we need no further explanation for why it does lay eggs, but we do seek an explanation if it doesn’t. Likewise, our default expectation is that homeless people aren’t rich. We don’t look for explanations of why someone isn’t rich even though they are homeless. However, we do look for explanations when a homeless person is rich.

Seen this way, the truth or falsity of a generic generalization isn’t a matter for statistics. What matters is how well the default description serves as a default. A good default is one whose instances need no explanation, but whose exceptions do. The falsity of racial stereotypes, on this view, does not stem from their misrepresenting statistical trends. Rather, it stems from the inapt default descriptions and explanatory connections they encode.

Consider Donald Trump’s notorious assertion about Mexican immigrants to the US, “They’re rapists. And some, I assume, are good people” (Time Staff 2015). As his allowance for exceptions indicates, Trump is asserting a generic generalization. It expresses a stereotype, according to which Mexican immigrants are rapists. Given the stereotype, the exceptions require explanation, and Trump himself gives an example of what such an explanation might be like. A given immigrant might be an exception to the rule because, that particular immigrant happens to be a good person.

I don’t doubt Trump’s assertion reflects a stereotype he and his audience harboured. We can also see that it’s false. Its falsehood doesn’t come from the mere fact that there are exceptions to the general rule he propounds. He never meant it as an exceptionless generalization. Rather, Trump’s generalization construes immigrants as rapists by default, so that exceptions need to be explained. The generalization is false because the default is pernicious. There is no need to explain why an immigrant is not disposed to criminality.

Judgements and assertions can have generic contents, and so can desires. I want grocery stores to stock soy milk, but that doesn’t commit me to wanting every grocery store to stock it. I know that’s impossible, and I also want to allow for exceptions to the rule. If Smith’s Market can’t get soy milk that is safe to drink, for example, I’m less gung-ho about them stocking it. My generic desire means my default position is in favour of any given grocery store stocking soy milk. Departures from the default require reasons. I don’t need further reasons to want a particular store to stock it, but I do need further reasons not to want that.6

A Truthful person’s truth-oriented desires are generic. If you want what is true to be believed, your default position is in favour of people believing what is true. You don’t need further reasons to want someone to believe something true, but you do need reasons not to want that. And if you want what is believed to be true, you need reasons not to want someone’s belief to be true, but you don’t need further reasons to want it.

By construing the truth-oriented desires in this way, we allow for the grounding phenomenon. The general desire for the truth to be believed can ground the specific desire for a certain person to believe a certain truth. The desire for beliefs to be true can likewise ground the specific desire for a certain person’s opinion on a particular topic to be true. We also allow for the exceptions phenomenon. One reason not to desire truth in a particular case is that other values are more important. “Other things” in such cases are not “equal”. Unlike the “other things being equal” approach, though, the generic desire has room for exceptions when truths are trivial and redundant. The triviality and redundancy of ‘There is a flapple in my lunchbox’ are reasons not to want Carol to believe it.

Horwich has suggested a different understanding of the truth-oriented desires. His suggestion draws on his preferred deflationary theory of truth, “minimalism”. As he characterizes them, the truth-oriented desires express the totality of their instances. Wanting to believe what’s true, for example, is wanting to believe <snow is white> if snow is white, wanting to believe <the milk has spoiled> if the milk has spoiled, etc. Each of those desires, in turn, is an other-things-being-equal desire that might be outweighed by other considerations.

Horwich’s proposal, I’ll argue, fails as an account of the truth-oriented desires. But it is also required by his minimalism about truth. Minimalism’s failure need not be deflationism’s failure, though. A logically stronger, but still deflationary theory of truth can make sense of the truth-oriented desires as generic.

I outline Horwich’s proposal in Section 3.4, and I also raise some objections to it there. My objections arise because Horwich’s style of deflationism requires an extremely logically weak interpretation of generalizations involving the predicate ‘true’. In Section 3.5, I explain how we can combine the generic desire approach with a logically stronger, but still deflationary theory of truth. The upshot is that we can account for the truth-oriented desires while remaining neutral on substantive questions about truth’s nature, but we need a stronger theory of truth than Horwich’s to do so.


3.4 Horwich’s Proposal


My approach to the Problem of Truth’s Value owes a lot to Horwich’s earlier attempts to explain the value of truth. Horwich takes the problem of explaining truth’s value to come down explaining its desirability and its correctness. I agree. He also takes the explanations ultimately to be moral, and I agree again. A crucial point of difference, however, is in how Horwich understands the content and logical form of the truth-oriented desires.

This section sketches Horwich’s account of truth’s value. Section 3.4.1 ties his account to his “minimalist” version of deflationism. I argue that his theory is too weak to do the necessary explanatory work in Sections 3.4.2 and 3.4.3. I describe an alternative deflationary approach in Section 3.5, which avoids the problems of minimalism while remaining neutral on substantive questions of truth’s nature.

The central question of these sections is technical: Can deflationary theories of truth construe truth-involving generalizations in a way that allows for both the grounding and exceptions phenomena? I argue that Horwich-style deflationism can’t, but other kinds can. Readers uninterested in this intra-deflationist debate can safely skip to Section 3.6.

I now turn to sketching Horwich’s account, which he outlines in a pair of papers. One focuses on the axiological issue of truth’s desirability (Horwich 2010). The other focuses on the criterial issue of true beliefs’ correctness (Horwich 2013). He approaches each issue similarly.

For the desirability of true beliefs, Horwich’s explanatory targets are:

Desirable It is desirable to believe true propositions and undesirable to disbelieve them. (Horwich 2010, 57)7

and, allowing for degrees of belief and desire:

Desirable* It is increasingly desirable to have relatively high degrees of belief in those propositions that are true (and increasingly undesirable to have relatively low degrees of belief in them). (Horwich 2010, 60–1)

For the correctness of true beliefs, Horwich’s targets are:

Correct We ought to want our beliefs to be true (and therefore not-want to have any false ones). (Horwich 2013, 17)

Correct* S should want, comparatively strongly, that x be true if he has a comparatively high degree of belief in x, and should not-want, comparatively strongly, for x to be true if he has a comparatively low degree of belief in x. (Horwich 2013, 22)8

These principles do not employ all-things-considered or overriding ‘ought’s. Other considerations can outweigh them. I am confident that people suffer and die of curable diseases. Correct doesn’t mean I should want, all things considered, for people to suffer and die of curable diseases. The badness of their suffering and death outweighs the desirability of my belief’s being true. So, Horwich means to leave room for the exceptions phenomenon.

As Horwich approaches it, the desirability of true belief concerns what we should want with respect to true and false propositions. We should want to believe the true ones, and we should want not to believe the false ones. Supposing a proposition is true, we should want to believe it. Supposing it isn’t true, we should want not to believe it. In contrast, the correctness of true belief concerns what we should want with respect to our beliefs. Supposing you believe something, you should want it to be true and not false. (See Table 3.1 for a summary.)



Table 3.1 The issues of truth’s desirability and correctness
[image: Table_Image]

When we interpret Desirable and Correct this way, we can conjoin them into a more general statement of the idea that truth is valuable:9

Valuable One ought to want to believe what is true, and only what is true.10

Horwich considers only what we should want of our own beliefs. So, I will say someone who has the attitudes Horwich prescribes “values truth for herself”. The upshot of Valuable is that one ought to value truth for oneself. One part of being Truthful is valuing truth for yourself. The other part is valuing truth for others.

True beliefs often seem to help us accomplish our goals, but we shouldn’t expect a purely pragmatic explanation of truth’s value. There are too many exceptions to the rule that true beliefs are good for us.11 Some true beliefs are useless. Some are more involved in our decisions about which goals to pursue than in decisions about how to pursue them.12 Some are dangerous, and some are unhealthy. The challenge is to explain truth’s non-pragmatic value. Here is how Horwich does it:

Respect for truth is commonly recognized as a virtue. And this suggests that we regard the non-pragmatic value of truth as moral—that is, that it’s from a moral point of view that a person ought to want each of his beliefs to be true (including those whose truth could never promote the satisfaction of his desires). This construal is further supported by the fact that the relationship between our endorsement of [Correct] and the frequent pragmatic value of true belief looks parallel to the causal relationship between…our commitment to the paradigmatically moral value of being concerned for the welfare of others and…the self-centred benefit of getting help when needed. It is because so many true beliefs tend to promote our goals, and because so many beliefs are acquired via testimony, that our society, simplifying for the sake of effectiveness, inculcates a general concern for pure truth. (Horwich 2013, 25)

Horwich gives two reasons for thinking principles such as Valuable employ moral ‘ought’s. First, we tend to count valuing truth, or a concern for the truth of our beliefs, as a moral virtue. Second, we accept principles like Valuable for the same reasons we accept moral principles. Horwich is clear, though, that such considerations explain only why we accept the principles, not why they are true. Their truth, he says, “may well be epistemologically and explanatorily fundamental” (Horwich 2010, 66; Horwich 2013, 25). In other words, principles like Valuable may have no justification or explanation.


3.4.1 The Deflationism of Horwich’s Proposal


Why would Horwich think it likely that Desirable and Correct are metaphysically and epistemologically fundamental? The answer, I think, has to do with his commitment to deflationism.

On the value-conferral model, the principles are neither metaphysically nor epistemologically fundamental. On the metaphysical front, they’re true because truth confers value on beliefs. On the epistemological front, we’re justified in accepting them because we’re justified in believing truth confers value on beliefs. So, given the value-conferral model, it isn’t fundamental that we ought to value truth. We ought to value truth in recognition of its value.

But the value-conferral model sits ill with deflationism. So, Horwich has good reason to want to avoid it by suggesting Desirable and Correct are fundamental. But his deflationism also requires a specific—and objectionable—understanding of the principles and the desires they prescribe.

On Horwich’s (1998) version of deflationism, Correct and Desirable can’t be fundamental in their full generality. His “minimalist” deflationism starts with the “Minimal Theory” of truth, MT. The axioms of MT are the set of uncontroversial instances of the schema:

<p> is true if and only if p.

MT includes no generalizations and no schemata. Its axioms are such claims as:

<Dogs bark> is true if and only if dogs bark.

and

<Lambs are meek> is true if and only if lambs are meek.

According to minimalism, MT supplies all we need from a theory of truth.

Horwich claims our underived, a priori acceptance of MT’s axioms is essential to the truth-concept. The axioms let us make inferences from generalizations such as:

Nothing Donald asserted is true.

to particular claims such as:

If Donald asserted <the crowd was huge>, then the crowd wasn’t huge.

The chain of inference runs like this:



1. Nothing Donald asserted is true. (Premise)

2. If Donald asserted <the crowd was huge>, then <the crowd was huge> isn’t true. (From 1, Universal Instantiation)

3. <The crowd was huge> is true if and only if the crowd was huge. (Axiom of MT)

4. <The crowd was huge> isn’t true if and only if the crowd wasn’t huge. (From 3, logic)

5. If Donald asserted <the crowd was huge>, then the crowd wasn’t huge. (From 2, 4, logic)



The only generalization involving truth in this reasoning is the first premise, ‘Nothing Donald asserted is true’.

Horwich’s view is an example of what I call “reductive” deflationism. On the reductive approach, the content of a generalization involving ‘true’ is just the collection of its instances. MT, for example, includes no generalizations at all. It consists of specific biconditionals, such as:

<The crowd was huge> is true if and only if the crowd was huge.

On such a view, the only content of:

Nothing Donald asserted is true.

is the totality or conjunction of all claims of the form ‘If Donald asserted <p>, then not-p’.

Horwich thinks ‘true’ has the same generalizing role in Correct and Desirable that it has in ‘Nothing Donald said is true’. They all express collections of particular claims that don’t mention truth. Desirable says one should have a certain collection of particular desires. One should desire that, if snow is white, then one believes snow is white. One should desire that, if sixteen is prime, then one believes sixteen is prime. And so on. Correct prescribes another collection of desires. One should want that, if one believes snow is white, then snow is white. One should want that, if one believes sixteen is prime, then sixteen is prime. And so on.

Horwich does not think Desirable or Correct need a more-than-deflationary conception of truth. They use ‘true’ as a generalizing device to express their instances. MT supplies everything needed for ‘true’ to serve such a function. It makes sense of the principles, and it doesn’t construe truth as a substantial property. Here is how he makes the point for Desirable:

What we endorse, fundamentally, are particular norms like

 It is (un)desirable, if e = mc2, for S to (dis)believe the proposition that e = mc2

 which cannot immediately be generalized [with individual quantification]. So, in order to solve this small technical problem, we deploy the a priori equivalence

 The proposition that e = mc2 is true ↔︎ e = mc2

 enabling our original normative commitment to be roughly recast as

 It is (un)desirable, if the proposition that e = mc2 is true, for S to (dis)believe the proposition that e = mc2.

 which can be generalized in the usual way…[yielding] something like [Desirable]—i.e.

 [∀y] (It is (un)desirable, if y is true, for S to (dis)believe y).

(Horwich 2010, 76)

Correct and Desirable are generalizations cast in terms of truth. On Horwich’s view, such generalizations merely express their instances. So, in suggesting that Correct and Desirable are “epistemologically and explanatorily fundamental”, Horwich must mean their truth-free instances—the “particular norms” he mentions in the passage quoted above—are epistemologically and explanatorily fundamental. For example, Desirable is just a compact way of expressing all at once the totality of claims such as:

If E = mc2, then it is desirable to believe <E = mc2> and undesirable to disbelieve it.

If snow is white, then it is desirable to believe <snow is white> and undesirable to disbelieve it.

And so on. That makes his proposal susceptible to a pair of objections.


3.4.2 Hasty Generalization


According to Horwich, general principles such as Desirable express infinite collections of particular moral judgements. Such an interpretation, he thinks, is the only alternative treating truth as a substantial property. Unless truth is substantial, it can’t do explanatory work. So, we need to understand Desirable in a way that doesn’t put ‘true’ to such work. Horwich thinks that means treating the generalization as expressing the totality of its instances.

All those instances, on his approach, are epistemologically and metaphysically fundamental. It is desirable, if snow is white, to believe snow is white. It is desirable, if sixteen is prime, to believe sixteen is prime. It is desirable, if there’s a flapple in your lunchbox, to believe there is a flapple in your lunchbox. The desirability of one has nothing to do with the desirability of another. There is no single reason why, for all propositions <p>, it is desirable to believe that p if p. Nor is there a unified reason that justifies us in accepting them all.

As Horwich characterizes it, Desirable expresses nothing beyond its truth-free instances. We accept it, he thinks, because true beliefs are so often to our benefit (while false ones are bad for us). There are exceptions, but “simplifying for the sake of effectiveness”, we endorse and inculcate in one another a defeasible concern for “pure truth in general” (Horwich 2013, 25).

No finite collection of Desirable’s truth-free instances is strong enough to entail it deductively. If our acceptance of Horwich’s “particular norms” justifies us in accepting Desirable, our justification is inductive or based on an inference to the best explanation. It can’t be the latter, since Horwich’s deflationism doesn’t allow truth-involving generalizations to explain their instances. So, the justification must be inductive. That is, it’s a case of accepting a generalization because we accept some of its instances, and we project some perceived pattern from the instances we’ve considered to those we have not.

Not every generalization gets inductive support from its instances. ‘Every number is someone’s favourite’ gets no support from the fact that 12 is Sarah’s favourite, 8 is JoAnn’s, and e is Chris’s. For Desirable to get inductive support from its instances, there needs to be an underlying regularity unifying them. It needs not to be a coincidence that they hold.13 The propositions that snow is white and that sixteen is even are both desirable to believe. They are instances of Desirable, but they don’t support it unless we’re justified in thinking they’re part of a single underlying pattern in nature. If they are truly fundamental, though, there is no underlying pattern. The desirability of believing <snow is white> is not the same phenomenon as the desirability of believing <sixteen is even>. So, they don’t give us good inductive grounds for accepting Desirable.

If Horwich is right, we start by accepting instances of the schema, ‘It is desirable, if p, to believe that p’, where replacements for ‘p’ express useful truths. Our inference to Desirable is then a hasty generalization from the instances we accept to all instances. To handle the obvious counterexamples, we hedge the conclusion with an “other-things-being-equal” qualification. That is what Horwich is describing when he says we “[simplify] for the sake of economy”. If he is right, it’s hard to see how we’re justified, or even reasonable in accepting Desirable. Horwich’s explanation of why we endorse Desirable and Correct looks more like a debunking explanation than a vindication.

These features amount to a clumsy way to account for the exceptions phenomenon. Valuable dictates that we ought to have every instance of the desire to believe <p> if, and only if, p. We come to have every instance by generalizing on the form of some desires it’s fairly clear we ought to have. To allow for exceptions, we suppose none of the particular desires are overriding. None of that explains why Carol should have a non-overriding desire to believe there is a flapple in her lunchbox, if there is one, rather than no such desire at all. The fact that it’s desirable and correct to believe other truths is irrelevant, by Horwich’s lights.


3.4.3 Particularism


Horwich’s approach is also committed to an objectionable normative particularism about truth’s value. Consider this truth-free instance of Valuable:

Snow-V One ought to want: to believe that snow is white if, but only if, snow is white.

On Horwich’s approach, we’re justified in accepting Valuable because we’re justified in accepting particular principles such as Snow-V. The particular principles are also the metaphysical basis for Valuable, because they’re metaphysically fundamental and they exhaust Valuable’s content.

The approach conflicts with another, commonsense way to understand the relationship between Valuable and Snow-V.14 Why, we might ask, is Snow-V the case? The natural explanation goes from Valuable to Snow-V:


One ought to want to believe what’s true, and only what’s true. So, one ought to want to believe snow is white if and only if it is true that snow is white. It’s true that snow is white if and only if snow is white. And so, as Snow-V says, one ought to want to believe snow is white if and only if snow is white.

Horwich’s approach reverses the natural explanatory order by making Snow-V prior to Valuable. It also conflicts with the natural explanation of our justification for accepting principles such as Snow-V. We believe Snow-V because we believe Valuable, and we can see that Valuable entails Snow-V. Our justification for accepting Snow-V then derives from our justification for accepting Valuable. The order is opposite to what Horwich describes.

Normative particularism (as I’ll use the term) is the view that the fundamental normative facts concern the status (good, bad, right, wrong, etc.) of concrete states of affairs. If there are any true general normative principles, they’re derivative from those particular facts. The wrongness of murder in general, for example, is to be explained by the wrongness of Cain’s murdering Abel, the wrongness of David’s murdering Uriah, etc. The wrongness of the particular murders is not explained by the wrongness of murder in general. Horwich’s account of truth’s value makes the desirability and correctness of particular true beliefs prior, metaphysically and epistemologically, to the desirability and correctness of true belief in general. It is a particularist account.

As a particularist account, Horwich’s proposal denies the grounding phenomenon. The desire to believe all and only what is true can’t ground the specific desire to believe the truth about whether electrons have mass, for example. Rather, the more general desire itself consists of the totality of such specific desires. It is grounded in them, rather than vice versa. The proposal’s conflict with the grounding phenomenon may be a sufficient reason to reject it. However, a committed advocate of Horwich’s approach might insist the denial of grounding isn’t a problem for the view; it is the view. So, we should consider what is wrong with particularism.

The main problem is that particularism seems to make good reasoning about new cases impossible. I might know it was wrong for Cain to murder Abel and for David to murder Uriah, but those two particular facts have nothing in common. I can’t generalize from them to conclusions about new cases, such as whether it was wrong for Orestes to murder Aegisthus. To reason about new cases, I need to apply general principles. The application of those principles is justified because (we are justified in supposing that) the normative status of a particular state of affairs depends on general normative facts about what kinds of states of affairs are good or bad, right or wrong. Good reasoning about new cases requires general normative principles that are more fundamental than particular normative facts.

Horwich’s approach also faces the problem of generalizing to new cases. Consider the proposition, <The number of bees on Earth is always prime>. What justification can we give for believing the following?

Bees-V One ought to want: to believe that the number of bees on Earth is always prime if, but only if, the number of bees on Earth is always prime.

If Valuable merely expresses the totality of its instances, it can’t explain or justify any of them, including Bees-V. Such explanations and justifications would be circular. We can’t explain why Bo is good at baseball by pointing out that he’s good at baseball and football. For the same reason, we can’t explain Bees-V by citing a disunified collection of claims that includes it.

If Valuable’s instances are metaphysically and epistemologically fundamental, Valuable doesn’t explain or justify them. We have no way to explain or justify them. When confronted with a novel instance, such as Bees-V, we might be able to tell that it’s fundamental if it’s true, but that doesn’t help us to see that it’s true. Horwich’s approach leaves it a mystery how we could tell that an unfamiliar instance of Valuable holds.


3.5 Deflationism and Valuing Truth


The problems with Horwich’s proposal derive from its reductivism. MT is too weak to deliver any generalizations involving ‘true’. So, Horwich has to treat apparent generalizations as expressing the totality of their instances. In particular, he has to treat Valuable as an expression of its instances, instead of a generalization that covers, justifies, and explains them.

Philosophers often equate deflationism with Horwichian minimalism. But deflationism per se is not committed to reductivism. Non-reductive varieties of deflationism allow for logically stronger generalizations involving ‘true’. They have better resources for characterizing the attitude of valuing truth and for explaining why we morally ought to value it. I describe one such view below.


3.5.1 A Non-Reductive Deflationism


Imagine a language without a truth-predicate. It has all the usual resources of a first-order logical language, including individual variables and objectual quantifiers to bind them. Now expand the language with propositional variables and propositional quantifiers to bind them. I’ll use ∀” and ∃” as universal and existential propositional quantifier symbols, respectively. In this language, the following:

If Jack is person, then Jack went up the hill.

is an instance of the objectual universal generalization:

∀x (x is a person ⊃ x went up the hill).

It is also an instance of the propositional universal generalization:

∀”p (p ⊃ Jack went up the hill).

Similarly, this:

If either Jack broke his crown or Jill went up the hill, then Jack broke his crown.

is an instance of the propositional universal generalization:

∀”p (p or Jill went up the hill ⊃ p).

The rules of inference for ∀” are analogous to the rules for ∀. From a propositional universal generalization, any of its instances may be inferred. From a proof of an arbitrary instance, the propositional universal generalization may be inferred. The formal properties of propositional quantifiers are well understood, as are their differences from substitutional quantifiers (Grover 1972; Williamson 1999; Azzouni 2001; Picollo and Schindler 2018; Cameron 2019).

Objectual and propositional quantification pick out different dimensions of generality. Take the particular claim:

If snow is white, then snow is white.

Objectual quantification lets us say, more generally, ∀x (Wx ⊃ Wx), or “Everything white is white”. That is a generalization along the dimension of which objects have which properties. Propositional quantification lets us express a different generalization: ∀”p (p ⊃ p). That is a generalization along the dimension of what is so, instead of which objects have which properties.

Here is an alternative to reductive deflationism. The essential logical feature of the truth-predicate (or concept) is its transparency (Beall 2009). Except in special contexts, such as direct quotation, ‘<p> is true’ and ‘p’ are entirely intersubstitutable. The point of having such a device in language is that it lets us express, with just the resources of first-order quantification and individual variables, what we would otherwise need propositional quantifiers and variables to say. Consider these claims, for example:

∀”p (p or Jill went up the hill ⊃ p)

∀”p (p or ~p)

∀”p (Donald said that p ⊃ ~p)

The truth-predicate enables us to express them idiomatically with:


For any proposition, if it’s true or Jill went up the hill, then it’s true.

For any proposition, either it or its negation is true.

Nothing Donald said was true.

A transparent truth-predicate lets us press our language’s ordinary, first-order, objectual quantifiers into service as if our language had primitive propositional quantifiers. It’s a device that simulates or mimics primitive propositional quantification.15

So understood, the point of the truth-predicate isn’t to attribute a substantial property to propositions. The point is to redeploy the existing syntax of objectual quantification as a mechanism for propositional quantification. Generalizations involving ‘true’ are not abbreviations for conjunctions of their instances or shorthand ways of expressing all their instances at once. They are real generalizations, logically stronger than the totality of their instances, along the dimension of what is so rather than the dimension of which objects have which properties.16

This means we can have a non-reductive version of deflationism.17 Like other versions, it identifies “the nature of truth” with the logico-linguistic function of the truth-predicate (or truth-concept). That function, on this view, isn’t to attribute a property, much less a property with a nature in need of philosophical explanation. Rather, it is to simulate propositional quantification.


3.5.2 Valuing Truth Generically


Ordinary language has a lot of quantifiers, including not just ‘all’ and ‘some’, but ‘many’, ‘most’, ‘several’, and ‘a lot’. Generic generalizations, such as ‘Female ducks lay eggs’ employ a variable-binding, generic quantifier (Leslie 2012).

The point of ‘true’, as a generalizing device, is to let individual quantifiers and terms for truth-bearers run proxy for propositional quantification into sentence place. It does not only let us press ‘all’ and ‘some’ into service for propositional quantification. It lets us “propositionalize” all our quantifiers. We can say, ‘Most of the ambassador’s testimony was true’, ‘Many true claims are surprising’, and even, generically, ‘True beliefs are desirable’.

So, we need not suppose Valuable prescribes an infinite conjunction of particular desires. Rather, it prescribes a single, general desire for truth:

Valuable-G One ought to desire that, in general, what is true is what one believes and what one believes is true.18

So understood, Valuable still doesn’t involve a conception of truth as a substantial property. Valuable-G doesn’t say anything about truth we couldn’t say with truth-free propositional quantification, if only our language had such a device.

If we see the truth-oriented desires as generic, we can accommodate the grounding and exceptions phenomena. A generically general desire grounds its instances defeasibly, and it allows for exceptions. But the grounding and exceptions phenomena are both problematic for reductive deflationism. If the general desire for truth is just a collection of particular desires, it can’t ground them. What’s more, it has to be a collection of all its instances, so it can’t allow for exceptions. The lesson here is that some, but not all, varieties of deflationism are too weak to support a good theory of truth’s value. Reductive varieties, such as Horwich’s, cannot. But non-reductive varieties, such as what I have described here, can.

So far, I have focused on what it means to value truth for yourself. To value truth for yourself is to want, generically speaking, to believe what is true and not to believe what isn’t. As Jennifer Lackey (2010) has pointed out, valuing truth as such is not valuing it for yourself only. If you wanted to believe what is true and only what is true, without wanting the same for others, you’d hardly qualify as valuing truth as such. If you value truth, you should value other people’s believing what is true and not what is false as well as well as your own. Chapter 2 characterized Truthfulness as involving not just wanting truth for yourself, but wanting it for others.

We thus find another dimension along which people can care about truth to different degrees. They can value truth for broader or narrower selections of other people. Again, it seems advisable to invoke the idea of a generic desire. When you value truth, you want people (generically) to believe (generically) what is true and not what isn’t. You want what is true to be believed and what is believed to be true. Those are your default desires; they can be more or less easily overridden in particular cases. The more exceptions someone allows, and the easier it is to override the default, the less they “value truth”.

I have emphasized the doxastic dimension of valuing truth, but valuing truth isn’t just about what you and others believe. It’s also about what people say. Truthfulness includes Sincerity. Donald Trump’s critics sometimes say he doesn’t care about truth. They aren’t always condemning his incuriosity. Often, they are calling him out as a liar and a bullshitter (Frankfurt 2005). When you value truth, you don’t merely want what is true to be believed and what is believed to be true. You want true beliefs to be shared with those who need them, and you want what is asserted to be true. Again, though, that doesn’t mean wanting every true proposition to be asserted at all times. (Some truths are best kept to oneself, after all!) Nor does it mean intolerance for white lies and benign deception. It just means wanting, in general and by default, for what’s true to be told and what is told to be true.

According to Moral, we morally ought to value truth. I have defended the idea that we should understand valuing truth as a generic desire for what is true to be believed and asserted, and for what is believed or asserted to be true. Such a construal requires more logical resources than reductive deflationism provides. It requires an Aristotelian theory strong enough to allow real generalizations involving ‘true’. Theories such as the correspondence theory, on which ‘true’ designates a substantial property, truth, are presumably strong enough. So are non-reductive versions of deflationism.


3.6 Conclusion


The main parts of the Strong Virtue Theory are now in place. Here is a sketch of the overall view so far.

Valuing truth is wanting what’s true to be believed and wanting what’s believed to be true. Such desires will naturally include further desires about the things we say. If I want what’s true to be believed, I should want the truth to be told. If I want what’s believed to be true, I should want the same from what we say to each other. These desires are best understood as generic, default desires. The more strongly you value truth, the stronger your truth-oriented desires, for a broader range of topics, for a broader range of people.

Truthfulness is the character trait of valuing truth. Everyone values truth at least a little, but not everyone is Truthful. A Truthful person values truth considerably, as a matter of character. Untruthful people value truth very little, again as a matter of character.

Accuracy and Sincerity are two aspects of Truthfulness. They both arise from truth-oriented desires. The desire for true beliefs naturally leads to concern for one’s own Accuracy. Dependence on others, as Williams (2004) argues, naturally leads to concern for their Accuracy and Sincerity as well. The desire not to believe what is false has similar effects. The desire for others to believe what is true (and not what isn’t) also encourages concern for one’s own Sincerity. I need to tell you the truth if I’m going to help you believe it.

Accounting for truth’s value is accounting for the desirability and correctness of true beliefs. That means explaining why we ought to want what’s true to be believed and why we ought to want what’s believed to be true. In other words, it means explaining why we ought to be Truthful. Truthfulness promotes the overall good better than Untruthfulness. In that sense, it’s a moral virtue. It’s a trait we morally ought to have.

That is enough to establish Moral. Truth is “valuable” in the sense that we morally ought to value it. The explanation thus far, however, never invokes the goodness of having true beliefs or making true assertions. It turns entirely on the value of desiring for what’s true to be believed and for what’s believed to be true. A non-reductive deflationist theory of truth is enough to make sense of those desires.

The Strong Virtue Theory rests content with that explanation of truth’s value. Though I’ve argued for Moral and shown how deflationists can make sense of it, Moral is also compatible with normativism. Moreover, even if Moral is true, there might be more to the value of truth than the virtue of Truthfulness. The next few chapters make the case for Aristotelianism and State-Given, the other, more controversial, half of the Strong Virtue Theory.
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1 Chapter 7 takes up another issue relevant to the deontic and criterial challenges. What is the connection between truth and our epistemic standards? I allow for the idea that we hold our first-order standards answerable to a higher-order standard of truth-promotion, without needing substantive assumptions about truth’s nature.

2 Ferrari (2018) offers a different account of correctness, on which it is a sort of minimal positive normative status. True judgements are “correct” in much the same way that a place setting can be correct; they meet a standard, but it may still be up in the air how much we should care about that standard. I confess I simply cannot understand such a thin kind of “normativity”, with no implications for what we should do or think or want. “Correctness” in such a sense strikes me as a descriptive category.

3 See Chapter 6 for more discussion of trivial truths.

4 See Chapter 5.

5 This example is inspired by one due to Catherine Elgin (2021).

6 See Pelletier and Asher (1997) for discussion of generics and default inferences.

7 Horwich labels these (VT) and (VT*).

8 With some adjustments to the notation, the intended logical forms of these principles are:
Desirable-F ∀y (One should positively desire, relative to y being true, S’s believing y, and one should negatively desire, relative to y not being true, S’s believing y) (Horwich 2010, 57 n. 1)

Desirable*-F ∀y (The degree to which one ought to desire, supposing y to be true, that S believes y to degree n = f(y, n), where f(y, n) increases as n increases and is at some point negative) (Horwich 2010, 61 n. 3)

Correct-F ∀x OW (Bx ⊃ Tx), and therefore ∀x OW ~(Bx & ~Tx) (Horwich 2013, 17 n. 1)

Correct*-F Where D(S, p, x) is the degree to which S desires that, if he believes that p to degree x, then p is true: ∀p [S ought to constrain her desires so that:

   (a) D(S, p, x) > D(S, p, y), and

   (b) D(S, p, ½) = 0, and

   (c) For 0 ≤ ε ≤ ½, D(S, p, ½ + ε) = – D(S, p, ½ - ε)] (Horwich 2013, 22 n. 11)


9 We can also conjoin Desirable* and Correct*, in an obvious way, thereby taking degrees of belief and desire into account.

10 The intended logical form is:
Valuable-F ∀x (One ought:

   (a) To desire, relative to x’s truth, that one believes x, and

   (b) To desire, relative to ones’ believing x, that x is true.)


11 I argue for a stronger claim in Chapter 5. The truth of a proposition never confers instrumental value on states of believing it.

12 Horwich (2010, 65) claims we want our evaluative and normative beliefs to be true, but they don’t help us satisfy our desires. Instead, those beliefs directly motivate us to act.

13 Gamester (2018) criticizes deflationism for failing to appreciate points such as this.

14 This objection to Horwich’s view is inspired by one of Michael Lynch’s (2009b) objections to deflationism in general. Lynch’s objection succeeds against Horwich’s particular style of deflationism, but not against deflationism in general.

15 See Picollo and Schindler (2018) for a formal overview.

16 A variety of approaches to truth rely on the logic of propositional quantification or something very much like it. See Brandom (1994), Azzouni (2001), Künne (2003), Båve (2013), Frápolli (2013), Grover (2014). Many of these proposals give propositionally quantified definitions of ‘true’, and some reject the “deflationist” label, owing to their non-reductivism. The view that ‘true’ mimics propositional quantification, though, doesn’t rely on defining ‘true’ with propositional quantifiers. Instead, it relies on showing that a language with primitive propositional quantifiers and a language with a transparent truth predicate are intertranslatable. See Picollo and Schindler (2018).

17 Some philosophers who embrace a similar approach reject the “deflationist” label, typically because they identify deflationism with Horwich-style, reductive deflationism. I use the term more broadly, though, to encompass any theory that denies truth is a substantive property and contend that all there is to understand about the “the nature of truth” stems from the logical or linguistic function of ‘true’.

18 Where ‘Gen”’ is the propositional generic quantifier, the intended form is:
Valuable-GF OW Gen”x (x if and only if Bx).

You can want, generically, for dogs to speak English. That doesn’t mean you want every dog to speak English, much less for every dog to speak at all times. Any given dog would fall under the scope of your desire by default, though of course there could be reasons for excluding particular dogs in particular cases.








4


Against Normativism



4.1 Why Not Normativism?


The Strong Virtue Theory gives Aristotelianism a way to make sense of truth’s value. Truth is valuable for the state-given reason that Truthfulness is morally virtuous and not for any object-given reason. Object-given grounds are not necessary for truth to be valuable.

Still, the Strong Virtue Theory can seem counterintuitive. It’s natural to think we ought to value things because they are good, not because valuing them is good. Moreover, I haven’t argued for State-Given beyond pointing out that Aristotelians (and especially deflationists) should find it attractive. But why be an Aristotelian? Why not avoid the problem by embracing normativism and holding that Valuable is built into the nature (or concept) of truth?

This chapter makes the case against normativism. It turns on the dual phenomena of “blindspots” and “brightspots”.1 Blindspots are claims that can be true but can’t be the contents of true beliefs. One example is:

It’s raining, but no one believes it’s raining.

If anyone ever believed that, it would be false. Brightspots are claims that can be false but can’t be the contents of false beliefs. Here is an example:

Seven is prime, and someone believes seven is prime.

That claim can be false, but if anyone ever believed it, it would be true.

Suppose <p> is a true blindspot. Since you can’t have a true belief that p, <p> can’t be alethically good to believe. So, not everything true is alethically good to believe. It’s not an essential feature of truth that true propositions are fit, in a distinctly alethic way, to believe. For similar reasons, it’s not essential to falsehood that false propositions are unfit to believe. Normativism can’t accommodate blindspots and brightspots.

There are two forms of normativism. Metaphysical normativism says truth is a normative property. Truth is, in part, goodness or rightness to be believed.2 Conceptual normativism says TRUE is a normative concept. Part of its content, or part of the meaning of ‘true’, is that true propositions are good or right to believe. Judging (or saying) that a proposition is true is, in part, judging (or saying) the proposition is good or right to believe. The two varieties of normativism are consistent with each other, and they form a natural pair. For example, normativists often hold that TRUE is a normative concept because it is the concept of an essentially normative property. Such a view exemplifies both forms of normativism. Conceptual normativism without metaphysical normativism is possible, though.

Blindspots and brightspots pose different problems for the two forms of normativism. Given metaphysical normativism, fitness to believe is essential to truth. So, true blindspots and false brightspots are impossible. Given conceptual normativism, calling something true is calling it fit to believe. In that case, the idea of a true blindspot or a false brightspot is incoherent. Since true blindspots and false brightspots are possible, and the idea of them isn’t incoherent, normativism must get something wrong.

The following section clarifies the core commitments of normativism and sketches some exemplar views. Section 4.3 explains how blindspots and brightspots undermine metaphysical and conceptual normativism. In Section 4.4, I consider the possibility of a normativist version of deflationism. Such a view is conceptually but not metaphysically normativist. I argue that it doesn’t escape the blindspot and brightspot problems. Section 4.5 concludes the chapter by discussing how Aristotelianism can allow for the driving intuition behind normativism and still make sense of blindspots and brightspots.


4.2 The Core Commitments of Normativism


Both properties and concepts can be normative. When a property is normative, its nature includes a normative status. Possessing a normative property involves being good or bad, correct or incorrect, desirable or undesirable, etc. When a concept is normative, applying it includes judging something to have a such a status. According to metaphysical normativism, truth is a normative property. Conceptual normativists say TRUE is a normative concept.3

A property or concept can be normatively relevant without being normative.4 Being a murder is a normative property because it includes moral wrongness. Murders are wrongful killings. According to some ethical vegetarians, being meat is normatively relevant; it is wrong to eat meat. But being wrong to eat isn’t part of the essence of being meat. The steak on your plate is wrong to eat because it’s meat; it’s not meat because it’s wrong to eat.

Meat could be wrong to eat even if being meat isn’t normative. True beliefs could be desirable and correct even if truth isn’t normative. Normativists hold that truth is not only normatively relevant, but normative. They think of good belief as metaphysically or conceptually prior to truth.

The classic normativist theories are epistemic theories of truth. Brand Blanshard’s coherence theory (2001) is a good example. According to Blanshard, beliefs are justified by cohering with the rest of what one believes. Truth is an extrapolation from justification. While justification is coherence with our actual beliefs, truth is coherence with an ideally comprehensive and coherent system of beliefs.

Other versions of normativism often share the structure of Blanshard’s. They differ in their conceptions of justification and how they extrapolate from them. For example, C. S. Peirce (1982a) identifies truth with what is fated to be believed by all inquirers. William James (2000) characterizes truth as the disposition to be verified. Various proposals equate truth with ideally warranted assertability.

Epistemic justification is normative. It is a special, knowledge-linked form of correctness for beliefs. Epistemic theories of truth construe truth as an idealization of that kind of correctness. They don’t identify truth with what you are now justified in believing, given your current evidence. They identify it with being correct to believe under some idealized circumstances. For Blanshard, truth is correctness to believe in relation to the ideal set of beliefs. For Peirce, it’s correctness at the end of inquiry. For James, it’s correctness to believe after empirical testing.

Few contemporary philosophers endorse epistemic theories of truth. One problem is that they work much better for some subject-matters than others. For a claim such as ‘Driving over 40 mph here is illegal’, it’s plausible that justified belief is metaphysically or conceptually prior to truth. But for a claim such as ‘The cat is on the mat’, it’s much less plausible. So-called pluralist theories of truth often aim to accommodate that variability. They hold that truth is epistemic in some domains but not others.

Several versions of alethic pluralism are on offer. Alethic pluralists agree that truth “is” at least two different properties. They disagree about whether the relevant ‘is’ denotes identity, constitution, grounding, or something else. They also disagree about which properties truth can “be”.5 I’ll focus on two influential and explicitly normativist pluralisms. One is Michael Lynch’s “manifestation pluralism”, as he sets it out in Truth as One and Many. The other is Crispin Wright’s strong alethic pluralism, as he sets it out in Truth and Objectivity. Lynch’s normativism is both metaphysical and conceptual, and Wright’s is conceptual but not metaphysical.

On Lynch’s view, propositions have the property truth by having a property that “manifests” truth. Truth, Lynch thinks, has a job description, which consists of platitudes that demarcate the central content of the concept TRUE. If you were to deny one of the platitudes, you would either misunderstand TRUE or owe a philosophical justification for your heterodoxy.6 The following are among the platitudes Lynch considers central to TRUE:

Objectivity The belief that p is true if, and only if, with respect to the belief that p, things are as they are believed to be. (Lynch 2009b, 8)

Norm of Belief It is prima facie correct to believe that p if and only if the proposition that p is true. (Lynch 2009b, 10)

End of Inquiry Other things being equal, true beliefs are a worthy goal of inquiry. (Lynch 2009b, 12)

A property “manifests” truth for a subject-matter by satisfying the platitudes and thus fulfilling truth’s job description. A claim such as <Tabby is a cat> might be true by corresponding to a fact. If so, corresponding to a fact fulfils truth’s job description for such claims. For other subject-matters, different properties manifest truth. For example, <Nepotism is wrong> might be true by cohering with a moral system and a set of true factual propositions. Lynch calls that property “concordance”, and he thinks it manifests truth for moral claims.

Lynch identifies truth with the higher-order property of having a truth-manifesting property. A property manifests truth by satisfying its job description. Lynch notes that truth satisfies its own job description, so it manifests itself. Indeed, he says truth is unique in necessarily manifesting truth. Correspondence and concordance satisfy the platitudes for some areas of discourse and not others.7 Truth satisfies them always. It is the only property that necessarily satisfies Objectivity, Norm of Belief, and End of Inquiry.

Lynch’s view is both metaphysically and conceptually normativist. It is metaphysically normativist because it makes satisfying Norm of Belief and End of Inquiry essential to truth. It is conceptually normativist because it makes those platitudes central to the identity of TRUE. To apply the ordinary concept TRUE is to attribute a property one conceives as satisfying Norm of Belief and End of Inquiry.

Wright’s account is an ancestor of Lynch’s, and it also addresses the concept of truth through platitudes. Wright’s platitudes are:

that to assert is to present as true;

that any truth-apt content has a significant negation which is likewise truth-apt;

that to be true is to correspond to the facts;

that a statement may be justified without being true, and vice versa.

(Wright 1992, 34)

Wright’s pluralism lies in his denying that the platitudes determine a unique property. Different properties satisfy them in different areas of discourse. ‘True’, as applied to sentences of a discourse, designates whatever property satisfies the platitudes for that discourse. In science, ‘true’ might designate “robust correspondence”. In ethics, it might designate “superassertability” (an idealization of being warranted by the evidence). On Wright’s approach, there is one truth concept, but it designates many different properties (Wright 2013).

With the possible exception of the last platitude, Wright’s list includes no normative principles. Still, he thinks the first and last platitudes give TRUE an essentially normative role. Because asserting is presenting as true, any reason to think a statement is correctly assertable is a reason to think it is true, and vice versa. However, statements can be justified without being true, or true without being justified. So, truth-attributions must attribute a normative status other than mere justification (Wright 1992, ch. 1).

Wright’s final account treats TRUE as a normative concept without positing a singular, normative property for it to designate. Part of what makes a concept a truth-concept is that we use it to mark a specifically alethic kind of correctness. Nevertheless, on Wright’s approach, TRUE doesn’t designate the single property, alethic correctness. When applied to a proposition, TRUE designates the particular property that makes the proposition alethically correct to assert. For example, it might designate correspondence for scientific propositions, and it might designate superassertability for moral propositions. ‘True’ has a normative sense without referring to a singular, normative property. Wright’s approach is conceptually, but not metaphysically, normativist.

According to conceptual normativism, truth-attributions aren’t just normatively relevant. They are normative. They are attributions of a distinctive normative status. According to metaphysical normativism, truth is a normative property. Its possession isn’t just relevant to the desirability or correctness of believing something. For a proposition to be true is, in part, for it to have a certain normative status. If one were to believe such a proposition, one’s belief would be alethically correct (and desirable). If one were to disbelieve such a proposition, one’s disbelief would be alethically incorrect (and undesirable). When a proposition has that status, I’ll call it “fit to believe” or “alethically fit to believe”. Metaphysical normativists say truth is, at least in part, fitness to believe. Conceptual normativists say judging something true is, at least in part, judging it fit to believe.

I’ll argue that truth is not fitness to believe, and truth-attributions are not attributions of fitness to believe.


4.3 Blindspots and Brightspots


Suppose I believe this:

Rain It’s raining, but I don’t believe it’s raining.

Rain could be true, but it can’t be the content of any of my true beliefs. The truth of Rain is incompatible with my believing it. Rain is a “true belief blindspot” for me, in Roy Sorensen’s (Sorensen 1988) terminology. It’s consistent, but it’s impossible for me to truly believe.

Sorensen discusses blindspots for attitudes other than true belief. Since my only concern here is with true belief blindspots, I’ll call them “blindspots”, for brevity.

You and I have different blindspots. You can truly believe <it’s raining but Wrenn doesn’t think so>. I can’t. It’s a blindspot for me, but not for you.

Some claims are blindspots for everyone. For example, this could be true, but not the content of a true belief:

It’s raining, but no one believes it’s raining.

We can come close. This isn’t a blindspot:

It’s raining, but no one believes at time t that it’s raining.

At any time other than t, it could be both true and believed. With some care, we can find a blindspot for everyone always:

Blind It rains at location l at time t, and no one ever believes that it rains at location l at time t.

Blind could be true, but it couldn’t be the content of any true belief.

On some views, propositions can have different truth-values at different times and places. ‘It’s raining’ goes from false to true and back again most summer afternoons in the Florida panhandle. ‘I believe it’s raining’ does the same, as I observe the shower’s progress. Such views make blindspots seem to continually run away from us, turning from false to true as soon as we believe them.

Maybe some blindspots work that way. Not all do. Blind is either true at all times or at none. If anyone ever believes it, then it was never true. If it’s true, then no one ever believes it.

Blindspots are a problem for normativism. Metaphysical normativism is inconsistent with the existence of true blindspots. Suppose Blind is true. Then, given metaphysical normativism, Blind is fit to believe. If someone were to believe it, their belief would have a positive normative status. But the claim is a blindspot. If anyone were to believe it, it would be false. Given metaphysical normativism, when something is false, states of believing it lack the positive normative status of true beliefs. So, Blind isn’t fit to believe. Consequently, given metaphysical normativism, if Blind is true, then it both is and isn’t fit to believe in the very same sense. And so, given normativism, Blind can’t be true. What goes for Blind goes for all blindspots. Metaphysical normativism rules out the possibility of true blindspots.

Conceptual normativism doesn’t avoid the problem. There is nothing incoherent in the idea of true blindspots. Given conceptual normativism, though, the thought is incoherent. To say there are “true blindspots” would be to say there are blindspots it would be alethically correct to believe. But blindspots can’t be alethically correct to believe. So, “true blindspots” would both be and not be alethically correct to believe. Conceptual normativists must apparently reject the idea of true blindspots.

What if a normativist bites the bullet and counts all blindspots false, since they aren’t fit to believe? Such a move does not work. Not everything true will ever be believed. So, for almost every true claim, there’s a corresponding blindspot of the form:

p, but no one ever believes that p.

If the blindspot is false, its denial is true. The denial of the claim above is equivalent to:

If p, then someone sometime believes that p.

So, if all blindspots are false, then almost everything true is, in fact, believed by someone sometime. Since not even almost everything true will ever be believed, we shouldn’t count all blindspots false.

Alternatively, a normativist might count blindspots as neither true nor false. Such an approach requires a too-radical revision of how we think about conjunctions. We’d have to allow for some conjunctions with true conjuncts to lack a truth-value. On this proposal, it could be true that it’s raining, and it could be true that no one believes it’s raining, but the conjunction of those claims would be neither true nor false.

Some normativists might prefer another strategy. They might think the real normative core of truth is the incorrectness of disbelieving what is true. So, they might want to understand truth or TRUE in terms of unfitness to disbelieve, rather than fitness to believe. Suppose Blind is true. Then anyone who disbelieves it is making a mistake. They believe:

Either it does not rain at l at t, or someone sometime believes it rains at l at t.

Since Blind is true, their belief is false. It has, given normativism, the distinctive, negative status of states of disbelieving what is true.

If such normativists avoid the blindspot problem, they run into related problems posed by brightspots. Brightspots are propositions that could be false but couldn’t be the content of a false belief. Consider these claims:

Bright Every prime number is the sum of two squares, and someone sometime believes that every prime number is the sum of two squares.

Bright* Not every prime number is the sum of two squares, and someone sometime believes that not every prime number is the sum of two squares.

Either Bright or Bright* is a brightspot. If every prime is the sum of two squares, Bright can’t be the content of a false belief. If not every prime is the sum of two squares, Bright* can’t be the content of a false belief. But both claims are possibly false. Bright would be false if no one ever believed Goldbach’s Conjecture, and Bright* would be false if no one ever believed the Conjecture’s denial.

For concreteness, I’ll suppose Bright is the brightspot.8 Its denial is:


Not-Bright Either not every prime is the sum of two squares, or no one ever believes every prime is the sum of two squares.

Disbelieving something is believing its denial. So, if truth is unfitness to disbelieve, then falsehood is unfitness to believe. But not everything false is unfit to believe. Bright can be false, but (given Goldbach’s Conjecture) there can be no alethic defect in believing it. If you believed Bright, then it would be true. So, your belief couldn’t be incorrectly held in the way distinctive of false beliefs.

Sorensen deploys blindspots to argue against analysing truth in terms of knowledge. Krister Bykvist and Anandi Hattiangadi use them to argue against various versions of the idea that you ought to believe something if and only if it’s true (Bykvist and Hattiangadi 2007; Bykvist and Hattiangadi 2013). The issue for normativism is different from the issues Sorensen and Bykvist and Hattiangadi address.

Sorensen rejects the identification of truth with knowability, because blindspots are true but not knowable. My concern is with fitness for belief, not knowability. I reject the identification of truth with fitness to believe and of falsehood with fitness to disbelieve. True blindspots are unfit to believe. False brightspots are unfit to disbelieve.

Bykvist and Hattiangadi aren’t concerned with the nature of truth. They’re interested in whether we ought to believe just what’s true. For all I’ve argued in this chapter, there could be such a norm of belief. My point is that no such norm is part of the nature of truth or built into the content of TRUE.

The idea that ‘ought’ implies ‘can’ is central to Bykvist and Hattiangadi’s case. We can’t believe true blindspots, so there are true claims we can’t truly believe. So, it’s not the case that we ought to believe each true claim. In response to their approach, one might deny ‘ought’ implies ‘can’, at least in the case of belief.

My case against normativism doesn’t rely on the idea that ‘ought’ implies ‘can’. If you believe a blindspot, your belief is bound to be false. Being false, it is bound to have whatever normative deficiencies falsehood includes. So, we can’t base an account of truth on whether it would be correct to believe a proposition. True blindspots are true, but states of believing them are incorrect in the same way as other false beliefs. Nor can we base an account of truth on what it would be incorrect to disbelieve. False brightspots are false, but states of believing them are not alethically incorrect.

In response to Bykvist and Hattiangadi, some philosophers have suggested belief is governed by norms with exceptions for blindspots. For example, perhaps the norm of belief is:

we ought to believe that p if and only if both (a) it is true that p, and (b) the claim that p is not a blindspot.

As Bykvist and Hattiangadi point out, such a move comes at a steep price. Since neither conjunct of Blind is a blindspot, and each is true, the norm above entails we ought to believe them. So, given the norm, we ought to believe both conjuncts of Blind without believing their conjunction. Presumably, though, if we ought to believe that p and we ought to believe that q, then we ought to believe that p & q (Bykvist and Hattiangadi 2007).

Some philosophers have tried to dodge the conjunction problem by focusing on norms of permission rather than responsibility.9 The norm of belief isn’t that we must believe what is true, but that we may. Each conjunct of Blind could be permissible to believe, but that doesn’t make the conjunction permissible.

Normativists might try analogous moves. For example, a conceptual normativist might hold that, in judging a claim to be true, we aren’t judging it fit to believe full stop. We’re judging it fit to believe provided it isn’t a blindspot. Similarly, judging a claim to be false might be judging it unfit to believe, again provided it isn’t a brightspot. In each case, “fitness” is a matter of permissibility, not obligation.

The issue, recall, is not whether there are any truth-linked norms governing belief. If there are, they might be norms of permissibility with exceptions carved out for blindspots and brightspots. Normativism needs more than the existence of such norms, though. It needs them to be part of the nature or concept of truth.

Let’s call a claim “alethically permissible” if believing it is permissible in the distinctive way true beliefs are. We can define alethic impermissibility similarly. Suppose judging a claim to be true involves judging it to be alethically permissible if it’s not a blindspot. Likewise, suppose judging a claim to be false involves judging it to be alethically impermissible.10 Our suppositions allow for two interpretations, which differ in the scope of the conditional:

Wide If the claim that p is not a blindspot, then applying TRUE to the claim that p includes applying the concept ALETHICALLY PERMISSIBLE to the claim that p. (Mutatis mutandis for non-brightspots, FALSE and ALETHICALLY IMPERMISSIBLE.)

Narrow Applying TRUE to the claim that p includes applying the concept ALETHICALLY PERMISSIBLE IF NOT A BLINDSPOT to the claim that p. (Mutatis mutandis for FALSE and ALETHICALLY IMPERMISSIBLE IF NOT A BRIGHTSPOT.)

According to Narrow, the normative status attributed in judging a claim to be true is the status of being alethically permissible if not a blindspot. That status is not exclusive to true claims. Vacuously, every blindspot, including the false ones, is alethically correct to believe if not a blindspot. If the point of calling something true is to mark its having a distinctive normative status, then no false claims should have that status. So Narrow isn’t attractive.

On the other hand, Wide makes a restricted claim. It says only that, when we judge a non-blindspot proposition to be true, we’re judging it to be alethically permissible. It says nothing at all about attributions of truth or falsehood to blindspots and brightspots, or about their alethic permissibility. Nevertheless, Wide breaks the supposed constitutive link between TRUE and alethic permissibility. Given conceptual normativism, part of what makes a concept a truth-concept is that it marks a normative difference between what is and isn’t fit to believe. If the relevant norm is Wide, then TRUE only sometimes marks that difference. When a concept only sometimes marks a normative difference, though, it would seem to be normatively relevant rather than genuinely normative.

Both Narrow and Wide also face a problem of circularity. Blindspots and brightspots are both defined in terms of truth. BLINDSPOT is the concept of something that could be true and could be believed, but could not be both true and believed. BRIGHTSPOT is the concept of something that could be false and could be believed, but couldn’t be both false and believed. An analysis of truth that incorporates Narrow or Wide would be circular; they already incorporate the concept of truth.11


4.4 Deflationary Normativism?


Chapter 1 characterized deflationism as an Aristotelian approach to truth, and most deflationary theories of truth are Aristotelian. However, deflationism’s core commitments don’t mandate Aristotelianism. On the metaphysical side, deflationism denies there is a real similarity among all and only true claims. Its conceptual commitment is to understand TRUE (or ‘true’) by way of its broadly logical (or linguistic) function. Suppose the “broadly logical” function of TRUE is to mark the fittingness of believing a proposition. If that function doesn’t require truth to be a robust, normative property, then a normativist deflationism is possible.

Huw Price’s (2003) view might be a normativist deflationism. Price contends we should understand the content of ‘true’ by way of the difference its presence makes in our language. That difference, he thinks, is that ‘true’ lets us take up normative stances we otherwise could not. It lets us take up the position that those who deny a claim we accept are incorrect to do so, while those who accept it are correct. As Price sees it, truth doesn’t have to be a robust property of propositions for ‘true’ to have that function. Its linguistic function is normative, but truth isn’t a substantial property.

You might have supposed normative distinctions require underlying differences in normative properties, and so ‘true’ can’t mark a normative distinction without designating a normative property. Such a supposition treats normative discourse as on par with plainly factual discourse. Both concern the distribution of properties in the universe, but they concern properties of different kinds. Normative discourse concerns properties such as correctness. Factual discourse concerns non-normative properties, such as mass.

Deflationists who are attracted to normativism might reject that view of normative discourse. They could adopt “normative expressivism”. According to normative expressivism, the main function of normative predicates isn’t to attribute properties. The predicates are for expressing attitudes of approval or disapproval. For example, an unsophisticated expressivist might say that ‘Charity is good’ just means ‘Hooray for charity!’ or ‘Let’s all be charitable!’ On more sophisticated versions, normative assertions express normative judgements. Those judgements can combine prosaically factual judgements with desire-like attitudes. On such a view ‘Charity is good’ might express an attitude combining two elements. One is the motivational state of accepting a set of moral standards. The other is the doxastic state of believing charity satisfies them (Gibbard 2003; Ridge 2014).12

Expressivism in general faces serious challenges. The so-called “Frege-Geach” or “embedding” problem is one of the most familiar. Normative claims can be embedded in other claims. Consider:

If charity is good, then Donald is not charitable.

Many versions of expressivism have trouble making sense of such embeddings. The following gloss is nonsense:


If hooray for charity!, then Donald is not charitable.

Nor can we gloss the original conditional as:

If charity satisfies my moral standards, then Donald is not charitable.

The original claim is about what is good, but the claim above is about my personal moral standards. It’s no help to move to:

If charity satisfies correct moral standards, then Donald is not charitable.

For ‘correct’ is already a normative term that requires an expressivist gloss.

Expressivists have tried to avoid the embedding problem in several ways. I won’t address them here. Instead, I’ll assume the problem can be solved. Given a solution, expressivist deflationary normativism looks like a live theoretical option. Such a view makes three claims. First, there is no metaphysically substantial truth-property. Second, the content of ‘true’ derives from its linguistic function. Third, its linguistic function includes expressing a normative judgement. For example, an assertion of ‘It’s true that snow is white’ might express approval for believing that snow is white.

Deflationary normativism is a tempting response to the Problem of Truth’s Value. It allows for ‘true’ to be normative predicate while maintaining deflationist discipline. Expressivist versions of other Aristotelian theories might evade the problem too. One possibility is to construe ‘true’ as a piece of normatively “thick” vocabulary. The meaning of a thick term includes both a descriptive element and a related normative element. Consider ‘courageous’, for example. In calling an act courageous, you express the judgement that it was done despite fear, but that isn’t all. You also express an attitude of approval for the act, in light of its having been done despite fear. Maybe ‘true’ works the same way. In calling a proposition true, you express the judgement that it corresponds to fact (for example), but that isn’t all. You also express approval for believing it, in light of its corresponding to fact.

The move to normative expressivism might seem attractive, but it suffers the same problems as other forms of normativism. It renders the ideas of true blindspots and false brightspots incoherent. If I say there are true blindspots, I am expressing conflicting attitudes toward them. Since I’m saying they’re true, I’m expressing approval for believing them. Since I’m saying they’re blindspots, I’m expressing disapproval for believing them, in the same, alethic sense. If I say there are false brightspots, I’m expressing similarly conflicting attitudes.

The conflict is not a matter of different normative standards being brought to bear. It isn’t approving and disapproving of different aspects of one thing. You can morally approve of Jean Valjean’s feeding his family and legally condemn his stealing bread. Your attitudes would not be in conflict. They are attitudes toward different aspects of the same act. Suppose expressivist alethic normativism is correct, though. When I say, “There are true blindspots”, I’m expressing alethic approval for believing some blindspots. That’s the point of calling them true. But I’m also expressing alethic disapproval of believing them. They are blindspots, so they can’t be the contents of true beliefs. My approval and disapproval are both alethic in character.

As before, it’s tempting to try to dodge the problem by making exceptions for blindspots and brightspots. Truth-attributions express approval of believing or asserting claims when they are not blindspots. Likewise, calling something false is expressing disapproval for believing it, if it’s not a brightspot. But, as before, we can’t make sense of blindspots and brightspots without employing TRUE. Truth-attributions might have the pragmatic function of expressing approval. Still, it would be viciously circular to cite blindspots and brightspots in characterizing the content of TRUE. Applications of TRUE may be normatively significant, but the expressivist route to treating it as a normative concept is a dead end.


4.5 The Aristotelian Advantage


Some truths are unfit to believe. Some falsehoods are unfit to disbelieve. So, we can’t reduce truth to fitness for belief, and we can’t reduce falsehood to fitness for disbelief. Fitness to believe isn’t necessary for truth, and unfitness to believe isn’t necessary for falsehood. I’ve argued that normativism fails because true blindspots and false brightspots are possible, and the idea of them is intelligible. The former undermines metaphysical normativism. The latter undermines conceptual normativism.

Aristotelianism doesn’t face the problems described here. For Aristotelians, the question of a proposition’s truth is the question whether things are as it says they are. The proposition’s fitness for belief is a separate question. There is nothing normative built into truth or TRUE, and so truth-attributions have no built-in attribution of fitness to believe.

Aristotelians can accept that it’s ordinarily wrong to believe (or assert) what isn’t true. They can also accept that it’s ordinarily right to believe (or assert) what is true. Aristotelians just deny that those rules are part of the very meaning of ‘true’, the content of TRUE, or the nature of truth. Truth, from the Aristotelian point of view, might be normatively relevant, but it’s not normative.

Imagine a basketball coach talking about the players trying out for her team. It is helpful in basketball for a player to be tall. So, a coach might say, “Smith is over 7 feet tall”, expressing an approving attitude toward Smith’s height. The coach is using a purely factual claim to express a non-doxastic attitude, even though that isn’t part of the claim’s semantic content. Such pragmatic effects are common. You can express the desire for someone to close a door by saying, “The door is open”. You can express distaste for a cake’s flavour by saying, “This is bitter”.

Aristotelianism is compatible with our valuing truth. We want what is true to be believed and what is believed to be true. Given that we value truth, it is unsurprising that we can express approval of beliefs or assertions by calling them true. That applies even when we see ‘true’ as principally a device for simulating propositional quantification.

Blindspots and brightspots show that truth isn’t the same as being correct or desirable to believe. They are problematic for normativism because normativism says that the concept or property of truth is normative. Aristotelians deny that truth is normative, but their view allows room for truth’s normative relevance. It also has room for claims whose truth or falsehood lacks the usual normative import, such as true blindspots or false brightspots.

Aristotelianism owes an account of why truth is normatively relevant, though. Why should we be Truthful, if value isn’t part of nature of truth or content of TRUE? The Strong Virtue Theory says we ought to value truth because it is relatively virtuous to be Truthful, and there are no further, object-given reasons why. There’s nothing in a claim’s being true, as such and apart from the virtuousness of Truthfulness, that confers value on states of believing or acts of asserting that claim. To complete the case for the Strong Virtue Theory, the latter claim needs support. Chapters 5 through 8 make a retail case for it. They address several sorts of value truth might confer on beliefs.
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1 The idea of blindspots comes from Sorensen (1988), who defines a variety of different kinds of blindspots: “[P]roposition p is a blindspot relative to a given propositional attitude A and a given individual a (at time t) if and only if p is consistent but a cannot have attitude A toward p” (p. 52). In Sorensen’s terms, the blindspots relevant to the present discussion are claims that are true-belief blindspots for everyone always. Sorensen also provides a resource for those who balk at treating “true belief” as a propositional attitude. The meaning of his ‘cannot’ is to be fixed by “background constraints”, which can include truth in the present context.

2 Or asserted. I’ll frame the discussion in this chapter around belief, but all the main points apply to assertion as well.

3 A predicate is normative when it expresses a normative concept, or when part of its semantic value is a normative property. For the rest of this chapter, I won’t distinguish the view that TRUE is a normative concept from the view that ‘true’ is a normative predicate. Those two views don’t face significantly different problems.

4 This is a distinction Horwich has sometimes emphasized. See, e.g. Horwich (2010, ch. 7).

5 So, there is logical space for Aristotelian versions of alethic pluralism. They would construe TRUE as a non-normative concept, and they would not claim any normative property is numerically identical to truth. (Depending on their details, they could hold that a normative property constitutes truth in certain domains.)

6 Lynch calls such platitudes “core truisms” about truth.

7 A proposition can have more than one truth-manifesting property. <Tabby is a cat> has correspondence and truth, for example, both of which manifest truth. Lynch thinks there are some propositions whose only truth-manifesting property is truth. He calls such propositions “plain true”.

8 Some people have believed Goldbach’s Conjecture, and so Bright is certainly false. If that’s too distracting, here is a recipe for generating uncontroversial brightspots. Take some mathematical claim m that, as a matter of contingent fact, no one ever believes or disbelieves. Then either ‘m, and someone sometime believes m’ is a brightspot, or ‘Not-m, and someone sometime believes Not-m’ is a brightspot.

9 See Podlaskowski (2010), Whiting (2010), and Raleigh (2013).

10 A more general approach would replace ‘if it isn’t a blindspot’ and ‘if it isn’t a brightspot’ with ‘if it is consistent with its being believed’ and ‘if it’s inconsistent with its being disbelieved’, respectively. That move does not avoid the problem to be raised, however: The resulting analysis is circular because the qualifications involve the concept of truth.

11 Responses to Bykvist and Hattiangadi’s version of the problem typically don’t aim to analyse TRUE in terms of the supposed truth-norm for belief, and so they are immune to the circularity worry raised here. See, for example, Podlaskowski (2010),Whiting (2010), and Raleigh (2013). The difference between their project and mine is important. Bykvist and Hattiangadi are attacking the idea that belief is governed by a truth-norm. I am attacking the much stronger normativist claim that such a norm is part of the content of TRUE or the nature of truth. I’m grateful to Adam Podlaskowski for discussions on this point.

12 ‘Expressivism’ is sometimes used to name a certain version of deflationism about truth. According to that version of deflationism, to say ‘It’s true that snow is white’ is to express one’s belief that snow is white. That’s a distinct view from the normative expressivism discussed here.







5


Truth and Instrumental Value



5.1 The Instrumental Value-Conferral Model


We face a choice. If we opt for normativism, we can easily explain why we ought to value truth, at the cost of a theory that can’t make sense of blindspots and brightspots. If we opt for Aristotelianism, we can make sense of blindspots and brightspots, at the likely cost of giving up on object-given explanations of truth’s value.1

The Strong Virtue Theory embraces Aristotelianism and rejects object-given explanations of truth’s value. Moral assures us that Truthfulness is a virtue, but State-Given says that’s not because of the goodness truth confers on beliefs, for truth confers no such goodness.

Making the case for State-Given means making the case against the value-conferral model. However, the value-conferral model is not a single, generic view we can set aside just by affirming Aristotelianism. There are plausible, object-given explanations why we ought to be Truthful. Here are some prominent ones:

Instrumental The truth of a proposition makes believing it instrumentally good (or practically valuable, or helpful in achieving ends).

Intrinsic The truth of a proposition makes states of believing it intrinsically valuable (i.e. valuable non-derivatively or in themselves).

Regulative Epistemic Truth confers epistemic value on beliefs of a sort that explains or rationalizes our norms of rational or justified belief.

Final Epistemic Truth confers epistemic value on beliefs as realizations of the constitutive aim of inquiry.

The value-conferral model thus breaks down into several more specific models. A defence of State-Given needs to explain what is wrong with them.

In the next few chapters, I make a retail case for State-Given by arguing against each of the above versions of the value-conferral model. I also explain how the Strong Virtue Theory can preserve the intuitions that make claims like those above seem plausible. In each case, the intuition behind the value-conferral model gets something right. But what it gets right doesn’t require the value-conferral model. State-Given can accommodate it, and it can do so with only deflationary resources.

In this chapter, I address the instrumental value-conferral model. That model says propositions’ truth confers instrumental value on believing them. “Instrumental value” here is value as a means to our ends. Instrumentally valuable beliefs help us achieve our goals. We’re better able to get what we want with such beliefs than without them. I’ll argue that truth doesn’t make beliefs conducive to our ends, even though we can make some sense of the idea that true beliefs help us get what we want. Stereotypical true beliefs are better for us than stereotypical false beliefs, but that is a psychological fact about our stereotypes, not the nature of truth.

Instrumental isn’t an obvious problem for all forms of Aristotelianism. Imagine that the truth of <dogs bark> derives from the tendency of beliefs that dogs bark to guide successful action. On such a view, part of what makes (many) propositions true is that believing them poises a person to accomplish her goals. It explains the instrumental value of true beliefs as part of their causal profile, without construing truth or TRUTH as inherently normative. It also avoids the value-conferral model.

Those forms of Aristotelianism clearly go well beyond deflationary resources. They require that there be a distinctive causal profile of true beliefs, and they analyse truth in terms of that profile. My aim is to explain truth’s value on minimal assumptions about truth’s nature. So, I won’t lean on the resources of robust Aristotelian theories to make my case for State-Given.

The two most prominent arguments for the instrumental value-conferral model are the “Argument from Means-End Beliefs” and the “Dangerous Falsehoods Argument”. In the next section, I explain why they fail. I argue more directly against the value-conferral model in Section 5.3. If the model were correct, the instrumental value of our true beliefs would be implausibly overdetermined. Section 5.4 concludes the chapter with a discussion of a harmless sense in which we might think of truth as “instrumentally valuable”. In stereotypical cases, true beliefs serve us better than untrue beliefs or lack of opinion. I argue that we can account for our stereotypes without resorting to the value-conferral model.


5.2 The Standard Arguments


Some true beliefs seem conducive to our ends. Others do not. Suppose you’re in a trivia competition, and the question is, “How old was George Washington when he first owned an enslaved person?” You believe the true answer: Washington was eleven years old when he inherited his first ten enslaved people. Your belief seems obviously conducive to winning the contest. At issue, though, is not merely whether the belief will help you get what you want. The question is whether it helps you because <Washington first owned slaves when he was eleven years old> possesses truth.

The Strong Virtue Theory doesn’t require denying true beliefs are ever good for us. In denying that truth is instrumentally valuable, we are not denying we ever benefit from believing true claims. We’re denying the much stronger view that a proposition’s being true makes states of believing it conducive to our ends, and that that explains why we ought to value truth for ourselves or others.

Philosophers often take it for granted that truth, or true believing as such, is instrumentally valuable. Michael Brady calls it “uncontroversial” (Brady 2009, 265). In the Meno, Plato’s Socrates says:

[O]nly these two things, true belief and knowledge, guide correctly, and…if a man possess these he gives correct guidance. The things that turn out right by some chance are not due to human guidance, but where there is correct human guidance it is due to two things, true belief or knowledge. (99a)

William James connects truth to goodness, and especially to practical or instrumental value, in many places, including this passage from ‘Humanism and Truth’:

[The name of truth] is the inbegriff of almost everything that is valuable in our lives. The true is the opposite of whatever is instable, of whatever is practically disappointing, of whatever is useless, of whatever is lying and unreliable, of whatever is unverifiable and unsupported, of whatever is inconsistent and contradictory, of whatever is artificial and eccentric, of whatever is unreal in the sense of being no practical account.…[T]ruth saves us from a world of that complexion.

(James 1975, 48)

Michael Lynch puts the idea explicitly in terms of instrumental value:

Indeed, the most obvious reason to pursue true beliefs is that believing the truth can get us all sorts of other things we want. Believing the truth is practically advantageous. Imagine crossing the street; looking both ways, you try to estimate the speed of approaching traffic. In making this and countless other decisions, you need to get it right. Otherwise, bad things will happen, like getting run over by a bus. Believing the truth is valuable because it is a means to other ends—sturdy bridges, cures for diseases, and safety. We can sum this up by saying that truth is instrumentally good. (Lynch 2004a, 16)

Those who claim truth is instrumentally valuable recognize that true beliefs aren’t always to our benefit. Some true beliefs are bad for us. If Othello hadn’t believed the true proposition that Cassio had Desdemona’s handkerchief, he might not have killed his wife or himself. But for Oedipus’s true belief that the oracle predicted a future of murder and incest for him, he might not have fulfilled the prophecy he meant to thwart. Not all the cases are so tragic. My true belief that there’s milk in the refrigerator might lead me to a nasty surprise if the milk has spoiled, but no lives are at stake.

Some true beliefs are useless rather than harmful. As David Papineau puts it, “not all information is of practical relevance for me. It will never matter to any of my decisions if I have false beliefs about the names of the kings of ancient Assyria” (Papineau 2013, 67).

The claim that truth is always instrumentally valuable is clearly and obviously false, but Paul Horwich cautions against “overreacting” to that fact:

It is admittedly no easy matter to find the correctly qualified characterization of the phenomenon [of true beliefs tending to help to us achieve our goals]. But we should not, on that account, either deny its existence or underestimate its importance. I dare say that it’s only because of the very common practical advantages of true belief that we are even capable of belief. (Horwich 2013, 24)

What might the correct qualifications be? Horwich suggests true beliefs are “very commonly” helpful, but there are infinitely many true propositions that it would be useless to believe. And there are infinitely many false propositions that it would be harmless to believe. Horwich may have in mind the propositions we actually believe, rather than propositions in general. Very commonly, truth and usefulness coincide in beliefs we actually have. Still, it is also very common for false beliefs to help us, and for true beliefs to be useless or harmful. Even granting that true beliefs are very commonly advantageous, it is not clear that their being true is what makes them useful, or that it does so in a way that supports the value-conferral model of truth’s value.

Lynch embraces another plausible way of qualifying the claim that truth is instrumentally valuable. He says truth is “prima facie good, or always good considered by itself, or defeasibly good, or good other things being equal” (Lynch 2004a, 46).2 For instrumental value, the idea would be this: Other things being equal, or except in exceptional cases, a proposition’s truth makes states of believing it more conducive to our ends than states of not believing it. A case is “exceptional” when an unusual factor keeps truth from conferring the instrumental value it would ordinarily confer, or prevents the belief from being useful.

Another alternative is to treat the claim that truth is instrumentally valuable as a claim about what is generally the case: In general, true beliefs are instrumentally better than error or ignorance. It’s not always clear how to interpret such a claim, but Section 5.4 defends a version of it. I claim stereotypical true beliefs are more conducive to our ends than stereotypical cases of false belief or ignorance, but that has nothing to do with the nature of truth.

The “prima facie good” and “stereotypical case” approaches have different consequences. The “prima facie good” view suggests there must be something identifiably abnormal about cases in which true belief isn’t instrumentally better than error or ignorance. The “stereotypical case” view does not. Instead, it says the true beliefs we think of most readily, in the situations that come most easily to mind, are better for us than the most salient cases of false belief or ignorance. It doesn’t require intervening factors or anything objectively abnormal about cases of harmful or useless true belief. It just requires them not to be the kinds of cases that constitute our conception of stereotypical true belief.

The instrumental value-conferral model says propositions’ being true makes believing them conducive to our ends. The generalization should allow for exceptional cases, but it needs to go beyond merely describing stereotypical cases. It needs to show not just that stereotypical true beliefs are better for us than error and ignorance, but that our stereotypes reflect something about truth itself.

Recent philosophers have defended the idea that truth is instrumentally valuable in two principal ways. One is the Argument from Means-End Beliefs, and the other is the Argument from Dangerous Falsehoods. Neither of those arguments establishes its conclusion.

Here is a rough outline of the Argument from Means-End Beliefs: Whatever you might want, if you have true beliefs about how to get it, and you act on those beliefs, then you will accomplish your goals. False beliefs and states of ignorance do not have this advantage. While true means-end beliefs can logically guarantee success, false ones might guarantee failure, and ignorance provides no guarantee at all.

Alvin Goldman gives one of the clearest statements of this argument in Knowledge in a Social World:

[T]here is an important class of propositions for which it is certainly true that believing the true members of this class leads to goal fulfillment. Consider the class of means-ends propositions, which take the general form, “If I adopt means M, then I will achieve end E.” Assume that the agent values E more than anything else in the picture, that she is in a position to adopt means M if she chooses to do so, and there is no other means M* that she believes would achieve end E. Then if the agent believes the means-end proposition, she will adopt means M. Furthermore, if the means-end proposition is true and M is adopted, it follows necessarily that goal E will be achieved. So if she believes the means-end proposition and it is true, goal E will be fulfilled. This tight connection between true belief and goal fulfillment does not hold, of course, for all true beliefs, only for beliefs in means-end propositions. But there is also a general relationship in this direction to the extent that beliefs of all sorts inferentially feed into means-ends beliefs. So…there is a systematic, though not invariable, pattern of links connecting true belief to goal fulfillment.

(1999, 73–4)

Other versions of the argument appear in Goldman (1992, 164), Horwich (1998, 44–5), and Kornblith (1993).

The argument has two parts. The first is an obvious point about accomplishing your ends:

Accomplish If (i) you believe doing M will accomplish your end E, (ii) <doing M will accomplish E> is true, and (iii) you do M, then you will accomplish your end E.

Let us call a belief that doing M will accomplish E a “means-end” belief. The action M is its “specified means”, and the end E is its “specified end”. According to this line of thought, the truth of your means-end beliefs is sure to help you accomplish your goals, whatever they might be.

Accomplish concerns means-end propositions only. It says nothing about truth as a property of propositions in general. The argument’s second part aims to show that truth makes beliefs in non-means-end propositions instrumentally valuable too. It draws on a trivial point about inference:

Inference If you infer a means-end belief from a set of beliefs that are all true, and your inference is truth-preserving, then the resulting means-end belief is true.

Pretty much anything you believe can be a link in a chain of inferences leading to a means-end belief. So, the truth of non-means-end beliefs is instrumentally valuable relative to the goal of having true means-end beliefs. And since the truth of means-end beliefs is conducive to our other ends, whatever they might be, the truth of our beliefs in general is conducive to them. True beliefs are instrumentally valuable.

The Argument from Means-End Beliefs does not show that all true beliefs are, on balance, instrumentally better than all false beliefs, nor does it purport to. Rather, it just aims to show that true beliefs have some instrumental value—first, beliefs in true means-end propositions, and then beliefs that help us figure out how to accomplish our goals. Though the argument is attractive, its underlying assumptions are worth drawing out. First, for true means-end beliefs to be conducive to our ends in the way the argument claims, they must be poised to cause us to enact their specified means. Suppose it’s true that doing M would accomplish E, and suppose you believe it. Unless your belief causes you to do M, its truth is irrelevant to your success or failure. Second, the argument presupposes our actual inferential mechanisms are truth-preserving. Inference supports, at most, the claim that there is instrumental value in the combination of exclusively true background beliefs and exclusively truth-preserving inferential mechanisms. The less reliably truth-preserving our inferential mechanisms are, the less reason there is to care that the combination of true background beliefs and truth-preserving mechanisms would help us accomplish our goals.

Both the argument’s necessary assumptions are false. Strictly speaking, the belief that doing M will accomplish E does not directly cause you to do M in most cases. Some actions, especially bodily movements, are basic. We don’t do them by doing other things; we just do them. Non-basic actions are all the things we do by doing other things, from running for Senate to taking an aspirin or throwing a bull’s-eye in darts. Unless M is a basic action, though, the belief that M will accomplish E can cause M only indirectly. It directly causes the basic actions by which one can do M. Often, when we act on means-end beliefs, we implement the relevant means. But failure is possible. When you fail to implement the means, you can act on a true means-end belief and still not accomplish your goal.

Here are two examples. First, imagine your head hurts and you have the true belief that taking an aspirin will relieve your headache. Your belief may cause you to take a pill from the bottle labelled “Aspirin”. If a prankster has replaced the aspirin with sugar pills, you will have acted on a true means-end belief without accomplishing the specified end. You failed to enact the specified means. Second, suppose you are playing darts, and you believe throwing a bull’s-eye will win you a prize. When you act on that belief, you aim for the bull’s-eye, but there is no guarantee of success. You cannot infallibly throw a bull’s-eye at will. If you miss, you will have acted on a true means-end belief without implementing the specified means.

Means-end beliefs frequently do cause us to enact their specified means. We succeed in our efforts to open a door, to walk across a room, or to put away a dish. Those are the ordinary or non-exceptional cases. Other things being equal, if you want E and you believe doing M will accomplish E, you don’t just try to do M. You do it. Even in those cases, though, it’s neither clear nor trivial that the proposition’s truth makes believing it conducive to your end. Suppose a means-end belief is conducive to your ends because doing M would accomplish E. Several factors contribute to making that belief conducive to your ends. They include the causal relationship between doing M and accomplishing E, your desire for E, and the belief’s disposing you to do M. With those things fixed, though, it would be redundant to add the truth of the proposition that doing M would accomplish E. There is no explanatory work for the proposition’s truth to do that isn’t already done by M’s being such that doing it would accomplish E. So, even if true means-end beliefs tend to be conducive to our ends, it doesn’t follow that that the truth of a means-end proposition confers instrumental value on states of believing it.

The Argument from Means-Ends Beliefs also relies on Inference to explain why true non-means-end beliefs are conducive to our ends. Given true background beliefs and truth-preserving inferential mechanisms, the means-end beliefs we infer will also be true. But our background beliefs aren’t all true, and our inferential mechanisms aren’t perfectly truth-preserving. So, the argument doesn’t show much about the instrumental value of true background beliefs for creatures like us.

It’s tempting to think of our minds as imperfect implementations of an idealized, truth-preserving deduction machine. We are susceptible to performance errors, but our underlying cognitive competence is to infer true conclusions from true premises. Deviations from the ideal are unsystematic and abnormal. Our idealized competence, not our noisy performance, explains the relationship between our background beliefs and our actions. Given our idealized competence, true background beliefs lead us to true means-end beliefs and, ultimately, to the accomplishment of our goals. That’s how truth confers instrumental value on beliefs.

The image of our minds as implementing an idealized, truth-preserving deduction machine is dubious. Our cognitive capacities evolved and continue to operate under constraints an idealized machine doesn’t face. In real time, we must arrive at conclusions that interact with our other beliefs, with our cognitive, behavioural, and perceptual processes, and, ultimately, with the outside world. Our mental processes must guide our behaviour in real time and promote, or at least not hinder, our biological fitness. They have to be robust enough to work despite incomplete information, noisy information, and outright false background beliefs. Different varieties of error have different costs. Suppose food and predators are plentiful, and you glimpse movement behind a bush filled with delicious berries. The cost of mistaking something harmless for a predator is much lower than the cost of mistaking a predator for something harmless. An evolved mind prone to the former kind of mistake isn’t deviating from its competence when it concludes falsely that there’s a predator behind the bush. It’s manifesting it.

There is a gap between how our minds work and the idealization that drives the Argument from Means-End Beliefs. To narrow the gap, we could weaken the idealization: Reliably enough, we implement our plans and make truth-preserving inferences. With or without such a weakening, though, the question of truth’s causal relevance looms. Even if we usually get what we want when we act on true means-end beliefs, and even if we usually infer true means-end beliefs from true background beliefs, is truth itself playing the right causal role to bear instrumental value?

One reason to suspect not is that our success rarely hinges on any single belief. Robert Brandom offers a fine example: “the false belief that one can tan leather by boiling it with birch bark will result in practical success if it is combined with the false collateral belief that the oak in front of me is really a birch” (2009, 160–1). In the right context, a false belief can cause successful action, and a true belief can lead to disaster. Brandom’s point is not that there are exceptional cases in which circumstances overwhelm truth’s power to cause success. Rather, it’s that the “exceptions” are unexceptional. In the ordinary case, we act on our beliefs holistically, and our success depends on whether they guide us to take actions appropriate to our situation. What we do is not up to any single belief. Depending on what else you believe and the situation you are in, a given true belief might or might not help you get what you want. The deciding factor isn’t whether the belief is true, but how it fits with your other beliefs and your practical situation.

Similar worries apply to the Argument from Dangerous Falsehoods. It relies on the idea that acting on false beliefs can be harmful. Michael Lynch’s example concerns an oncoming bus: If your belief that you can cross the street without being hit by a bus is false, and you set out to cross the street, you’ll wind up getting hit by a bus. There are exceptional circumstances in which acting on a false belief is harmless or even helpful, but they are exceptions to the ordinary rule. False beliefs expose us to dangers that true beliefs help us avoid. That is supposed to make true beliefs instrumentally valuable, or at least instrumentally better than false beliefs, other things being equal.

Imagine I believe, falsely, that I can cross a certain street without being hit by a bus, but I also believe something else that is false. I think I can cross the street. In fact, a kindly bystander will stop me if I try. The first false belief is harmless, owing to the falsity of the second. Thanks to all my false believing, I’m no worse off than I would have been with the true belief that I can’t cross the street without being hit. This is just another illustration of Brandom’s point. The success or failure of our actions depends on what we believe and the circumstances in which we find ourselves, but we can’t isolate a contribution truth, as such, makes to our success.

False beliefs can be harmful in some contexts of belief and action, and they can be beneficial in others. The same goes for true ones. The Dangerous Falsehoods Argument and the Argument from Means-End Beliefs point out some salient contexts in which our success or failure hinges on the truth or falsehood of a certain belief. That doesn’t show that truth, as such, is a property of propositions that confers instrumental value on states of believing them. Defenders of truth’s instrumental value might retreat to the idea that truth is instrumentally good “other things being equal”. They might claim there’s something exceptional or unusual about helpful false beliefs or unhelpful truths. Such a move requires spelling out what those relevant “other things” are and what “being equal” amounts to, without simply assuming “normal” circumstances are those in which true beliefs, as such, help us get what we want, and false beliefs, as such, hinder us.

Things look even tougher if we’re realistic about how false beliefs actually function in our thinking. Sometimes, the false belief that p is better for us than the true belief that Not-p. Suppose I believe I live 8 miles from my office, but my belief is false. In fact, I live 8.678907 miles from my office. If I believed Not-p, my true belief would be too uninformative to do me much good. My belief that I live 8 miles from the office is false, but it helps me get to work on time and it helps me decide when to buy gas. There aren’t many situations, though, where my success or failure hinges on my believing <the distance is between my home and my office isn’t 8 miles> (without also having some other belief of the form ‘The distance is _ miles’). Not every true belief serves us better than every false belief. Often, believing a false proposition is more conducive to our ends than believing its negation.

Allan Hazlett (2013) describes in detail how ordinary, healthy humans are subject to “self-enhancement bias” and concomitant false beliefs. For example, we tend to overestimate our competence in relation to other people, and we overestimate our control over our lives. We are subject to “positive illusions” about ourselves. Though wildly inaccurate impressions of ourselves might presumably lead to “dangerously imprudent behavior”, extremely accurate opinions of one’s traits and abilities correlate with depression (Hazlett 2013, 56). The optimum is not perfect accuracy but “slight, but significant, overestimations of one’s positive traits and abilities…which are responsive to evidence and prior knowledge” (Hazlett 2013, 57). An extremely accurate opinion of yourself is not conducive to your ends, but a slight overestimation of yourself is helpful. It isn’t that we sometimes find ourselves in strange circumstances where, unpredictably, we’re better off being a little bit wrong about ourselves. To the contrary, that’s the normal case. And because it’s the normal case, we can hardly suppose accurate opinions of ourselves and our abilities are conducive to our ends “ordinarily” or “other things being equal”. They aren’t.

The Argument from Means-End Beliefs does not show that the truth of our beliefs causes our actions to succeed, other things being equal. Nor does the Dangerous Falsehoods argument show that the falsity of our beliefs causes our actions to fail, other things being equal. Our success and failure depend on an array of factors, including what else we believe and the practical context in which we act. For a belief to be conducive to our ends, it needs to fit with our other beliefs and with our practical situation in the right way. Neither argument shows that true beliefs, as such, tend to fit better than false ones.


5.3 Against Truth’s Instrumental Value


The standard arguments don’t establish that a proposition’s being true makes states of believing it conducive to our ends, other things being equal. Their problems also point to some reasons to reject the instrumental value-conferral model.

Consider these cases. In each, someone gets what they want by acting on true beliefs:

Bob: Bob wants to make leather. He has a hide and a supply of oak bark. He believes that one can make leather by boiling a hide with oak bark. He also believes that his supply of bark is oak. Both beliefs are true. Acting on his beliefs, Bob boils the hide with the bark, and he achieves his aim of making leather. (Based on Brandom 2009)

Bill: Bill wants a beer. He believes the bartender will bring him a beer if he nods. The proposition he believes is true. Acting on his belief, Bill nods, and he accomplishes his aim of getting a beer. (Based on Horwich 1998)

I will suppose that Bob and Bill are perfectly ordinary cases. There are no unusual circumstances interfering with whatever connection there might be between the truth of what Bob and Bill believe and the instrumental goodness of their belief-states. The claim that the truth of a proposition makes it instrumentally good to believe requires qualifications to rule out various easily generated exceptions to the rule. Whatever those qualifications are, they won’t rule out Bob and Bill. Bob and Bill are exactly the kinds of cases we seem to have in mind when we think about how believing the truth helps us get what we want.

I’ll also suppose the instrumental goodness of Bob and Bill’s beliefs is not overdetermined. On the instrumental value-conferral model, it’s not enough that states of believing true propositions also happen to promote our ends. The beliefs have to be conducive to our ends because those propositions possess the property of truth. Propositions’ being true has to make a difference to the instrumental goodness of believing them, and it has to be a difference that isn’t already accounted for by other considerations.

We can fully explain the instrumental goodness of Bob and Bill’s beliefs without invoking the truth of the propositions they believe. So, the instrumental value-conferral model construes the beliefs’ instrumental value as overdetermined.

As Horwich observes, we can restate Bill like this:

Bill 2: Bill wants a beer. He believes the bartender will bring him a beer if he nods. The bartender will bring him a beer if he nods. Acting on his belief, Bill nods, and he accomplishes his aim of getting a beer.

The only difference between Bill and Bill 2 is the third sentence. Bill mentions truth; Bill 2 doesn’t. As Horwich describes the case, the point of saying “The proposition Bill believes is true” is just to express:

The bartender will bring Bill a beer if he nods.

Bill 2 says the same thing more directly.

In discussing the case of Bill, Horwich is interested in the generalization that true beliefs tend to facilitate successful action. He wants to show that his version of deflationism has room for such a generalization. Horwich’s strategy is to show that explanatory appeals to truth in particular cases, such as Bill, don’t require mentioning truth. No explanatory content is lost when we restate Bill as Bill 2. Horwich thinks the generalization ‘True beliefs tend to facilitate successful action’ uses ‘true’ as a generalizing device to express the indefinitely many instances of a schema such as:

If p, then beliefs that p tend to facilitate successful action.

Chapter 3 recommends a more robust version of deflationism than Horwich’s. It would construe ‘True beliefs tend to facilitate successful action’ as employing ‘true’ to simulate primitive propositional quantification. If we had a device of primitive propositional quantification, we could treat the generalization as expressing something like:

Gen” p (If p, then beliefs that p tend to facilitate successful action)

The present issue is not whether deflationism can accommodate the generalization that true beliefs tend to promote successful action. It is whether a proposition’s being true makes states of believing it conducive to our ends. Bill 2 recapitulates Bill without loss, and without invoking the truth of the proposition Bill believes. Bill’s belief that the bartender will bring him a beer if he nods is conducive to his ends, because the bartender will bring him a beer if he nods. That’s a complete and sufficient explanation of why Bill’s belief is beneficial to him. There’s no additional explanatory work for the truth of <The bartender will bring Bill a beer if he nods> to do. Bill’s belief is good for him because of how the bartender is, not because of how the proposition is.

The case of Bill illustrates one way the instrumental value-conferral model makes the instrumental goodness of our beliefs overdetermined. Bill has a belief about the bartender. It has a measure of instrumental goodness, stemming from how it guides his actions and how the bartender is. The truth of <The bartender will bring Bill a beer if he nods> doesn’t confer additional instrumental goodness on his belief. So, on the instrumental value-conferral model, Bill’s belief gets the same instrumental value twice over. It gets it once from the truth of <The bartender will bring Bill a beer if he nods>, and it gets it again from the bartender’s being such that he’ll bring Bill a beer if he nods. Better to reject the model.

Bob illustrates a somewhat different kind of double-counting. Here is a variation on it:

Bob 2: Bob wants to make leather. He has a hide and a supply of oak bark. He believes that one can make leather by boiling a hide with birch bark. He also believes that his supply of bark is birch. Both beliefs are false. Acting on his beliefs, Bob boils the hide with the bark, and he achieves his aim of making leather.

In the variation, Bob acts on false beliefs, yet he accomplishes his aim. One moral of Bob 2 is familiar: Sometimes you can get what you want even though you’re mistaken about how things are in the world. Sometimes, you get lucky and your mistakes cancel each other out. You act on false beliefs and you accomplish your goals.

Merely gesturing at “luck”, though, can obscure why Bob’s beliefs in Bob 2 are useful to him. Bob’s false belief that you can make leather with birch bark would not have been conducive to his ends if he’d had the true belief that his bark was oak rather than birch. His false belief that it was birch wouldn’t have benefited him if he hadn’t also believed he could make leather with birch bark. The value of each belief depends on what else Bob already believes.

Bob’s success in Bob 2 isn’t due to the falsehood of his beliefs. It’s due to the fact that his beliefs jointly guide him to take certain actions that, in his practical context, will successfully accomplish his ends. His beliefs might be false, but their behavioural upshot is precisely what Bob needs to do to get what he wants.

Bob 2 is not importantly different from Bob. Bob’s true belief that you can make leather with oak bark wouldn’t have been conducive to his ends if he’d thought his bark supply was birch. His true belief that it was oak wouldn’t have benefited him if he didn’t also believe you could make leather with oak bark. The instrumental value of each belief depends on what else Bob believes. He succeeds in Bob because the behavioural upshot of his beliefs collectively is just what he needs to do, in the situation he is in, to get what he wants.

Bob’s success in Bob isn’t down to the truth of what he believes. His beliefs aren’t conducive to his ends because they’re true. They are conducive to his ends because they work together to get him to boil his hide with the bark he has. Some combinations of true beliefs will do that. So will some combinations of false ones. Another variation illustrates the unimportance of truth to the explanation:

Bob 1.5: Bob wants to make leather. He has an untanned hide and a supply of oak bark. You can make leather by boiling a hide with oak bark. Bob believes you can make leather by boiling a hide with oak bark, but he doesn’t believe he has any. He thinks he has birch bark.

In this case, Bob is not in a position to accomplish his goal. To get what he wants, he needs to give up one of his beliefs and believe something else. We might think it would be conducive to Bob’s ends to believe the truth about the bark in his supply. Replacing his false belief with that true one would help Bob make leather in his circumstances. For exactly the same reason, though, it would be conducive to Bob’s ends to believe the falsehood that one can make leather by boiling a hide with birch bark. Replacing his true belief with that false one would also help Bob make leather in his circumstances. Whichever change Bob underwent, the resulting belief would be useful to him for the same reason. He doesn’t have a set of beliefs that would guide him to do what would accomplish his aims. If his beliefs underwent either change, he would have such a set.

As Brandom emphasizes, our beliefs don’t determine our actions in isolation from one another. They work together. We succeed when our beliefs produce actions that suit our aims and the way the world is. Beliefs can be true without helping us, and they can help us even when they are false. In Bob, some true beliefs help someone accomplish his aims. The truth of the propositions Bob believes, though, isn’t playing any clear role. Their truth doesn’t determine what Bob does; that depends on his beliefs’ content, true or false. And it doesn’t determine whether he’s successful. That depends on whether what he does will produce leather and not whether the beliefs upstream from his behaviour are true.

We naturally think of our true beliefs as useful to us because they “fit” the world. By having beliefs that fit the world, we’re able to take actions that fit it too. The Bob cases reveal a prejudice in that picture. We need beliefs that fit the world and each other in ways that produce successful action. Assuming the rest of what we believe is true, additional true beliefs are apt to be helpful. But the rest of what we believe isn’t all true. We have a mess of true and nearly true and not even almost true beliefs. The truth of what we believe isn’t what makes our beliefs useful. It’s their place in a complex web of belief, behaviour, and our practical environment.

Bob is not an unusual case. Bob’s beliefs are conducive to his ends because they produce behaviour that suits his goals and circumstances. We might add that his beliefs are also true. As in Bill, though, the addendum does no explanatory work. On the instrumental value-conferral model, the truth of what Bob believes is supposed to make his beliefs conducive to his goals. But the fit among his beliefs and between them, his behaviour, his environment, and his goals already does that. Barring overdetermination, there’s nothing for the truth of what he believes to explain.


5.4 Instrumentally Valuing Truth


Some true beliefs help us, and some hurt. Some false beliefs are conducive to our aims, and some are not. Either way, what makes a belief conducive to our aims appears to derive from its relationship to our other beliefs, what they collectively cause us to do, and how well those actions suit our environment and goals. We don’t add to the explanation of a belief’s instrumental value by mentioning that the proposition believed is true.

Still, it is hard to deny that stereotypical true beliefs are instrumentally better for us than stereotypical false beliefs. Our actions result from a host of beliefs, some true and some false. We blame our failures on the false ones, and we credit our successes to the true ones, neglecting how our beliefs work together holistically to shape our behaviour. By itself, though, this is no strike against the Strong Virtue Theory. It is a psychological fact about our stereotypes for true and false believing, and about what makes the truth or falsity of beliefs salient to us. It need not have anything to do with the nature of truth itself, and it need not reflect any instrumental value true propositions confer on states of believing them.

When we deliberate about what to do, our beliefs guide our decisions. We try to do what we think would succeed if the world were as we think it is. When our actions fail, we thus naturally look to two kinds of error. One is the error of selecting an action that actually wouldn’t succeed if the world were as we think it is. The other is the error of thinking the world is other than it is. We neglect a third way things can go wrong. Sometimes we don’t succeed because we don’t believe something false it would have helped us to believe. We rarely blame our failures on the lack of a helpful false belief, for good reason. While we can take steps to correct or avoid the first two sorts of error, this third sort seems intractable. How could you seek out helpful false beliefs? There are at least three serious obstacles.

The first is the difficulty of intentional self-deception. Except in some paradoxical cases, believing that p is false rules out believing that p is true. So, it rules out believing that p. Our natural aversion to contradictory believing makes it hard to believe what we take to be false, and that makes it hard for us to intentionally set out to believe false things. Indeed, even if you do set out to believe something you take to be false, your success will have a self-undermining dimension. Once you acquire the belief, you’ll no longer think it is false.

The second obstacle is related to a trivial way inquiry aims at truth. You can’t believe a proposition while maintaining neutrality on the question of its truth. It’s incoherent to say, “I believe dogs bark, but I have no opinion on whether it’s true that dogs bark”. If you grasp BELIEVE and TRUE, you’ll see that believing something commits you to taking it to be true. Imagine you set out to believe that p if and only if it’s useful to believe that p. You’re thus setting out to take p to be true if and only if it is useful to believe p. In effect, you’re treating usefulness as the criterion of truth. Your efforts are aimed at truth just by being aimed at fixing your belief. As I argue in Chapter 8, not all inquiry involves deciding what to believe. Nevertheless, there’s no gap between deciding what to believe and deciding what’s true.

The third obstacle concerns the practical value of aiming for truth. Suppose we make useful or helpful belief our goal. How should we pursue it? A natural strategy is to figure out whether particular beliefs are useful or helpful to us, perhaps by seeing what happens or what would happen if we acted on them. But that approach is an effort to find the truth about which beliefs are useful. Another natural strategy (consistent with the first) takes into account that we select our actions based on how we think the world is. If you want useful beliefs, it makes sense to aim for an overall set of beliefs that is as comprehensive and accurate as it is practical to acquire. The beliefs you wind up with may not all be true, but aiming for truth in this way puts you in a good position to wind up with useful beliefs and thus to accomplish your goals.

The above may sound like an argument for valuing truth instrumentally, irrespective of any causal connection between true beliefs themselves and practical success. As philosophers use the term, ‘instrumentally valuable’ is ambiguous. Calling something “instrumentally valuable” can mean either that we ought to have the attitude of valuing-it-as-a-means or that it is conducive to our ends. The two are not the same.

Filippo Ferrari’s (2018) distinction between modes of valuing and types of value is helpful here. ‘Instrumentally valuable’ can refer to either. As a type of value, to be instrumentally valuable, relative to a given end, is to be conducive to that end. We might say something is instrumentally valuable in a more absolute sense when it is conducive to our overall wellbeing or to whatever we happen to value. As a mode of valuing, though, what is instrumentally valuable is whatever we have strong enough reasons to value instrumentally. Valuing something instrumentally is valuing it as a means to some further end. I might value exercise instrumentally as a means to my good health, for example.

We have reason to value truth instrumentally. Our beliefs shape our behaviour, and deciding what to believe is always deciding what is true. So, we’re bound to adopt the strategy of trying to get what we want by believing what is true. Maybe there are collections of false beliefs that would suit us as well or better, but the strategy of pursuing them isn’t open to us. That would mean that truth is instrumentally valuable in the mode-of-valuing sense. We have good reason to value truth for the sake of our other ends. None of that means the truth of propositions somehow makes states of believing them conducive to our ends.

We can value truth instrumentally without supposing anything in its nature makes true beliefs conducive to our ends. We don’t have to embrace the instrumental value-conferral model. Instead, we just need to see our interest in accomplishing our other ends, and others’ accomplishment of theirs, as giving us a reason to be Truthful.

Such a view is compatible with the Strong Virtue Theory. According to the Strong Virtue Theory, we ought to be Truthful because it is morally virtuous, and there is no further, object-given explanation of why we ought to be Truthful. Reasons to value something are not the same as explanations of why we ought to value it. The Strong Virtue Theory doesn’t deny that we have instrumental reasons to value truth. It denies that there’s an object-given explanation of why we ought to.

Virtues are traits that tend to promote the overall good better than their alternatives, and Truthfulness is such a trait. So, it’s unsurprising that we have instrumental reason to be Truthful; it promotes our ends better than its salient rivals. But the case for Truthfulness as a virtue doesn’t turn on the instrumental value-conferral model. It doesn’t presuppose that the truth of propositions makes it beneficial to believe them. Instead, it turns on how Truthfulness itself helps us to realize a society worth having.

On the instrumental value-conferral model, we ought to be Truthful because that’s a fitting response to the instrumental value a proposition’s truth confers on states of believing it. When a proposition is true, its being true helps make it the case that states of believing it promote our ends. But many true propositions are such that believing them isn’t conducive to our ends, or less conducive than believing a relevant false proposition. And even when believing a true proposition is to our advantage, the truth of the proposition doesn’t seem to play a role in making the belief-state good for us.

Nevertheless, it is unsurprising that we think of true beliefs as stereotypically conducive to our ends and of false beliefs as stereotypically bad for us. Our stereotypes aren’t driven by the instrumental goodness truth confers on belief-states. They’re driven by the facts (i) that we can’t help but choose our actions based on what we believe and (ii) that we can’t help but aim for truth in deciding what to believe. Being Truthful, though, is not just trying to get beliefs and to act on them. It involves wanting what’s true to believed, and wanting what’s believed to be true, for oneself and others. We might call truth “instrumentally valuable” in the sense that there are instrumental reasons for us to be Truthful, but that’s entirely compatible with the Strong Virtue Theory and even with a deflationary view of truth.


The True and the Good: A Strong Virtue Theory of the Value of Truth. Chase B. Wrenn, Oxford University Press. © Chase Wrenn 2023. DOI: 10.1093/oso/9780192869500.003.0005




1 This chapter incorporates, revises, and enlarges some parts of Wrenn (2010).

2 At least in (2004a), Lynch uses ‘prima facie’ as an umbrella term for all the ways of being good on his list, as well as what others might call pro tanto goodness. He does not mean ‘prima facie’ in its more epistemic sense, on which x is “prima facie” F iff we are defeasibly justified in thinking x is F, though x may in fact not be F at all.
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Truth and Intrinsic Value



6.1 Introduction


Instrumental goods are valuable because they are conducive to other goods.1 Truth, I’ve argued, doesn’t confer instrumental value on beliefs. This chapter turns to a specific type of non-instrumental value. Does a proposition’s truth make believing it intrinsically valuable?

Intrinsic goods have value that doesn’t depend on their relationships to anything else. Typical intrinsic goods are valuable by nature. They are good because of what they are. We ought to value them because that is the fitting response to their goodness.

Propositions are not beliefs. So, when we talk about “true beliefs”, we’re already talking about beliefs in relation to something else. A true belief has a true proposition as its content. Our question is not whether true beliefs are valuable independently of their relationship to their content. Our question is whether there is intrinsic value in the complex state of affairs of believing something true, and whether that value derives from the truth of what is believed.

Truth can’t be good by its nature unless it has a nature—and a fairly substantial one at that. So, deflationists should reject the view that truth is good by nature. Aristotelians more generally should reject it as well. How could truth be good “by nature” if, as Aristotelians say, its nature doesn’t involve goodness or rightness?

What goes for truth also goes for true beliefs. Suppose true propositions are good to believe, simply by virtue of their possessing truth. Such a fact needs to be grounded in something about being true, but whatever it is looks problematic from a deflationary or Aristotelian perspective.

The idea that truth is intrinsically valuable is old. William Frankena (1973, 87–9) includes truth in his catalogue of intrinsic goods. He draws special attention to the “triad of truth, goodness, and beauty, usually spelled with capital letters” as a classic list of intrinsic goods. Jonathan Kvanvig (2008) and Michael Lynch (2009a) have offered more recent defences of truth as an intrinsic good.

This chapter continues the retail case for State-Given. I argue that truth is not intrinsically valuable. A proposition’s truth doesn’t confer intrinsic value on believing it. But rejecting truth’s intrinsic value doesn’t require denying we should value it for its own sake. As I’ll explain, the intuition that we should value truth for its own sake is compatible with the Strong Virtue Theory.

I clarify what I mean by “intrinsic value” in Section 6.2. Sections 6.3 and 6.4 argue that truth is not intrinsically better than anything else. There are no intrinsic goods worse than truth. I argue in Sections 6.5 and 6.6 that the best explanation of why truth is not better than any intrinsic goods is that truth itself is not an intrinsic good. Section 6.7 concludes the chapter by explaining why none of that means we shouldn’t care about truth for its own sake.


6.2 What Is Intrinsic Value?


Philosophers are not always consistent in their usage of ‘intrinsic value’. As Michael Zimmerman (2015) points out, the guiding notion of intrinsic value is that of non-derivative value, which appears to be present in Aristotle (Nicomachean Ethics, 1094a). Some things are good because of their relations to other goods or ills. Others seem to have a kind of goodness that doesn’t depend on anything else. The latter are “intrinsic goods”. Their value is “intrinsic value”.

As with instrumental value, we can think of intrinsic value either as a matter of the source of goodness, or the mode of valuing. On the first approach, which we can associate with G. E. Moore, “the intrinsic value of X is the value that X has solely in virtue of its intrinsic nature” (Lemos 1999, 948). The other approach, which Lemos attributes to Franz Brentano, may be present in Immanuel Kant and Christine Korsgaard. It construes intrinsic value in terms of the appropriateness or fittingness of certain attitudes such as loving, desiring, respecting, or admiring something for what it is or for its own sake, rather than for the sake of something else.2

Below, I argue that the Strong Virtue Theory and deflationism are consistent with the idea that we ought to value truth for its own sake. So, on the “fitting attitude” approach to intrinsic value, they are consistent with the idea that truth is intrinsically valuable. The Moore-style approach is what might pose a problem. Truth can’t be good because of its intrinsic nature if it doesn’t have one, and we are not presupposing truth has a nature in virtue of which it might be valuable. So, let us consider what it means for truth to be “intrinsically valuable” in this Moorean sense of “good in itself”.

To call truth intrinsically valuable is not to say that, for every true proposition, it is good in itself that that proposition is true. It’s true that Russian forces have intentionally targeted civilians in Ukraine, but it’s not good in itself that they have done so. The claim that truth is intrinsically good is a claim about beliefs.

Maybe it’s good in itself to have beliefs. Then, trivially, it would be good in itself to have true beliefs, even if truth were intrinsically no better than error. To avoid triviality, the claim that truth is intrinsically valuable must mean that truth confers value on beliefs. When you have a true belief, your belief is, in that respect, better than error or lack of opinion. On its most plausible interpretation, the claim that truth is intrinsically good encapsulates a version of the value-conferral model. A proposition’s being true makes a distinctive, positive contribution to the overall value of states of believing it. That contribution is fundamental and non-derivative. It is not that truth makes beliefs better by virtue of making them more useful, for example. It is that beliefs are better just by virtue of their contents’ truth.

We can get a sense of this by comparing truth to beauty and pleasantness. Both beauty and pleasantness are plausibly intrinsic goods. Suppose I have a beautiful painting. Its beauty counts in its favour. The painting is also big enough to hide the safe where I store my beloved Kewpie doll collection. That counts in its favour too. The painting’s size counts in its favour because it makes the painting useful. Its beauty counts in its favour, though, because of what beauty is. Beauty’s value is intrinsic, but size’s value is derivative. Now imagine smelling freshly baked bread. Your experience is pleasant, and it also signifies that the bread is wholesome and fresh. Both features count in the experience’s favour, but the pleasantness counts in a non-derivative way. It makes your experience better by virtue of what pleasantness is, irrespective of any other ways the experience might be good.

Beauty counts in favour of a painting. Pleasantness counts in favour of experiences. Does a proposition’s truth likewise count in favour of states of believing it? Our question is not whether truth is an evidential reason to believe something. A proposition’s truth is at best a question-begging reason to believe it. I need a better reason to believe snow is white than “Because it’s true that snow is white”. Our question is whether a proposition’s truth, as such, contributes to the overall goodness of believing it.

The claim that truth is “intrinsically valuable” doesn’t mean believing a true proposition is always better, all things considered, than not believing it. My final days might be unbearable if I had the true belief that they are my last. If your plane is doomed to crash, you might be better off not believing the truth about when it will take off (Stich 1990). Having non-derivative value isn’t the same as being good all things considered. As in the case of instrumental value, philosophers often characterize the intrinsic value of truth in terms of true beliefs’ being “prima facie” good, good “other things being equal”, or “pro tanto good” (Lynch 2004a, 46; Grajner 2014, 351).

Jonathan Kvanvig (2008) calls truth’s goodness “unrestricted”, “unqualified”, or “unconditional”. His terms could suggest there is no limit to how good true belief is, or that truth is infinitely good, but that’s not his view. Kvanvig’s project is to explain how a proposition’s truth can make an independent, but possibly outweighed, contribution to a belief’s overall value. To avoid confusion, I will continue to use the vocabulary of intrinsic, rather than “unqualified” or “unrestricted” or “unconditional” value in discussing his view.

It isn’t always best, all things considered, to believe the truth. That doesn’t mean truth isn’t intrinsically valuable. It just means truth’s intrinsic value is finite. Truth could be intrinsically good without being more important than all other values. Acknowledging that truth’s value is finite invites us to ask how much intrinsic value truth might confer on beliefs. We can answer that question by considering a special class of true beliefs, the pointless ones.


6.3 Pointlessness


Some true beliefs benefit us. Some harm us. And some, in Kvanvig’s (2008) terms, are “pointless”. There is no value in believing a pointlessly true claim, apart from whatever value inheres in the belief itself.3 We have no reason to learn these truths, apart from the fact that they are true. Examples might include the truth about how many grains of sand are in some randomly selected handful, the truth about how many blades of grass are in my back yard, or the truth about what number is the ratio of Smiths in Smithville, TN, to the number of Joneses in Jonesboro, AR (the Smith/Jones ratio).4

Pointless truths are an important test for the claim that truth is intrinsically valuable. In believing them or not, we have nothing but truth to gain or lose. If truth is intrinsically valuable, it should be good to believe pointless truths. So, if it’s not good to believe pointless truths, truth’s value would evidently not be intrinsic. Instead, the value of believing true propositions would derive from something other than just their truth.

The number of blades of grass in my back yard is either prime or not prime. I suppose it’s a pointless truth which. No one is motivated to try to find out whether I have a prime number of blades of grass in my yard. Our lack of motivation is not a mistake. We aren’t wrong not to care. It’s not important to know the truth about this matter. Having this true belief doesn’t seem better than being ignorant or better than having a false belief. Or consider the case of Carol again (Section 3.3). It is a pointless truth for her that there is a flapple in her lunchbox. Having never considered it, she doesn’t believe it. But she hardly seems to be missing out on something good in not having that belief. Such cases appear to count against the idea that truth is good in itself.

Kvanvig argues that cases like this are misleading (2008, 209–10). We aren’t motivated to find out whether my yard has a prime number of blades of grass, but that’s just because we’re not gods. We have limited resources, and we have many more pressing concerns. Believing the truth about my grass would be good, but not good enough to divert our attention from more important things. The high costs and slight benefit of finding out give us reason not to try.

To support his view, Kvanvig cites intuitions about a case in which resources are not limited, and we have no more pressing concerns:

To imagine such a situation is to imagine a world where no practical needs are left unmet and where no limitation of cognitive power creates any need for informational content to trump any value for truths with little or no content.…[T]here is no need to favor organized theories or elegant axiomatizations based on any practical or non-epistemic interests such as efficiency for prediction and control or even the beauty of such a system.…We should ask ourselves, regarding possible individuals in such a cost-free environment, what the cognitive ideal would involve. Here [believers in the intrinsic value of truth] have millennia of theological reflection on their side. Part of the cognitive ideal, whatever else it might involve, is knowledge of all truths; omniscience for short. But for omniscience to be part of the ideal, no truth can be pointless enough to play no role at all in the story of what it takes to be cognitively ideal. (Kvanvig 2008, 209–10)

Michael Lynch makes a similar point:

There are all sorts of trivial truths that are not worth believing, given my limited intellect and time. Nonetheless, were these limits not in place—were it to be the case that believing the truth was cost-free, so to speak—then it would be good to believe all and only what is true. (Lynch 2009a, 227)

Kvanvig and Lynch hold that it may not be worth our effort to acquire numerous pointless true beliefs, but having them is still better than not. It is better to be omniscient than just to be very, very smart, even if the difference is largely a matter of having or lacking pointless true beliefs.

Here’s a variation on their reasoning. Call truths that are not pointless “important”. Imagine two beings. One is totally omniscient; it believes all and only true propositions. The other is practically omniscient; it believes all the important truths, and nearly no others.5

Total omniscience might seem importantly better than practical omniscience. It better realizes what Kvanvig calls “the cognitive ideal”. That suggests we value even pointless true beliefs over pointless ignorance.6 It supports the idea that, but for our limitations, we would be motivated to find out the truth about the blades of grass in my yard, because it is better to believe that truth than not to. Kvanvig thinks truth’s value is on the scene even for pointless truths. It just happens to be outweighed, because we have to focus on other problems when we have nothing but truth to gain. Our need to focus elsewhere does not mean truth is unimportant or worthless. It just means truth isn’t the most important thing.

Kvanvig claims his view explains why there seem to be two kinds of pointless truths. The first kind includes truths like the truth about the Smith/Jones ratio. They are trivialities we aren’t inclined to pursue. The second includes apparently pointless truths we are motivated to pursue. We explore the universe just to find out what’s there. We experiment just to see what happens. We do metaphysics. If truth’s only value comes from further good to be gained when we believe true claims, we should have no reason to pursue such research. But if truth is intrinsically valuable, we have some reason to try to discover basic truths with no promise of further benefits.

Kvanvig contrasts the view that truth is good in itself to “crass pragmatism”. The latter claims the value of believing the truth derives solely from the benefits true beliefs put us into position to obtain. Kvanvig claims crass pragmatism cannot explain why we are ever justified in pursuing pointless truths, as in some basic research. He also claims it conflicts with the intuitive superiority of total omniscience to the alternatives. In contrast, he thinks the former view, which he calls “intellectualism”, accords with our intuitions and justifies basic research.

Kvanvig doesn’t consider views on which truth is valuable for state-given, rather than object-given reasons. The Strong Virtue Theory is such a view, and it is also able to account for the pursuit of some pointless truths. Moral says that we morally ought to be Truthful, and State-Given denies that there are object-given reasons why should be Truthful.

Recall that a Truthful person wants, by default, for what is true to be believed and for what is believed to be true. She requires reasons not to pursue certain truths, but she doesn’t require special reasons to try to find things out. A truth might be pointless or trivial, and that could be a reason not to try to find it out. But it need not be a decisive reason. The more interested we are in a pointless truth, the more we might be willing to give up to learn it. Crucially, though, we need not posit value inherent in states of true belief to make sense of that. If you’re Truthful, you don’t need a pragmatic justification to look for new true beliefs. You want them by default, and the more interested you are in a topic, the harder the default is to override. The Strong Virtue Theory and Kvanvig’s “intellectualism” give competing explanations for why we should be like that. Kvanvig thinks we should be Truthful because truth is an intrinsic good. The Strong Virtue theory says we should be Truthful because Truthfulness is a moral virtue and not for any object-given reasons.

Debates over intrinsic value often come down to competing intuitions. Kvanvig supports intellectualism by appeal to the intuitions that omniscience is the cognitive ideal and that basic research into some pointless questions is worthwhile. I will now discuss some intuitive considerations against the idea that truth is an intrinsic good.


6.4 Minimal Intrinsic Value


Suppose pleasure and beauty are both intrinsic goods. You’d be a mistaken to be unwilling to pay a small price in pleasure for a great aesthetic good. For example, I should be willing to give up the pleasure of one more bite of cake to preserve the beauty of the Mona Lisa. It would also be a mistake in my valuing if I were unwilling to pay a small aesthetic price for a large hedonic gain. Imagine I have the choice between painting a competent but uninventive still life, or instead alleviating the suffering of millions who live in poverty. I’d be wrong to choose the still life.

When something is intrinsically good, there are non-zero prices you should be willing to pay for it. Truth isn’t like that. There are no prices you’d be wrong not to pay for pointless truth. If truth is an intrinsic good at all, it’s no better than any amount of any other intrinsic good.

Kvanvig and Lynch rely on the intuition that we would (or should) be motivated to learn even the dullest pointless truths, if only we had no competing interests or needs. Truth, as they describe it, is so valuable we ought to want it when it costs nothing. But that’s the merest quantum of goodness. It is indistinguishable from neutrality only in the fantastical case of someone with no cognitive limitations, no other concerns, and no other interests or needs, or someone who benefits from inquiry in ways that exactly offset the costs of pursuing it. That’s not us. We have limitations. We have concerns, interests, and needs that conflict with inquiring into all questions. If truth’s intrinsic value is invisible except when nothing else is at stake, it might as well always be invisible, and we have no reason to think truth is more important than anything else we value. If truth really is intrinsically good, what prices should we be willing to pay, in other goods, for more of it?

The intuition that total omniscience is better than practical omniscience gives no answer, unless the answer is “none”. Maybe some people are willing to pay a price for the sake of truth alone. Maybe some of them have the intuition that truth in itself is worth what they are willing to pay. But there is no clear reason to think their intuition reflects something about value of truth, as such, rather than just reflecting how strongly they happen to value truth.

I’m sure some people get satisfaction or pleasure from knowing apparently pointless truths, or from knowing certain sorts of apparently pointless truths. Sometimes, a question captures our attention. We experience, as C. S. Peirce put it, “the irritation of doubt”, and we want relief. Some readers may still wonder what the Smith/Jones ratio is. The question has come up without being answered. That can be as unpleasant as “shave and a haircut” without the concluding “two bits”. Soothing the irritation requires finding the answer.

The greater the irritation of your doubt, the more you rationally ought to be willing to pay to relieve it. And the more satisfying or pleasing you find pointless true belief, the more you should be willing to pay. Here the value of satisfaction at having the truth, or the disvalue of irritation at not having the truth does the heavy lifting. The value a proposition’s truth contributes to believing it, independently of its relation to satisfaction or irritation, does not matter. That’s not to say no one cares about truth for its own sake. Many people do, and the Strong Virtue Theory says we ought to. Taking pleasure in true beliefs, even when they are pointless, might be part of what is involved in valuing truth for its own sake. The issue is not our motivation for pursuing or maintaining pointless true beliefs. The issue is what makes them good to have (or to acquire). Does truth itself contribute?

Maybe I’m willing to endure just three seconds of mild discomfort to gain a new true belief. Maybe you’re willing to endure three minutes. I see no grounds to claim you are overvaluing truth, nor do I see grounds for you to claim I am undervaluing it. It is virtuous to value truth to some degree, but we have wide latitude in how much we value it. It is a mistake to prefer what is much worse to what is much better. So, if truth were intrinsically better than any other intrinsic goods, there would be sacrifices we ought to be willing to make for new true beliefs.

There are no non-zero prices we’d be mistaken not to pay for pointless true beliefs. So, truth isn’t intrinsically better than any other intrinsic good. If it’s an intrinsic good at all, it’s the worst of the lot.


6.5 Incommensurability


You wouldn’t be wrong to refuse any amount of discomfort to find out the Smith/Jones ratio. Imagine you have the choice between (a) total omniscience and x seconds of toothache and (b) practical omniscience with no toothache. There is no value of x such that you would be undervaluing truth not to choose (a). That’s why truth’s intrinsic value looks so staggeringly small. But maybe the appearance is misleading. Maybe this is a case of incommensurability. Maybe truth’s value is sui generis and not comparable to anything else. Truth might then seem only minimally intrinsically valuable, but only because its goodness isn’t measurable on hedonic, aesthetic, or whatever other non-alethic scales we might come up with. Then the fact that there are no hedonic, aesthetic, etc. prices we should be willing to pay for pure truth would tell us nothing about the intrinsic value of truth.

The incommensurability view is implausible. Some amounts of aesthetic or hedonic goodness clearly surpass the value of pointless truth. Given the choice between permanently ending starvation and malnutrition, or learning the Smith/Jones ratio, there should be no question but that one chooses to end starvation and malnutrition. It would be wrong to dynamite Michelangelo’s David just to see where the smithereens land. So, there are goods that are better than truth, which means that the value of truth must not be incomparable to other values after all.

Some amounts of beauty or pleasure are better than truth is in itself. There is, however, no amount of beauty or pleasure we would be wrong to forgo for the sake of acquiring a pointless true belief. That makes truth different from intrinsic goods such as pleasure or beauty. There may be no strict rate of exchange between pleasure and beauty, but it is sometimes clear that we ought to be willing to pay a small price in one for a great gain in the other. It would be a mistake to be unwilling to forgo the minuscule aesthetic value of my dull still life for the sake of a great hedonic moral good, such as permanently ending hunger and malnutrition. If the continued existence of the works of Shakespeare required me to suffer through the discomfort of wearing a two-sizes-too-small shirt for three minutes, I’d be wrong not to endure the discomfort.

There are clear cases where we should be willing to pay a price in truth for the sake of other goods. There are no clear cases in which it would be wrong not to pay a small aesthetic or hedonic price for a large gain in pointless truth. That doesn’t mean it would be wrong to pay the price, but only that doing so isn’t required, on pain of undervaluing truth itself. So, there is something like a rate of exchange for truth with respect to other goods. No positive amount of any other intrinsic good is intrinsically worse than any amount of true belief (i.e. than any number of pointless true beliefs), though individuals might care about truth enough that they are willing to make some sacrifices in other goods for the sake of truth. Since no amount of truth can exceed the value of another good, however small, truth isn’t just no better than any other good. It is worse.


6.6 Vanishing Value


I have not yet shown that truth isn’t intrinsically good. I’ve only shown that truth isn’t intrinsically better than anything intrinsically good. In this section, I’ll describe some reasons for thinking truth is intrinsically neutral. That is, truth is neither intrinsically good nor intrinsically bad.

One argument draws on the same considerations that show truth isn’t better than anything intrinsically good. If truth were intrinsically good, then accumulating more true beliefs would amount to accumulating more intrinsic value. The more true beliefs you have, the better. It would be intrinsically better to have a billion pointless true beliefs than to have just one. A single pointless true belief might not be worth ten more minutes of headache or five fewer minutes of pleasant feeling. But if truth were intrinsically good, a large enough collection of pointless truths would be. No quantity of pointless true beliefs—not ten or a hundred or a thousand or a billion—has such great total value that you would be wrong not to endure a ten-minute headache to get them. Likewise, no number of pointless true beliefs is so valuable it would be irrational not to give up five minutes of pleasant feeling for them.

We need an explanation for why there is no such quantity. The obvious explanation is that additional pointless true beliefs add no value, and they add no value because they are intrinsically neutral.7

This argument is an inference to the best explanation. The explanation it gives can’t be best if there’s independent reason to reject it. The neutrality hypothesis does conflict with some intuitions. One is the intuition that some pointless true beliefs really are worth pursuing. Another is the intuition that total omniscience is better than practical omniscience. Some people (not me) have the intuition that it is better to believe more pointless truths rather than fewer.8 Such intuitions form the core of the case for intellectualism, so I’ll call them the “intellectualist intuitions”.

Why do we have intellectualist intuitions? One possibility is that we have them because they’re true. Truth is intrinsically valuable, and we have an intuitive gasp of that fact. For the intuitions to support intellectualism, that explanation, or something close to it, would have to be the best available. If, on the other hand, our intellectualist intuitions are readily explicable without supposing truth is intrinsically good, then they are not good evidence of truth’s intrinsic value. The alternatives would undercut the support the intuitions give to intellectualism by showing we would likely have the intuitions irrespective of their truth.

I’ll outline three ways to explain our intellectualist intuitions without supposing truth is intrinsically good. They share a general approach. Our intellectualist intuitions reflect the facts that we do value truth for its own sake, and that we think we should value it for its own sake. So, we can explain the intuitions by explaining why we value truth. I’ll sketch these three plausible explanations of why we value truth for its own sake: (a) we benefit from valuing truth for its own sake, (b) we come to value truth for its own sake through a process of evaluative conditioning, (c) the truth-aim is built into the concept of belief.


6.6.1 Valuing Truth Is Good for Us


Most of us value truth for its own sake, at least a little. We’re willing to pursue some pointless truths. We’d rather be totally omniscient than practically omniscient. Those attitudes might be good for us apart from any value in true beliefs themselves. Chapter 2 outlined some ways valuing truth promotes the overall good better than Untruthfulness.

One intellectualist intuition is that some pointless truths are worth pursuing through basic research. Such research can be worth doing if it produces other benefits—such as the discovery of other, non-pointless truths or the invention of technology that is useful for other purposes. It’s a commonplace that we benefit from “spin-offs” of basic research programmes. Technological innovations made originally in the pursuit of pointless truths come into wider application and improve our lives. But spin-offs aren’t always predictable. We don’t necessarily know the beneficial side effects of basic research in advance. Arguments for funding basic research and space exploration often cite the value of such “spin-offs”.9

We also benefit in other ways from pursuing pointless truths, and thus from the motivation to pursue them. Individuals may enjoy general cognitive benefits from puzzle-solving and playing abstract cognitive games, though the evidence is unclear (Salthouse 2006). Evidence from positive psychology links cognitive virtue, such as valuing truth for its own sake, with increased life satisfaction and wellbeing (Park et al. 2004). Many of us enjoy learning, and we get feelings of satisfaction from finding answers to questions, even when the answers are otherwise pointless. (Are you still wondering about the Smith/Jones ratio?) The value of that satisfaction is easily mistaken for the value of truth.

Suppose we benefit from valuing truth for its own sake. We benefit from considering some pointless truths worth pursuing and from preferring total omniscience to the alternatives. Then it’s no surprise we think of those as the right sorts of attitudes to govern our cognitive lives—regardless of whether truth as such confers non-derivative value on beliefs. Even if truth isn’t intrinsically good, the right evaluative stance to take toward it involves valuing it, to some extent, for its own sake. Our intuitions about basic research and total omniscience are explicable as consequences of the fact that the intuitions benefit us, even if truth is not intrinsically good.


6.6.2 Value Autonomization and Evaluative Conditioning


The intellectualist intuitions could also arise from psychological processes that would operate regardless of truth’s intrinsic goodness. One such process is “value autonomization”, conjectured by Alvin Goldman and Erik Olsson (2009). It is the process whereby “a type of state that initially has merely (type-) instrumental value eventually acquires independent, or autonomous value status” (Goldman and Olsson 2009, 33). We come to treat state-types whose value derives from their conduciveness to independently valuable states as if they were valuable in themselves. Goldman and Olsson cite morally good motives as an example:

Consider the relationship between (morally) good actions and good motives. The primary locus of moral value, quite plausibly, is actions, for example, acts of duty fulfillment or acts of altruism. Actions, however, are not the only things regarded as morally good or valuable. We also value good motives, for example, a desire to help others in need or a desire to do one’s duty. Why do we value such motives? A straightforward explanation is that such motives regularly bring about corresponding actions, actions which themselves are valuable. It is therefore plausible that there is a pattern of inheritance by which value passes from certain types of actions to corresponding motive types, which regularly produce those actions. Notice that a token motive of an appropriate type is regarded as good or valuable even if it fails to produce a good action. For example, a token motive may not generate any action, because there are conflicting considerations that yield indecision. Or it might produce an action that doesn’t really assist the intended party, or isn’t really what duty requires. Despite failing to produce good consequences of a standard sort, the token motive is still good or valuable, presumably because such value is inherited from the type of which it is a token. And this value it retains autonomously, even without triggering an independently good action. 

(Goldman and Olsson 2009, 33)

By “value”, Goldman and Olsson mean ascribed value. Value autonomization doesn’t turn extrinsic goodness into intrinsic goodness. Rather, it is a process through which we come to treat extrinsic goods as if they were intrinsic goods. Value autonomization can give us intuitions as if something were intrinsically valuable, when its value is originally derivative or extrinsic.

Goldman and Olsson think value autonomization helps explain why we think even justified false beliefs are good in some way and why we think knowledge is better than justified true belief. In their view, truth is the real locus of cognitive intrinsic value. Value autonomization explains why we value justification and knowledge for their own sakes, separately from our valuing truth.

We can take the Goldman-Olsson line further. Suppose true belief is not intrinsically valuable either. Instead, there is a reliable correlation between acting on true beliefs and accomplishing one’s aims.10 Through value autonomization, we could come to see true beliefs themselves as valuable, even when they don’t help us get what we want. We could come to think of successful actions rooted in true belief as better than successful actions that aren’t. We could come to ascribe intrinsic, or independent value to truth, but that ascription is not a response to truth’s actually being intrinsically valuable. Rather, it is a response to the salience of true beliefs when we get what we want.

Goldman and Olsson do not offer direct evidence that value autonomization occurs. They offer it as a plausible conjecture. But its plausibility is strong. There are not only philosophical examples such as good motives, justified belief, knowledge, or true belief. The stereotypical bureaucrat who comes to treat useful paperwork as good for its own sake comes to mind. John Stuart Mill (1979, 35–7) gives a similar explanation for why we value virtue, wealth, and power for their own sakes, even though happiness (according to Mill) is the only intrinsic good.

Though Goldman and Olsson do not mention it, there is psychological evidence of a process very similar to value autonomization. It is the classical conditioning of attitudes,11 also called “evaluative conditioning”. When a neutral stimulus is routinely or saliently paired with a stimulus subjects like, those subjects can come to have a positive attitude toward the neutral stimulus on its own. The possibility of evaluative conditioning provides a rationale for advertisers to display products accompanied by images that are independently pleasant (De Houwer et al. 2001; Olson and Fazio 2001). When states of one kind reliably and saliently accompany states of another, independently valuable kind, the stage is set for evaluative conditioning to produce positive attitudes toward the former.12 Such conditioning could be the mechanism of value autonomization.

We can tell a plausible (but admittedly conjectural) conditioning story about our intellectualist intuitions. We are subject to a self-serving attribution bias. That bias inclines us to credit our successes to skill and true belief, rather than situational factors. It also inclines us to blame our failures on situational factors rather than our own incompetence or error.13 Our bias makes true beliefs salient when we succeed, and not when we fail. If true belief is salient when we get what we want, but not when we don’t, we should expect evaluative conditioning to give us positive attitudes toward true belief. We think pointless truths are good to believe, because we think true beliefs are good. And we think true beliefs are good because they’re salient when we get what we want. Even if truth has no intrinsic value, it is no surprise that we find ourselves caring about it for its own sake. It’s how our minds work.


6.6.3 Truth as the Internal Goal of Belief


Belief, it is sometimes said, aims at truth. Some philosophers claim this is part of the concept of belief. They say the concept of belief is the concept of a state whose job is to represent the world accurately.14 On such a view, the concept of belief is like the concept of a mousetrap. A mousetrap’s defining feature is its purpose. Mousetraps are for catching mice. The defining feature of belief is that it is for representing the world as it is.

Suppose such a view is correct. It is part of the concept BELIEF that, in forming and managing our beliefs, we aim to construct an accurate and complete representation of the world. Consequently, the truth-goal is built into the self-conscious perspective of a believer. Taking up that perspective and considering yourself as a believer requires embracing accurate representation as a normatively significant goal. The question of the goal’s intrinsic value does not arise, because adopting the perspective includes adopting the goal. Compare the case of playing chess. To adopt the self-conscious perspective of a chess player, you must take on the goal of checkmating the opponent’s king. Otherwise, you might be doing something that looks a lot like chess, but you’re not playing chess. Checkmate is not intrinsically good. But it seems intrinsically good while you’re playing chess, because it is the defining goal of the activity. In general, when we self-consciously engage in a goal-directed activity, we treat its goal as valuable for its own sake. When we value something for its own sake, we tend to think of it as valuable in itself or intrinsically. A chess player is unlikely to explain that checkmate is a worthy goal because playing chess is a worthwhile activity. She is much more likely to say it’s a worthy goal just because it’s the goal of chess, and chess is the game she’s playing. If the truth-goal helps to define belief, then truth will seem intrinsically valuable from the self-conscious perspective of a believer, even if it isn’t.

This view of belief can explain our intellectualist intuitions. A totally omniscient being achieves the defining goals of belief completely, while a practically omniscient being falls short. Furthermore (as Kvanvig is right to point out), some seemingly pointless true beliefs would increase the informational content of our set of beliefs more than others. There is a greater informational gain in measuring the universe’s rate of expansion, for example, than in applying the rule of disjunction introduction to beliefs I already hold. Plausibly, increases in informational content are increases in the completeness of our worldview. We should thus expect some pointless truths to seem more worth pursuing than others, from within the self-conscious perspective of a believer. It is not that truth is intrinsically valuable. Instead, truth is bound to appear intrinsically valuable from the perspective of a believer, just as checkmate appears intrinsically valuable from the self-conscious perspective of a chess player.

Explaining the intellectualist intuitions doesn’t require supposing truth is intrinsically valuable. We could have the intuitions because valuing truth is good for us. They could arise through evaluative conditioning. They could be built into the self-conscious perspective of a believer.

The alternatives cast doubt on the idea that the best explanation of our intuitions is that truth really is intrinsically good. A case for truth’s intrinsic goodness needs to go beyond citing our intellectualist intuitions. It needs to show we wouldn’t have those intuitions if truth were intrinsically neutral. That has not yet been shown.


6.7 Modes of Valuing, Deflationism, and the Strong Virtue Theory


A proposition’s being true doesn’t confer non-derivative value on believing it. Truth is not “intrinsically valuable” in that sense. But that doesn’t mean we should be “crass pragmatists” about truth’s value either.

Two distinctions help to show why not. One is the distinction between sources of value and modes of valuing. The other is the distinction between state-given and object-given explanations.

‘Intrinsically valuable’ is ambiguous between a source-of-value and a mode-of-valuing interpretation. On its source-of-value interpretation, the claim that truth is intrinsically valuable is false. It is the claim that truth, by its nature, makes a positive contribution to the overall value of certain beliefs or assertions. On its mode-of-valuing interpretation, it says something else. It says we should value truth, not just for the sake of other goods, but for its own sake.

The mode-of-valuing claim is true. Truthfulness is better for us than Untruthfulness. That’s a state-given reason we should cultivate it in ourselves and others. Cultivating Truthfulness is cultivating a concern for truth for its own sake, and not just for the sake of other goods. If we think of valuing something for its own sake as “valuing it intrinsically”, then there are state-given reasons why we should value truth intrinsically.

There is no conflict between a deflationary metaphysics of truth and the idea that we should value truth “intrinsically” or “for its own sake”. Such a conflict arises only if we suppose we shouldn’t value anything for its own sake unless there are object-given reasons for doing so. In this case, the object-given reason would be that truth is intrinsically valuable in the source-of-value sense. But some things are worth caring about, for their own sakes, for state-given reasons. Truth is one of them.

There is also no conflict with the Strong Virtue Theory of truth’s value. Indeed, the Strong Virtue Theory explains why we should value truth for its own sake. We should value it for its own sake because Truthfulness is relatively virtuous. Given the consequentialist account of virtue I endorse, Truthfulness is relatively virtuous because manifesting it promotes the overall good better than manifesting the salient alternative attitudes. Neither the attitude of valuing truth for its own sake nor for its virtuousness require an object-given explanation of why we should be Truthful.
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1 Parts of this chapter are drawn from Wrenn (2017).

2 Following Korsgaard, we might use ‘final value’ to indicate something is valued for its own sake, and ‘intrinsic value’ in only the source-of-goodness sense. I don’t follow that convention, mainly because it’s important to distinguish what we do value for its own sake from what we should value for its own sake. I will instead try to be clear whether I’m talking about modes of valuing or sources of value.

3 Kvanvig is not perfectly consistent in his descriptions of pointlessness. Sometimes, he writes as though a truth is pointless whenever the overall value of believing it is nil (2008, 204). That would occur when considerations other than truth exactly counterbalance whatever value there is in the belief’s truth. Sometimes, he writes as though truths are pointless when their value, considering everything relevant other than truth, is nil. Such true beliefs have no value apart from whatever value truth gives them (2008, 205). And sometimes he writes as though truths are pointless when their overall value is nil because their lack of any other value undermines whatever value they might derive from being true (2008, 208). Kvanvig might entertain these different forms of pointlessness in the service of trying to figure out whether any true beliefs really deserve to be called pointless at all. For my purposes, though, it is the second notion of pointlessness that matters: A truth is pointless when the overall value of believing it is neutral, apart from whatever difference is made by the belief’s truth.

4 Strictly speaking, the notion of pointlessness should be relativized to persons at least, and perhaps also to times. Robin Sloan’s 2017 novel, Sourdough, includes an example of why the relativization is important. A tech company in the novel sets out to count the grains of sand in the Sahara, anticipating benefits from proving they can do it. The truth about how many grains of sand are in the Sahara might be a paradigm of pointlessness, but in the right circumstances (e.g. proving your company can solve extremely difficult problems efficiently), it might not be pointless at all. For ease of exposition, I take the relativization as understood. My examples of pointless truths are things I take to be pointless for just about everyone, though it is of course possible for there to be someone for whom they are not pointless at all.

5 The practically omniscient being might know some truths that conjoin or disjoin an important truth with a pointless one. Such complex propositions might count as pointless for a being who already believes their important components. Kvanvig (2008, 210) claims knowing all the important truths requires knowing which truths are important and which are pointless, and thus knowing all the pointless truths as well. But that isn’t so. Let p be a pointless truth. A being who knows all the important truths (without pointless conjuncts), and who knows they are all the important truths, would not have to know that p is a pointless truth. Instead, she could just know that either p is a pointless truth, or not-p is a pointless truth. To know which truths are important and which are pointless, one need not know the pointless truths themselves. One need only know which questions have pointless answers.

6 Kvanvig suggests that there are theological reasons to think of omniscience as part of the cognitive ideal, but the fact that God is supposed to be omniscient (in some traditions) does not explain why omniscience is part of the ideal. Rather, the direction of explanation seems to go the other way. God is often supposed to be omniscient because omniscience is part of our cognitive ideal, and God is supposed to realize all perfections. That shows we value truth, but it does not necessarily entail that truth really is intrinsically valuable. Still, one might take the fact that so many of us value truth for its own sake as evidence that truth really is intrinsically valuable. Section 6 of this chapter addresses that concern: It is likely we would care about truth for its own sake even if it were not intrinsically valuable, so our caring about truth for its own sake is not very good evidence that it really is intrinsically valuable.

7 An explanation I won’t pursue here is that each new pointless truth is worth less than those that came before. Then adding more pointless true beliefs might add value asymptotically. I am comfortable disregarding this option because it is out of the spirit of the idea of intrinsic value. If something is intrinsically good, its goodness does not depend on its relationship to anything else. In particular, it doesn’t depend on how many other true beliefs one already has.

8 Justin Fisher has mentioned another such intuition to me in conversation: that one is mistaken to prefer a 99% percent chance of gaining a pointless true belief at no cost to a 100% chance of gaining a pointless true belief at no cost.

9 We don’t always know whether the answer to a certain question will turn out to be pointless. Some truths about the number, shape, and size of the bumps on my head are pointless. They would not have been pointless if the theories of phrenology had been correct. For part of the nineteenth century, we had not yet ruled those theories out. Given the chance that the truths about the bumps on my head might be important, it could have been worth trying to find them out. In general, sometimes there is enough of a chance that a truth will be important enough that it is worth pursuing, even though it turns out to be pointless in the end.

10 In Chapter 5, I reject that supposition because it misrepresents the holistic relationship between what we believe, the circumstances in which we act, and our success. Value autonomization doesn’t really require such a correlation, though. What it requires is a sufficient appearance of correlation for us to associate true belief with successful action. Our tendency to credit our true beliefs for our successes and our false beliefs for our failures ensures there will be such an appearance.

11 In psychology, “attitudes” are states of liking, disliking, valuing, or disvaluing.

12 See also Richard Brandt (1979, 91ff.; 1996, 27–8) for discussions of classical conditioning as a source of desires, likes, and dislikes.

13 Like much in social psychology, self-serving bias has been the matter of some debate, principally over whether it is best seen as a cognitive bias or a motivational bias. See Duval and Silvia (2002) for a recent discussion, and Gilovich (1991) for a somewhat older one. In the Blackwell Encyclopedia of Social Psychology, Miles Hewstone (1999, 75) describes the self-serving bias as “one of the most pervasive biases in social cognition”, though he also urges caution in overestimating how susceptible we are to cognitive biases generally.

14 Here are just a few recent examples of views along these lines. David Velleman (2000) contends that belief has truth as a constitutive goal. Nishi Shah (2003) disagrees, but he contends that the concept of belief is the concept of a state governed by the prescription to believe only what is true. Allen Coates (2009) argues that it is part of the nature of belief that true beliefs are good (as beliefs), and false beliefs are bad. Krister Bykvist and Anandi Hattiangadi (2007, 2013) argue against such conceptions of belief, owing to the existence of blindspots (see Chapter 4).
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Truth and Epistemic Standards



7.1 Introduction


I’ve argued that a proposition’s truth doesn’t confer instrumental or intrinsic value on it. My case for the latter rests on the observation that no amount of mere truth is so valuable that we ought to make sacrifices for it. But one might think this approach misses the point. Truth is an “epistemic” or an “intellectual” good. It’s not in the business of competing with other values, and it doesn’t demand sacrifices. Instead, we ought to value truth in our capacity as intellectual beings. We reason and form beliefs in response to evidence. Suppose we limit our focus to that aspect our lives, setting aside practical, moral, aesthetic, and other non-intellectual concerns. Even from that perspective, there is a difference between better and worse. It is better to believe there are infinitely many prime numbers than to believe there are not. In the absence of reasons to doubt your senses, it is better to believe them than to disbelieve them. The things we ought to value from the purely intellectual perspective are “epistemically valuable”. They are epistemic goods.

Several things might qualify as epistemic goods. They include understanding, knowledge, justified belief, and true belief. Plausibly, we ought to want each of them from the purely intellectual perspective. There are likewise several possible epistemic ills. They include confusion, ignorance, unjustified belief, and false belief. We plausibly ought to want to avoid those things, from the purely intellectual perspective.

This chapter and the next consider versions of the idea that truth is an epistemic good. In this chapter, I focus on the idea that truth’s value helps to explain or rationalize our epistemic standards. By ‘epistemic standards’, I mean the rules we apply in deciding what to believe or in deciding whether beliefs are justified. If truth’s value does help to explain or rationalize our standards, I’ll call it a “regulative epistemic good”. In the next chapter, I focus on the idea that truth is the constitutive goal of inquiry or reasoning. In each case, my aim is to explain why truth’s apparent epistemic value does not require a value-conferral model.

Here is how I’ll approach the issue in this chapter. Section 7.2 sketches what I will call the “regulative epistemic value-conferral model”. It claims truth confers epistemic value on beliefs, and our recognition of that value explains or rationalizes our epistemic standards. Sections 7.3 through 7.5 then consider a debate between Paul Horwich and Gurpreet Rattan on whether truth is such an epistemic good. Horwich argues that our recognition of truth’s value doesn’t explain or rationalize our epistemic standards at all, and Rattan argues that it does. Neither makes a satisfactory case. Horwich neglects the importance of truth in reflecting on our standards’ adequacy. Rattan, on the other hand, overstates its importance. In Sections 7.6 and 7.7, I outline an alternative approach to truth’s epistemic value. My alternative draws on important insights from both Horwich and Rattan, while avoiding their errors. Crucially, it accounts for truth’s role in explaining and justifying epistemic standards without resort to a value-conferral model of truth’s value.


7.2 The Regulative Epistemic Value-Conferral Model


Before sketching the regulative epistemic value-conferral model, I should address a worry about the very idea of epistemic value. Duncan Pritchard (Pritchard 2017) has argued that epistemic value is merely “attributive”, not “predicative”. By this he means that being an epistemic good is not a way of being good simpliciter. In a similar vein, being an imitation pearl isn’t a way of being a pearl, and being good at torturing people isn’t a way of being good.

If Pritchard is right, then we have a ready explanation for why other goods so easily outweigh truth. They are real goods, but truth, as a merely epistemic good, isn’t in their league. It’s good from the purely intellectual perspective, much as thumbscrews might be good from the torturer’s perspective. But it neither has nor confers value that would compete with other forms of real goodness. What’s more, truth’s epistemic value would pose no problem to Aristotelianism. We don’t have to suppose being a butterfly is inherently normative to acknowledge that butterflies are valuable from the perspective of butterfly-collecting. Likewise, we shouldn’t have to suppose truth is inherently normative to acknowledge it is valuable from the purely intellectual perspective.

Pritchard’s view is attractive, but there are also reasons to doubt it. For one thing, truth’s epistemic value seems mandatory, while butterflies’ lepidopteristic value doesn’t. Suppose someone doesn’t care about butterfly-collecting, and so she is indifferent to butterflies’ lepidopteristic value. That seems to be no defect in her. Caring about butterfly-collecting is optional for us. But now imagine someone who is indifferent to epistemic goods, such as understanding, knowledge, and (maybe) truth. Her indifference, we can suppose, is rooted in her lack of interest in reasoning or forming beliefs in response to evidence. That is, she doesn’t care about the intellectual aspect of our lives. This does seem to be a defect. It seems that she ought to care about that aspect of our lives, and so she ought to care about epistemic goods.

In defending Aristotelianism, I want to give the normativist as much ground as possible. So, I’ll make the working assumption that epistemic value is a kind of value simpliciter, and being epistemically good really is a way of being good. That assumption makes room for a value-conferral model along the following lines:

Regulative Epistemic Truth confers epistemic value on beliefs of a sort that explains or rationalizes our norms of rational or justified belief.

Here is how the model works. First, we note that our beliefs are answerable to standards of rationality or justification. Those standards indicate what we epistemically should or may believe, given our circumstances and our evidence. In doing so, they prescribe methods of forming beliefs. We should believe our senses, when we don’t have reason to doubt them. If we believe <p> and <p ⊃ q>, then we should either believe <q>, stop believing <p>, or stop believing <p ⊃ q>. We shouldn’t accept hypotheses on statistical evidence unless the evidence shows a statistically significant pattern. And so on.

Second, we note that our standards or methods could be better or worse. Adhering to good standards gives us a good chance of getting true beliefs or avoiding errors. Adhering to bad standards does the reverse. So, it is not only that our standards can be better or worse. Their quality appears to be a function of how well they promote the aim of true belief.

Last, we consider why that might be so. Why does the quality of our epistemic standards depend on how well they promote true belief? This is where value-conferral comes into the picture. When a proposition is true, its truth confers epistemic value on states of believing it. Our epistemic standards are means to the end of realizing epistemic value. So, they are means to the end of getting true belief (and avoiding untrue belief). They are better or worse depending on how well they promote true belief.

On this version of the value-conferral model, we should value truth in response to the epistemic goodness it confers on beliefs. Our valuing truth then explains and rationalizes our adherence to our epistemic standards. We adhere to them out of the desire to realize the epistemic value truth confers on beliefs. It is reasonable for us to do so insofar as it is reasonable for us to think they really do promote that goal.

Ultimately, I will defend the view that our epistemic standards answer to a more fundamental standard of truth-promotion. I will also show how we can retain that idea without resort to a value-conferral model. Paul Horwich rejects the truth-promotion standard, and I turn now to his case against it.


7.3 Horwich Against the Truth-Promotion Standard


Suppose we deploy our epistemic standards out of the desire for true belief. Horwich points out that rationalizing or justifying means to an end requires two things. We need to show that the means really do promote the end, and we need to show that the end is desirable (Horwich 2010, 68). In the case of our epistemic standards, we’d need to show that true belief is the expected outcome of adhering to them, and we’d need to show that it’s a desirable outcome. As Horwich sees it, the truth-promotion standard means we must explain or justify our epistemic standards more or less as follows:



1. We (ought to) want true beliefs (or to avoid untrue ones).

2. It’s reasonable for us to think that the beliefs recommended by standard S are true (or the beliefs S recommends against are false).

3. If it’s reasonable to think that following S’s recommendation would accomplish what we (ought to) want, then it is reasonable for us to follow S’s recommendation.

4. So, it’s reasonable for us to believe what S recommends (or not to believe what S recommends against).



Horwich objects to such an approach on two grounds. First is a circularity worry. It’s reasonable to deploy a means to an end only if it’s reasonable to think the means is good enough for accomplishing the end. So, it’s reasonable for us to deploy our epistemic standards as means to truth only if it’s reasonable for us to believe our standards are truth-promoting. It’s circular, though, to rationalize our standards of reasonable belief by citing the reasonability of believing they promote truth. It requires applying standards to assess their own reasonability. Such a circular rationalization is no rationalization at all. Note that this objection depends on no specific assumptions about truth’s nature.

Horwich’s second objection relies on specific features of truth. “Given the equivalence of ‘p’ and ‘The proposition that p is true”’, he writes:

it is hard to see any significant space between the rationality of our obeying a certain rule for acquiring beliefs and the rationality of our thinking that the beliefs we would acquire in obeying it will tend to be true. (Horwich 2010, 69)

He describes two cases, whose lesson he conjectures to be fully general.

First, consider a rule that recommends a certain belief: Believe <p>. If it’s reasonable to think this rule recommends a true belief, then it’s reasonable to believe that <p> is true. For <p> is what the rule recommends believing. But, trivially, <p> is true if and only if <p>. Anyone who has mastered TRUE will accept the inference from <<p> is true> to <p>. Consequently, if it’s reasonable to believe that <p> is true, it’s reasonable to believe <p>. So, if it’s reasonable to think the rule Believe <p> recommends a true belief, it’s reasonable to do as the rule says and believe <p> (Horwich 2010, 69 n. 12).

Horwich’s crucial point is that the desire for truth plays no role in getting us from the reasonability of thinking Believe <p> recommends a true belief to the reasonability of believing <p>. We can move directly from the reasonability of thinking the rule recommends a true belief to the reasonability of conforming to it. Premises 1 and 3 of the explanatory framework play no part in the explanation.

Second, consider a rule of inference, R. Let R(p) be an instance of R’s premise-schema, and let R(c) be the corresponding instance of R’s conclusion-schema. That is, R tells (or allows) us to infer R(c) from the premise, R(p). If it’s reasonable to believe R is truth-preserving, it’s reasonable to believe this proposition:

<If <R(p)> is true, then <R(c)> is true>.

Since <<p> is true> is trivially equivalent to <p>, it’s also reasonable to believe:

<If R(p), then R(c)>.

So, if it’s reasonable to think R is truth promoting, it’s reasonable to infer <R(c)> from <R(p)>. Again, there is no need for a mediating desire for true beliefs (Horwich 2010, 69 n. 12).

Horwich conjectures that these cases generalize (but he concedes they don’t prove the point). For any rule R, he thinks, the reasonability of believing that R is truth-promoting entails the reasonability of deploying R, with no need for a mediating desire to believe what is true rather than false.

Here is a way to sum up Horwich’s point: To explain or rationalize our epistemic standards, we don’t need to suppose that we’re justified in thinking our standards promote truth or that we want true beliefs. Trivially, if we’re justified in thinking our standards promote truth, we’re justified in believing what they recommend believing. So the desire for truth has no role to play. That same triviality undermines appeals to truth-promotion in explaining and rationalizing our standards. The reasonability of thinking an epistemic standard is truth-promoting doesn’t explain the reasonability of adhering to the standard. It is the reasonability of adhering to it.

Horwich’s reasoning relies on the trivial connection between believing <<p> is true> and believing <p>. He also holds that you can’t possess the concept TRUE without being disposed to accept, a priori, inferences from ‘<p> is true’ to ‘p’ and vice versa. And, at least for a non-pathological proposition <p>, it is hard to see how someone could possess TRUE without such a disposition. So, it seems reasonable for anyone with the concept TRUE to believe as standards she reasonably takes to be truth-promoting dictate, and the posit of a desire to believe what is true rather than false plays no role.

The trivial connection works in both directions. Believing <<p> is true> commits you to believing <p>, and believing <p> commits you to believing <<p> is true>. So, anything your standards count as reasons to believe <p> will also be reasons to believe <<p> is true>. Our standards can’t help but count themselves truth-promoting.

If Horwich is right, our desire for truth does not explain or rationalize our deployment of our epistemic standards. So, we shouldn’t think of them as means to achieving the end of true belief. And so, it might seem, truth is not a regulative epistemic good. Since our standards aren’t rationalized as means to the end of truth, we shouldn’t think of truth as essentially involved in rationalizing or explaining them.

Horwich does allow one sense, though, in which we deploy epistemic standards as means to the end of truth. We can characterize our truth-goal either as the desire to believe all and only what is true or as an increasingly strong desire for increasingly higher degrees of belief in true propositions and increasingly low degrees of belief in false ones (Horwich 2010, 58–61; see also Chapter 3). We manifest our desire for truth by trying to get answers to our unanswered questions and by trying to improve our evidence (Horwich 2010, 73). Improving our evidence can expose hidden errors. We can also expect to increase our degrees of belief in truths and to decrease our degrees of belief in falsehoods by taking more, better evidence into account. In other words, we manifest the desire for truth by engaging in inquiry—the process of deploying our standards to settle what to believe or how strongly to believe it. But the desire for truth doesn’t explain or rationalize those standards.


7.4 Rattan and Critical Reflection


Horwich finds no reason to think the desire for truth helps to motivate or explain our epistemic standards. Gurpreet Rattan (2008) claims Horwich looks in the wrong place. According to Rattan, the right place to look is in what he calls “critically reflective thinking” and the epistemic advance it represents. Consider these three situations:



(1) You see a news report online that says a hailstorm broke the City Hall skylights yesterday. You come to believe that’s what happened.

(2) You see the same online report, and you carefully apply your standards for believing such reports. You double-check that the source is not a hoax or satire website. You look the story up on a fact-checking site, and you search for other reports of the same event. In the end, you come to believe a hailstorm broke the skylights.

(3) You see the same online report, you carefully apply your standards, and you also consider whether your standards are appropriate. You consider the source’s reliability, even if it’s not a hoax or satire site, and you consider why it’s a good idea to double-check with fact-checking sites and look for other reports. You might notice that the existence of other reports is not reliable unless they are independent of the original, so you disregard reports that seem to be based on the first one you saw. In the end, you come to believe a hailstorm broke the skylights.



Even if Case (1) is sufficient for you to know a hailstorm broke the skylights, Case (2) constitutes some kind of epistemic improvement over Case (1), and Case (3) is an improvement over (2). Case (1) involves acquiring a belief unreflectively. Case (2) represents what Rattan calls “reflective thinking”. Such cases involve careful or scrupulous application of your standards. Case (3) is what Rattan would call a case of “critically reflective thinking” or “critical reflection”. In critical reflection, your epistemic standards themselves are up for evaluation and potential revision, in light of your epistemic goals (Rattan 2008, 241–3; Rattan 2010, 149).

To engage in critical reflection, we need the concept TRUE. At issue is not only what to believe, but the adequacy of our standards themselves. We can measure their adequacy by deploying more basic standards, but we’ll eventually hit the bedrock of our most basic epistemic standards, such as those that make for perceptual justification or some fundamental forms of inferential justification. We can critically reflect on those standards as well, and when we do, we hold them accountable to an even more basic standard—the standard of truth (Rattan 2008, 241).

Just applying our epistemic standards is not the same as deploying them critically. Making sense of the difference requires thinking of our standards as answerable to a further standard of truth-promotion. For example, you might simply accept your visual experience at face value. That’s just a case of applying an epistemic standard. But you might instead consider whether vision itself is reliable in general. Then you’re holding your vision accountable to the more fundamental standard of truth-promotion (Rattan 2008, 242).

TRUE lets us go beyond just accepting the conclusions our standards recommend. It enables us to think of those conclusions as true, and thus to think about how reliably our standards get us where we want to be epistemically (Rattan 2010, 150–1). Getting where we want to be epistemically is a matter of believing what is true rather than false.

Critical reflection is epistemically better than mere application of our epistemic standards. In critical reflection, Rattan thinks, we evaluate our epistemic standards with respect to our desire for truth. To rationalize our deployment of epistemic standards, we need to explain their survival under critical reflection. They survive, according to Rattan, by promoting our epistemic goal of truth. So, truth appears to be a regulative epistemic good after all. The desire for truth plays a role in explaining and rationalizing our epistemic standards by explaining their survival under critical reflection.

Rattan does not claim we rationalize our standards by grasping positive arguments that they are truth-promoting. As Horwich points out, such an argument would beg the question by employing our standards in their own justification. Instead, Rattan thinks of our basic epistemic standards as “entitlements”. Their application is in good normative standing by default, pending challenges that might show them not to serve our epistemic ends. Such challenges resemble reductio arguments. For example, they might aim to show that our standards are inconsistent or that they are bad by their own lights. Rationalizing our standards is then a matter of responding to challenges and showing where they go wrong (Rattan 2008, 243–4; Burge 1993).

This is Rattan’s answer to Horwich’s circularity worry. We can’t step outside our basic epistemic standards and reason our way to the conclusion that they are reasonable. But there is no circularity in applying our standards while turning away challenges to them. As Rattan describes it, that means answering doubts about whether our standards are truth-promoting.

Here is where the dialectic stands. Horwich argues that truth is not a regulative epistemic good. First, we can’t explain or rationalize our epistemic standards by appeal to the reasonability of thinking they promote truth. That’s circular. Second, the desire for true beliefs plays no role in explaining or rationalizing our standards. The trivial connection between <<p> is true> and <p> makes the desire for truth an explanatorily idle wheel. Rattan shifts the focus to higher-order, critical reflection on our standards. Such higher-order reflection takes the form of answering challenges to our standards, not justifying them ex nihilo. It isn’t circular to rely on our standards in answering challenges to their adequacy. What’s more, the desire for truth has a role to play. To reflect on the adequacy of our standards, we need to be able to entertain questions about their tendencies to produce true beliefs, we need to think of true beliefs as true, and we need to see the production of true beliefs as the ultimate standard to which they must answer.


7.5 Triviality’s Return


We might have any of at least these three targets in rationalizing our epistemic standards:

(T1)  Rationalizing our engagement in inquiry at all.

(T2)  Rationalizing our conformity to our epistemic standards when we inquire.

(T3)  Answering challenges to the reasonability of deploying the standards we deploy.

Horwich allows a place for the desire for truth in (T1) but not (T2). He doesn’t explicitly address (T3). Rattan focuses on (T3) or something close to it. We answer challenges to our standards by refuting arguments meant to show they are bad means to the end of truth.

Rattan is right to fault Horwich for ignoring critical reflection. Inquiry is not the only way we manifest the desire for truth. We also manifest it by critically reflecting on our standards. Truth is not the same as satisfying our epistemic standards, and wanting truth is not the same as just wanting to satisfy our standards for their own sake. If you want truth, you have an interest not only in conforming to the standards you endorse, but in endorsing standards that tend to produce true rather than untrue beliefs (Rattan 2008; Wrenn 2005). Further, as Rattan says, we can hold our standards answerable to the truth-goal without needing to step outside them and prove they are truth-promoting. We need only meet challenges to their adequacy as challenges to their truth-conduciveness.

As Rattan describes it, critical reflection is a matter of answering such challenges. But that’s not enough to escape Horwich’s triviality worries. Consider a rule of the form ‘Believe <T>’. Reasons to doubt the rule is truth-promoting are reasons to doubt that <T> is true. And, trivially, those are just reasons to doubt <T>. We can’t readily isolate doubts about whether ‘Believe <T>’ is truth-promoting from doubts about whether <T>. Doubts about the truth-conduciveness of ‘Believe <T>’ aren’t grounds to doubt the rule’s adequacy; they are doubts about the rule’s adequacy.

Reasons to doubt that an inference rule R is truth-preserving are reasons not to construe <R(p)>’s truth as a guarantee of <R(c)>’s truth, where R(p) is an instance of R’s premise-schema and R(c) is an instance of its conclusion. Again, thanks to the trivial connection between <<p> is true> and <p>, those just are reasons not to infer <R(c)> from <R(p)>. Challenges to the truth-promotion of our standards are already and automatically challenges to their reasonability. The desire for truth plays no role in framing them. Likewise, any reason not to infer <R(c)> from <R(p)> is a reason not to infer <<R(c)> is true> from <<R(p)> is true>. So, doubts about the reasonability of our standards are automatically doubts about their truth-promotion. The desire for truth plays no essential role in framing or answering such challenges.

The desire for truth thus seems not to play a role in critical reflection after all. We need to deploy TRUE to think about our epistemic standards at the right level of generality. But we don’t need to appeal to the desire for truth in explaining, or answering, challenges to the adequacy of our epistemic standards.


7.6 Reconsidering Truth’s Epistemic Value


We now face a dilemma. On the one hand, the desire for truth is inert in explaining and justifying our epistemic standards. That makes it seem that truth is not a regulative epistemic good. But on the other hand, critical reflection on our standards requires us to hold them to a general and fundamental standard of truth-promotion. That makes it seem that truth is a regulative epistemic good. And if it is, we may need the value-conferral model to explain why.

The generalizing function of TRUE (and ‘true’) resolves the dilemma. Even if it doesn’t attribute a metaphysically rich property, TRUE lets us simulate primitive propositional quantification. Any property TRUE attributes is one <p> has if and only if p. As explained in Chapter 3, such a predicate or concept lets us press our objectual quantifiers into service to express propositional generalizations.

Critical reflection is higher-order reflection. To reflect on our standards’ adequacy, we need to think along a dimension of propositional generality. We need to be able to capture both the following as instances of one generalization:

If Jack went up the hill and fell down, then Jack fell down.

If Jill won the race and was happy, then Jill was happy.

If our language had a device of primitive propositional quantification, we could express such a generalization as ‘∀”pq(p & q ⊃ q)’. Instead, we use TRUE, which lets us say (or think) things like:

∀xy(x = <p & q> and y = <q> and x is true ⊃ y is true).

TRUE lets us express the propositional generality critical reflection requires.

Even though we need TRUE for critical reflection, the desire for truth is irrelevant to rationalizing our epistemic standards. The desire for truth can motivate first-order inquiry, and it can motivate critical reflection. But it is inert in answering challenges to our standards’ adequacy. In critical reflection we don’t need TRUE because it labels a desirable property of beliefs. We need it because it is our device for semantic ascent. Thinking about challenges to our standards requires thinking along a propositional dimension of generality. A central logical function of TRUE is to mark out that dimension.

We don’t have primitive propositional quantifiers, so the truth-concept is essential to rationalizing our epistemic standards. But it isn’t essential because it attributes a property we ought, on purely intellectual and non-moral grounds, to desire in what we believe. It is essential because rationalizing our standards requires higher-order reflection on them. In such reflection, we need to deploy higher-order generalizations. The truth-predicate lets us do that.


7.7 The Strong Virtue Theory and Truth as a Regulative Epistemic Good


Truth is a regulative epistemic good in at least this sense: In critical reflection, we hold our epistemic standards answerable to the more fundamental standard of truth-promotion. What’s more, the desire for truth can motivate inquiry, including higher-order inquiry into the reliability of our standards. We can explain truth’s status in either of two ways.

One is a version of the value-conferral model. The truth of a proposition confers epistemic goodness on beliefs. We ought, from the purely intellectual perspective, to appreciate that goodness and desire true beliefs. Our epistemic standards are means to satisfying that desire, and they are better or worse depending on how well they do it.

I’ve sided with Horwich in rejecting that model. The desire for truth can motivate inquiry. It can motivate critical reflection. But it is redundant in explaining and rationalizing our epistemic standards.

We don’t need the value-conferral model to explain truth’s regulative epistemic value. When we critically reflect on our epistemic standards, we rely on the generalizing function of TRUE. As a generalizing device, TRUE lets us entertain the propositional generalizations critical reflection requires.

This latter explanation fits with the Strong Virtue Theory. It’s not that we should value truth because of the epistemic value it confers on beliefs. From the purely intellectual perspective, the trivial connection between believing <<p> is true> and believing <p> guarantees that reasons to believe <p> must be reasons to believe <<p> is true>. It guarantees that, whatever standards we deploy, we will think of them as truth-promoting, and we will hold them up to a standard for truth-promotion. The desire for truth doesn’t rationalize our standards. But it can and does motivate inquiry and critical reflection.

The question, as always, is why we should desire truth, for ourselves or others. Why should we have an attitude that motivates inquiry or critical reflection? State-Given denies that there is goodness inherent in true beliefs, to which we ought to respond by seeking them and improving out epistemic standards. Rather, we should be Truthful because Truthfulness promotes the overall good.

We need not go beyond the generalizing function of TRUE to account for its role in critical reflection. Our epistemic standards can answer to a more fundamental standard of truth-promotion even on deflationary assumptions. No object-given explanation of why we ought to value truth is required.

Have we only kicked the can down the road, though? I’ve claimed truth can be a regulative epistemic good without conferring epistemic value on true beliefs. But I’ve also agreed with Horwich that we manifest desire for truth by engaging in inquiry. When we set aside our non-intellectual concerns, though, perhaps the mandate to seek truth remains. Maybe truth is an epistemic good in the sense of being a constitutive goal of intellectual activity. And maybe that requires the value-conferral model. Such a view is Chapter 8’s target.
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Truth as the Goal of Inquiry



8.1 Introduction


Truth is a goal of inquiry. On some views, it is a constitutive or defining goal of inquiry; if your activity isn’t aimed at truth, it doesn’t count as inquiry. Michael Lynch (2009b) and Douglas Edwards (2018) also think that’s a defining feature of TRUE. It is baked into the concept of truth that truth is what inquiry aims for.

Inquiry is a paradigm of intellectual activity. We might inquire for many reasons, from idle curiosity to the desire to cure cancer or to catch a thief. But from the purely intellectual perspective, such reasons aren’t necessary. When we set aside our non-intellectual concerns, the aims of inquiry still seem worth pursuing. They are worth pursuing not just for the sake of non-intellectual ends, but for their own sake.

This suggests a way to understand truth’s epistemic value. Regardless of whether the desire for truth explains our epistemic standards, truth stands as the goal that organizes and makes sense of our intellectual activities. They are, or ought to be, aimed at getting to the truth.

If all that is right, then we might also think true beliefs have special value. They are valuable in virtue of being instances of the constitutive goal of inquiry. So, another version of the value-conferral model might tempt us: The truth of a proposition confers value on states of believing it by making them realizations of the constitutive goal of inquiry.

On such a model, true beliefs have value that is neither intrinsic nor instrumental. It is not “intrinsic” because it derives from their relationship to something else. In particular, it derives from their realizing the goal of inquiry. But it’s not instrumental because they aren’t valuable as means to the goal of inquiry; they are the goal of inquiry. We might call this sort of value “final epistemic value”. And we might think the truth of a proposition confers such value on states of believing it.

In this chapter, I will argue against that version of the value-conferral model. The model starts from the idea that inquiry, necessarily, aims at getting true beliefs. But inquiry doesn’t necessarily aim for the acquisition of true beliefs. It aims for epistemic improvement. Such improvement need not come in the form of new true beliefs, and we can inquire without trying to get any such beliefs.

My argument’s general shape is this: Suppose true belief is the constitutive goal of inquiry. If so, you couldn’t rationally and sincerely inquire as to a question Q in awareness that you know Q’s answer. But such inquiry is possible. So, true belief isn’t the constitutive goal of inquiry.

Section 8.2 outlines the argument, and Sections 8.3 and 8.4 defend its premises. Sections 8.5 to 8.8 address likely objections to the key premise that you can inquire rationally and sincerely even when you’re aware you know a question’s answer. Section 8.9 proposes an alternative conception of inquiry as aimed at epistemic improvement, rather than acquiring true beliefs. The chapter concludes in Section 8.10 by explaining how the resulting account of truth’s final epistemic value coheres with the Strong Virtue Theory and avoids robust assumptions about truth’s nature.


8.2 Against True Beliefs as the Goal of Inquiry


Inquiry is a goal-driven activity we undertake with respect to a question. It can be mundane: Where are my shoes? It can be a matter of curiosity: Is there water on the moon? It can be urgent: Is this COVID-19 vaccine effective? On a standard view, inquiry as to a question Q aims at having an answer to Q (Kelp 2014), where ‘having an answer’ means having the right kind of belief in it. Proposed accounts of “the right kind of belief” vary. C. S. Peirce suggested that inquiry simply aims believing something where you previously believed nothing. At the other extreme, Alan Millar proposes that inquiry aims at second-order knowledge—knowing that you know Q’s answer (Millar 2011). The most popular views treat having an answer as factive. To have an answer to Q is at least having a true belief in the answer. I’ll argue that the goal of inquiry isn’t to have an answer to a question, because you can rationally and sincerely inquire as to Q even when you know you have the answer already.

That’s not to say questions don’t matter to inquiry. There can be no inquiry where there is no question. The fundamental activities of inquiry as to Q involve seeking new evidence relevant to Q and trying to respond properly to that evidence. Nor is it to say that inquirers never try to get answers to questions. In paradigm cases, they do. The question isn’t whether we ever inquire because we want a certain kind of belief. The question is whether inquiry, as such, has a certain kind of belief as its constitutive aim.

Even though inquiry includes trying to respond properly to the evidence, it would also be a mistake to think of “responding properly to the evidence” as an essential and ultimate goal of inquiry. Inquiry may require trying to conform to your epistemic standards, but you need not do it for the standards’ own sake. You might do it because you want to cure cancer or catch a thief or win a trivia contest. Nor does inquiry require you to actually respond properly to the evidence, even by the lights of standards you endorse. It requires only that you try. Your efforts might fail, or you might do an awful job. But even if you inquire badly, you’re still inquiring.

My argument will employ the idea of “rationally and sincerely” engaging in an activity. ‘Sincerely’ contrasts with pretending or faking it. The relevant conception of “rational” action is broad. It’s not rational to do something that commits you to conflicting attitudes.1 It’s not rational to do something if you have no expectation of success. For example, it’s not rational to try to vote when you know it’s not election day, and it’s not rational for you to try to fill a cup you believe to be full already. Otherwise, though, if you have a high enough expectation2 that your efforts will succeed, I’ll count it as rational.

My argument also turns on the idea of “awareness” that you’ve achieved a goal or have an answer to a question. I understand awareness in terms of knowledge. You are aware you have achieved a goal if you know you’ve achieved it. You’re aware you have an answer to Q if you know you have an answer. I’ll adopt the convention of using ‘A’ to name the (complete, true) answer to Q.

I’ll state the argument generically, in terms of “having a true answer”. It won’t turn on whether “having” a true answer is believing it, knowing it, knowing you know it, or something else. Here it is:



(1) If the goal of inquiring as to a question, Q, is to have a true answer to Q, then you can’t rationally and sincerely inquire as to Q in awareness that you already have a true answer to Q.

(2) You can rationally and sincerely inquire as to a question in awareness that you already have a true answer to it.

(3) Therefore, the goal of inquiring as to a question, Q, is not to have a true answer to Q.




8.3 Sincerely and Rationally Pursuing Goals


Premise (1) derives from a more general fact. You can’t rationally and sincerely pursue a goal-state you know you’re already in. Suppose you know you’re in California. You could pretend to be “going to California”, but you can’t try sincerely to get there. To pursue a goal sincerely, you need to think of it as something you are trying to bring about. To try, though, you need to think of the goal as not yet accomplished; you can’t make something the case when it’s already so. If you know that you’re in some goal-state G, then pursuing G would involve simultaneously desiring to enter G despite knowing you’re already in it.

You could, of course, try to achieve a goal again that you achieved before. You can try to summit Everest a second time, rationally and sincerely. But you can’t try to summit Everest in awareness that you’re already there. You can also have the goal of maintaining a status. For example, I might have the goal of staying under 200 lbs. My goal could have a time limit: I am trying to stay under 200 lbs this year. I haven’t achieved that goal until the year is over, and I can’t rationally and sincerely pursue it if I know I’ve already done it. It’s too late for me to try to stay under 200 lbs in 2019. Alternatively, a goal can be open-ended. Maybe I just want to stay under 200 lbs indefinitely. It’s not clear to me that really qualifies as a goal, rather than just a state I’m motivated to maintain. But suppose it is a goal. I won’t ever really achieve it while I’m alive. Even if I’ve weighed less than 200 lbs for months, I’m not finished yet. Since I’m not finished, it wouldn’t be quite right to say I’ve achieved my goal or that I’m aware I’ve achieved it.

You can’t rationally and sincerely pursue a goal in awareness that you’ve achieved it already. Suppose a constitutive feature of X is that, in X-ing, you pursue goal-state G. Then you can’t rationally and sincerely do X in awareness that you’re already in G. I can’t try to reach the summit of Everest in awareness that that’s where I’m standing. If having a true answer is a constitutive goal of inquiry, then inquiring involves trying to get a true answer to a question. But you can’t rationally and sincerely try to get something you know you have. So, if having a true answer is a constitutive goal of inquiry, you can’t rationally and sincerely inquire as to a question whose true answer you know you have.


8.4 Inquiring When You Have the Answer


If you have the answer to Q, you have at least a true belief in Q’s answer. To show that you can inquire as to Q while knowing you have such a belief, I’ll argue that you can inquire as to Q, sincerely and rationally, while you are aware that you know Q’s answer.

It can appear that inquiry couldn’t help someone who knows she knows the answer. How can you improve on knowledge? Of course, a person who knows A could inquire as to some questions related to Q, such as “Why A?” But those are different questions, and that isn’t inquiry as to Q. So far as Q is concerned, haven’t you done as well as you possibly could if you know the answer, and you know you know it?

That line of thought works because it treats knowledge as a state that doesn’t allow epistemic improvement. It presupposes a view James Joyce (1998) calls “dogmatism”. According to dogmatism, the fundamental doxastic attitude is full belief (i.e. simply believing something, rather than believing to a certain degree or believing it with a certain level of confidence). Epistemology, from a dogmatist’s perspective, concerns what propositions are worthy of full belief, and the ideal epistemic status is knowledge—an especially desirable kind of true belief. On every candidate account of “having an answer” mentioned above, it is a kind of full belief. The usual debates about the goal of inquiry don’t concern whether it aims for a kind of full belief. They concern what kind of full belief it aims for.3

An alternative to dogmatism is “probabilism”, which James Joyce describes as the view that

any adequate epistemology must recognize that opinions come in varying gradations of strength and must make conformity to the axioms of probability a fundamental requirement of rationality for these graded or partial beliefs. (Joyce 1998, 575–6)

Probabilism focuses on degrees of belief at a finer grain than the three-way distinction among full belief, full disbelief, and withholding judgement. From the probabilist perspective, epistemic improvement means improving your degrees of belief. But how should we understand that improvement?

Joyce (1998, 585–90) follows Richard Jeffrey (1986) in thinking of degrees of belief as estimates of truth-values. Estimates differ from guesses in important ways. If I guess I have $20 in my pocket, but I have $21 instead, my guess is just as wrong as a guess of $10. But if I estimate that I have $20 in my pocket, my estimate is better than a $10 estimate, even though neither is precisely correct. I can plan a party estimating that each guest will order 2.5 drinks, even though I know it’s impossible to order half a drink. The goodness of an estimate isn’t a matter of matching its target. It’s a question of nearness to the mark. If degrees of belief are estimates of truth-value, then goodness for them is a matter of how close they are to the actual truth-values: conventionally, 1 for true propositions, 0 for false ones.

If my degree of belief in A isn’t 1 or 0, I can adjust it properly in response to new evidence. As I respond to evidence, I adjust my estimates of the truth-values of Q’s possible answers—upwards for what the evidence favours, downwards for what it counts against. I might already know A, or even know that I know A. Contemporary theories of knowledge, however, are fallibilist; they don’t make absolute subjective certainty a requirement for knowledge. I can improve my estimate of the truth-value of any proposition that I am not absolutely certain of. Since I can know A without being absolutely certain that A, knowing A can still leave room for epistemic improvement.

The main rationale for Premise (2) is that, no matter how good your epistemic position is with respect to A, if you aren’t absolutely subjectively certain that A is true (or that A is false), you can gather new information relevant to Q and respond to it appropriately. That’s inquiry. So, no matter how good your epistemic position with respect to A is, short of absolute subjective certainty, you can inquire as to Q. In particular, you can inquire as to Q while knowing you have the answer.

The point doesn’t require probabilism, but probabilism has resources for making it. So long as your credence in A is not 0 or 1, there is room to improve your estimate of A’s truth-value. To improve it, you seek new evidence and try to respond to it properly, so that your estimate is apt to shift closer to 1 if A is true and closer to 0 if it’s false.

It is worth making explicit some things I am presupposing about knowledge here. One is that knowledge, including higher-order knowledge, doesn’t require certainty. Another is that knowledge doesn’t come and go as your interests or the stakes change. For example, if you know the bank is open tomorrow, you don’t stop knowing when you get an unexpected bill and need to make an emergency deposit. Third, I assume knowing you know is rationally compatible with wanting to be more sure of the correct answer (i.e. wanting to increase your degree of belief in the correct answer to Q, whatever it is, even if it’s something you know you know).

We can call inquiry in awareness that you know the answer “knowing inquiry”. Given the above assumptions, knowing inquiry is possible whenever you know the answer to Q and you want to improve your epistemic situation. Here are some cases:

BROWN’S SURGEON: Jessica Brown (2008) describes a surgeon who knows which kidney she is supposed to remove from a patient. Her belief is based on strong evidence, the output of a suitably reliable process, safely true, a factive mental state, undefeated, un-Gettiered, and so on. Despite her knowledge, the surgeon wants to be as sure as possible before operating. So, before making the first incision, she checks the patient’s chart and confirms what she already knew: it’s the right kidney.

CONSCIENTIOUS JUROR: A juror in a capital case knows, with high confidence (say, 0.95), that the defendant is guilty. Her belief is well-justified, un-Gettiered, safely true, etc. She also knows (again, with very high confidence, say 0.95) that she knows the defendant is guilty. But it’s a very serious case. Her confidence is high, but she’s uncomfortable sending someone to die unless she is even more sure (say, unless her degree of belief is at least 0.99). So, she pays attention to the last witness’s testimony, and she asks her fellow jurors if they noticed anything she might have overlooked.4

CONFIDENT PHYSICIST: Physicists have settled on a single model of particle physics, which entails that the as-yet unobserved Particle X exists. The model is true, and it’s sufficiently well-confirmed that the physicists know the unobserved particle exists. They even know that they know it. But they would be in a better epistemic position if they observed the particle. So, they keep experimenting and inquiring into whether the particle exists. Eventually, they are successful, and their success increases their already high confidence in the model.

Each case illustrates how someone might be unsatisfied with her confidence in the answer to Q, even though she knows that she knows the answer. In such cases, it is possible to inquire as to Q. The inquiry need not be insincere or irrational. It doesn’t require pretending not to know the answer, for example. Additionally, the protagonists can inquire in the reasonable expectation of improving their epistemic positions.

Abelard Podgorski (2016) sketches some factors that can make it worth considering whether p, in cases where you already believe p. It’s worth considering whether p if it’s very important for you to be right about p, even if you already believe that p. It’s also worth considering whether p when you get access to new, significant evidence after first coming to believe that p. Podgorski’s suggestions are adaptable to knowing inquiry. Even if you’re aware that you know A, you might get access to significant new evidence, or the importance of Q might increase for you. Such situations don’t demand you to stop believing A or stop taking yourself to know A, in advance of gathering, weighing, and responding to new evidence. But they can make it reasonable to consider Q, or to inquire as to Q, by seeking relevant evidence and trying to respond to it properly.

If having a true answer were the constitutive goal of inquiry, you couldn’t sincerely and rationally inquire as to Q while knowing you know the answer to Q. But knowing the answer is compatible with seeking to improve your epistemic situation with respect to Q and its range of possible answers. So, you can inquire as to Q even in awareness that you know the answer, and having a true answer isn’t a constitutive goal of inquiry. The key step here is the observation that you can sincerely and rationally inquire while knowing the answer. So, before sketching an alternative conception of truth’s final epistemic value, I’ll address some reasons why one might reject that step.5


8.5 Sham Inquiry


In “The Fixation of Belief”, C. S. Peirce decries “sham reasoning” aimed only at making the case for the truth of a proposition you are already committed to (Peirce 1982b). He famously characterizes inquiry as a response to the “irritation of doubt”, aimed at soothing that irritation. Peirce thought of doubt itself as lacking a belief you need to guide your actions. The upshot is then a picture of inquiry like this: Real inquiry, as distinguished from sham reasoning, occurs when you find yourself without a belief to guide your action, and so you set out to get one. John Dewey (1938) took himself to be following Peirce in seeing inquiry as arising out of “problematic situations” and constituting an effort to render them unproblematic. Susan Haack (1995) also distinguishes “genuine” from “sham” inquiry along Peircean lines.

One reason to reject Premise (2), then, is the idea that inquiry properly so-called can only occur in response to a lack of belief. So-called “inquiries” prompted in any other way are counterfeits. They are just efforts to make the case for a predetermined answer. Real inquiry aims to find an answer you haven’t settled on already.

Such reasoning relies on a false dichotomy between (a) inquiring to get a belief and (b) sham reasoning to support a predetermined conclusion. It ignores the possibility of inquiring to improve your epistemic position, when you know you already have an answer. In CONSCIENTIOUS JUROR, the juror knows she knows the answer to whether the defendant committed the crime, but she is unsatisfied with her epistemic position. Her inquiry isn’t aimed at establishing the predetermined conclusion that the defendant is guilty. Instead, she hopes to increase her confidence in that conclusion if it’s true and to decrease it if it’s false. She deems the latter unlikely, but not impossible. She’s aware she knows the defendant is guilty, but she’s also aware of her fallibility. Her inquiry is neither a Peircean sham nor an effort to come to believe where belief is lacking.

Stereotypes of “sham inquiry” include political investigations and show trials with predetermined outcomes. Such activities often involve ignoring or explaining away inconvenient evidence while exaggerating the significance of evidence for the “inquirer’s” favoured conclusion. The sham is that these “inquirers” represent themselves as open to evidence when they are not. It’s not a sham just because they have an opinion from the start.

It’s not a sham to double check your work, to make sure you’re right, to reconsider your position, or to seek evidence you haven’t previously considered. An open-minded inquirer would do such things even if she knew the answer already. By doing them, she can improve her estimates of the truth-values of possible answers.


8.6 Inquisitive Attitudes


Jane Friedman (2017) claims inquiry requires an “inquisitive attitude” rationally incompatible with knowing or believing a complete answer to a question. Real inquiry, on her view, requires being curious about Q or wondering Q. To be curious or wonder, you must suspend judgement on Q’s answers. A related view holds that real inquiry requires open-mindedness about Q’s answers, and open-mindedness requires suspending judgement or at least not having a very high degree of belief.

Those views seem incompatible with Premise (2). On them, knowing A would make inquiring as to Q irrational or insincere. If you know A and inquire as to Q, either you’re adopting rationally incompatible attitudes of suspension and belief with respect to A, or you’re merely pretending not to know A while you inquire.

In fact, you can know you have the answer to a question and yet still have an inquisitive attitude or be open-minded about it. Open-mindedness isn’t the same as lacking an opinion, or even lacking a fairly firm one.

As Jonathan Adler has argued (2004), to be open-minded is to have a fallibilistic, higher-order attitude toward your opinions. If you’re open-minded, you admit you could be wrong, and you’re willing to consider evidence against what you already believe. Adler points out that open-mindedness couldn’t be an intellectual virtue if it required having no opinion. The truly open-minded person isn’t only open to persuasion on matters where she lacks firm opinions. She’s willing to consider the possibility that she’s wrong even when she knows she’s right.

Now consider “inquisitive attitudes”. Friedman argues that inquisitive attitudes such as being curious or wondering require suspending judgement. Her case turns on the semantic awkwardness of sentences with forms such as, ‘I know p, but I wonder whether p’ or ‘p, but I’m curious whether p’. Furthermore, since ‘I’m trying to find out whether p, but I’m not at all curious whether p’ also seems weird, it looks as though inquiring requires curiosity, and curiosity is incompatible with having an opinion.

Cases of knowing inquiry show that inquiring isn’t necessarily trying to find something out. It can be an effort to become more sure of a right answer you already know you have, or an effort to improve your degrees of belief. Sentences such as these are unproblematic:

p, but I’d like to be more sure whether p.

I know Jean’s spouse is having an affair, but I want to be more sure before I say anything about it. (Brown 2008; Brown 2010)

I don’t deny that trying to find out requires curiosity or wanting to know. Friedman may also be right that you can’t rationally try to find something out, be curious about it, or wonder about it in awareness that you already have the answer. But not all inquisitive attitudes are like wondering and being curious. Wanting to be more sure is an inquisitive attitude that doesn’t require suspending judgement.

I can know A with a degree of belief less than 1. When I do, I can (and generally do) acknowledge that I might be mistaken. I can be open to improving my degrees of belief, and I can desire to do so. That sort of open-mindedness or “inquisitive attitude” is not indecision or suspension of judgement. It’s fallibilism and responsiveness to evidence.


8.7 Probabilistically “Having an Answer”


I’ve argued that true belief as to Q’s answer can’t be the constitutive goal of inquiry. You can inquire as to Q in awareness that you believe (or know, or know you know) a true answer to Q. That’s because those states don’t require maximal certainty of A. Probabilism focuses on degrees of belief, though, rather than what one simply believes or not or what one simply knows or not. So, we should consider whether Premise (2) holds on a probabilistic construal of “being aware that you have a true answer to Q”.6

One might try to reconstruct “being aware that you have a true answer to Q” in terms of thresholds. You might have a true answer to Q only if your degree of belief in A both meets some threshold and exceeds your degree of belief in anything incompatible with A. Then being “aware” you have a true answer would further require having high enough confidence that you have a true answer in the above sense. Other requirements might be added, recapitulating traditional internalist or externalist conditions on knowing A.

Whatever the relevant thresholds are, they don’t require certainty. I just read an email from my department chair. He says the department will meet in room 352. My degree of belief that the department will meet in room 352 is not maximal. It’s less than my degree of belief that the department either will or will not meet, for example. Nevertheless, I’m aware that I have a true answer to “Where will the department meet?”

You can have a true answer, and be aware you have it, with confidence less than 1. So long as your degree of belief isn’t 0 or 1, you can gather evidence and try to respond to it properly. You can seek to improve your epistemic situation through inquiry. So, (2) still holds on this probabilistic construal of “being aware that you have a true answer to Q”.

A different approach dispenses with fixed thresholds of confidence for having a true answer and for being aware that you do. If you “have a true answer to Q”, then your degree of belief in A is satisfactory. That could mean you’re as confident as you want to be, or it could mean you’re as confident as you ought to want to be. Either way, you “have a true answer to Q” when your confidence in A is good enough. Likewise, you’re “aware” you have a true answer when your confidence that you have a true answer is also good enough. Maybe you can’t rationally and sincerely seek improvement when you’re aware your current state is good enough, and so you can’t rationally and sincerely inquire as to Q when you’re aware your existing confidence in A is good enough. Then Premise (2) would be false.

This is a purely verbal way of resisting (2). It renders (2) false only by building into the idea of “having an answer” that you don’t (or shouldn’t) want to be more sure. You don’t count as having an answer until you’re as sure as you want (or ought to want) to be. The manoeuvre thus obscures the philosophical point of Premise (2), which is that you can rationally and sincerely inquire as to Q no matter how confident in A you are, so long as you aren’t absolutely certain and you want to be more sure.

Some kinds of “contextualism” about knowledge work similarly to the “satisfactory confidence” account of having a true answer. They make knowing A depend on what is at stake for you. You know A when you’re in a good enough epistemic position with respect to A, given the stakes. If you’re aware that you know A, then you’re aware that you’re as confident of A as your situation demands. Again, though, it could seem that you can’t inquire rationally and sincerely in awareness your epistemic position is good enough.

Like the “satisfactory confidence” account of having an answer, such forms of contextualism obscure the point that we can always try to improve our epistemic situation when we are less than certain. Suppose I know A, by contextualist lights, and I decide I’d like to improve my estimate of A’s truth-value. My new interest in improving my estimate changes what’s at stake for me, so I no longer count as “knowing” A. This is another purely verbal response to Premise (2). It saves the idea that you can’t inquire in awareness that you know the answer, but only by revoking your status as “knowing” when you take an interest in inquiring—even though nothing else about your overall doxastic state or its connections to the outside world changes at all.


8.8 Alternative Interpretations of the Cases


For BROWN’S SURGEON, CONSCIENTIOUS JUROR, or CONFIDENT PHYSICIST to support Premise (2), their protagonists must be aware they know A, and their inquiries must be sincere and rational inquiries into Q. Doubts are possible on both fronts.7

One might be tempted to insist that the protagonists’ inquiries belie their knowledge. They don’t really know A, or else they wouldn’t inquire as to Q. But the cases are intended to stipulate, as part of their set-up, that the inquirers know A. As long as we allow for knowledge with confidence less than total, and we allow for knowledge consistent with wanting to be more sure, such a stipulation is in order.

Some people think knowing you know A requires more confidence than merely knowing A. Then if the protagonists in the cases aren’t certain, they must not be fully aware they know after all.

Even if knowing you know A requires more confidence than knowing A, we need not suppose it requires certainty. Suppose you know you have hands. Your degree of belief is quite high (say, 0.99) and you’ve met all other (fallibilist and invariantist) conditions for knowledge. Now suppose also that your confidence you know you have hands is 0.99. There is no reason this second attitude of yours can’t also meet whatever other (fallibilist and invariantist) conditions are required for knowledge. Higher-order knowledge doesn’t require absolute subjective certainty.

There is a relationship, though, between your degree of belief in A and your degree of belief that you know A. Knowledge is factive. So, your degree of belief that you know A puts a lower bound on your degree of belief in A. Your confidence that you know A shouldn’t exceed your confidence in A. (It’s reasonable, of course, for it to be less.) But so long as you’re not certain you know A, you need not be certain of A either.

Let it be stipulated, then, that the protagonists in the cases are aware they know A. Are they sincerely and rationally inquiring as to Q?

Of course, it’s possible to tell the stories in such a way that they aren’t. Someone who knows A is perfectly capable of faking inquiry into Q. Such behaviour is regrettably common. And we can spin the tales so that the protagonists’ inquiries are clearly apt to be very costly, are unlikely to improve their epistemic situation, or involve conflicting attitudes (such as wondering Q and knowing you know A). Then the inquiries would be irrational. The inquiries could be insincere or irrational, but that doesn’t mean they must be. The cases all involve protagonists who, at least at first look, rationally and sincerely seek new evidence and try to adjust their degrees of belief appropriately in response to it.

A more interesting line of response acknowledges that the protagonists are rationally and sincerely inquiring, but it denies that they are rationally and sincerely inquiring as to Q. Maybe they’re looking for answers to other questions, such as whether they know which kidney to remove, whether there is surprising new evidence, or whether they can observe a particle in a certain way.

Again, though, protagonists like those in the stories could inquire into other questions, but that doesn’t mean they must. Consider the differences between how one conducts an inquiry as to Q and an inquiry into one of the other questions in the neighbourhood. If I’m inquiring whether I know A, I might look for evidence that bears on whether I’ve been Gettiered, but it’s unlikely I would look for such evidence while inquiring as to Q. Inquiring about the existence of evidence doesn’t commit me to responding to that evidence. If I’m inquiring as to whether I can observe a particle in a certain way, a negative answer need not motivate me to try to observe it in a different set-up. In BROWN’S SURGEON, CONSCIENTIOUS JUROR, and CONFIDENT PHYSICIST, though, there’s no reason to suppose that is how the protagonists must behave. The surgeon doesn’t try to rule out being Gettiered, but she does look for evidence bearing on which kidney to remove. The juror not only seeks evidence, but plans to respond to it accordingly. The physicist is prepared to reduce her confidence in the (very unlikely, by her lights) event that the observations don’t pan out, and to try a different set-up if the particle isn’t observed in this one.

In the cases described above, we should imagine the protagonists inquiring as to Q. They are seeking evidence bearing on how to answer Q, and they are trying to respond to that evidence appropriately—even if it runs counter to what they already know.


8.9 A Different View of Inquiry’s Goal


If inquiry doesn’t aim at getting true answers to questions, what does it aim for? The answer I suggest begins with a distinction between “the goal of inquiry” and “the goals of inquiries”. The latter are the purposes for which we engage in particular episodes of inquiry on particular questions. In paradigm cases, our purpose is to get a true answer to a question. Often, we aim to get those answers not for their own sake, but because we think we need them to further our interests. But inquiry itself—the general phenomenon of which episodes of inquiry are instances—can’t have the aim of getting us new true beliefs. We can sincerely and rationally inquire even when we know we have true beliefs.

I’ve suggested that, in knowing inquiry, we aim to improve our epistemic position with respect to the possible answers to a question. Even if you already know the true answer, and you know you know it, you can still rationally and sincerely seek improvement in your degrees of belief in the question’s possible answers, including A. The protagonist in CONSCIENTIOUS JUROR wants such improvement before voting to convict, because her degree of belief is sufficient for knowledge but not for sending someone to die. I now suggest that knowing inquiry is not special in aiming at epistemic improvement. Rather, epistemic improvement is the goal of inquiry as such.

Sometimes, we want to improve our epistemic situation without much concern for how much we stand to improve it. In CONFIDENT PHYSICIST, the point isn’t to reach a specified level of confidence in the true answer, but to seize the opportunity to improve our confidence as much as we can. The physicists know the particle exists, and observing it doesn’t take them from lacking an answer to having one. Instead, after the experiment they have a better estimate of the truth-value of ‘Particle X exists’.

Sometimes we want to improve our epistemic situation in a more definite way. We might have 0.8 degree of belief in something and want to investigate until the evidence drives our confidence to 0.1 or 0.9, depending how the evidence goes. We may not conclude our inquiry until we’re confident our epistemic situation hasn’t just improved, but that it is has improved enough to justify concluding our inquiry. How much is “enough” can depend on the further reasons we care about what we’re investigating. The goal of inquiry is to improve one’s epistemic situation. The goal of this inquiry—or the goal of this inquirer on this occasion—is to improve it to a certain degree.

Inquiry’s core activities are the collection of evidence bearing on a question and the effort to respond properly to it. The goal of inquiry itself, as distinct from the goals of inquirers in particular episodes of inquiry, derives from that core activity. It is to improve our epistemic situation with respect to a question. Our epistemic situation improves when our estimates of the truth-values of candidate answers move closer to 1 for true answers and closer to 0 for false ones. Probabilists call such improvements increases in our doxastic state’s “accuracy”. Properly responding to the evidence increases the expected accuracy of our doxastic state.

The transition from lacking an answer to having one is a special case of improving your epistemic situation. Such a transition can be someone’s goal in inquiring. It is the goal of many paradigm cases of inquiry. But particular inquiries can aim for other goals, such as improving our position as much as time and money allow, achieving a desired level of confidence, or something else. There are many things inquirers might aim for, compatible with inquiry as such aiming for epistemic improvement. Typically, epistemic improvement serves as a means to achieving those goals.

Inquiry is a bit like weightlifting in this respect. Weightlifting in general aims at increasing or maintaining one’s strength. Your goal in weightlifting might be to bench press 300 pounds, to do a pull-up, to deadlift three times your body weight, or just to get as strong as you can in the time you have available for working out. The goal of a particular workout might be to increase the strength of a particular set of muscles by a certain amount. The goal of weightlifting itself puts some constraints on what your goal in weightlifting, or the goal of a workout, can be. Your weightlifting goals generally need to involve getting stronger (or at least not getting weaker) in some way—either just getting stronger indefinitely, getting strong enough to do something you want to do, or getting stronger as a means to some other end, such as weight loss or recovery from an injury. There are exceptions, though. You might just enjoy weightlifting. In that case, you adopt the goal of trying to get stronger (if at all) for the sake of the activity made possible by adopting it.

No specific degree or kind of strength is the essential goal of weightlifting. The only aim essential to weightlifting is the general aim of getting stronger or not getting weaker. That doesn’t mean your workout is successful or your weight training programme is complete as soon as you have become stronger by the least iota. Rather, it means particular instances of weightlifting, or particular weight training regimens, aim to improve strength to a degree determined by one’s reasons for wanting to get stronger.

Just as weightlifting aims to improve or maintain strength, inquiry aims to improve one’s epistemic position with respect to a question’s answer. How much improvement constitutes success or achievement of the goal in a particular case depends on why you a want to improve your position. It could be because you want knowledge or true belief. It could be because you want to be surer than you are. It could be just because you want to see how good an epistemic position you can achieve, given the other demands on your time and attention.

The constitutive aim of inquiry is not to acquire new true beliefs. Still, there is room for a sense in which truth is the aim of inquiry. As Horwich (2013) claims, we manifest the desire for truth by seeking new evidence and adjusting our degrees of belief in response to it. We want, increasingly strongly, increasingly higher degrees of belief in what is true and increasingly lower degrees of belief in what’s false. As Horwich describes it, the desire for truth amounts to the desire for accuracy. Insofar as inquiry aims to increase the accuracy of one’s doxastic state, engaging in inquiry is acting on the desire for truth. Progress in inquiry is movement closer to the ideal of believing that p to degree 1 if p and to degree 0 if not-p. So there’s a way we could think of maximum accuracy as a “goal”. It’s not the sort of goal whose achievement is success and whose non-achievement is failure, though. It’s an ideal that helps define the direction of progress. Particular episodes of inquiry might succeed or fail, not because they achieve the goal of perfect accuracy, but because they make enough progress to satisfy our reasons for inquiring.


8.10 The Strong Virtue Theory and Final Epistemic Value


For true beliefs to have final epistemic value is for them to be valuable in virtue of their special status as realizations of the goal of inquiry. The goal of inquiry, though, is not to bring about states of true belief. So, they don’t have final epistemic value. The truth of a proposition doesn’t confer final epistemic value on states of believing it; they don’t have final epistemic value.

Still, there’s a sense in which truth has final epistemic value. The aim of inquiry is to improve the accuracy of our degrees of belief, which means coming closer to the ideal of believing what is true to degree 1 and of believing what isn’t true to degree 0. When we allow for truth to be the goal of inquiry in that sense, does that mean truth has final value not accounted for in the Strong Virtue Theory? And does it require substantive assumptions about truth’s nature? The answer in both cases is no.

We humans engage in many goal-directed activities, but their goals aren’t automatically to be valued for their own sakes. Deer-hunting has the constitutive goal of killing deer. Neither killing deer, nor states of affairs of deer being dead, are good for their own sakes. Someone who hunted because she values killing for its own sake would be depraved. Being the goal of an activity doesn’t make something finally valuable unless it’s an activity whose goals we ought to embrace.

But we should care about epistemic value, and not only from the purely intellectual perspective. We ought to be the sort of people who are motivated to pursue truth through inquiry. That is not an object-given explanation of why we should want to increase the accuracy of our degrees of belief. It’s not that more accurate degrees of belief are better, and we respond to their independent betterness by inquiring. Nor should we think of inquiry as driven by appreciation of the goodness of the state of believing everything true to degree 1 and everything untrue to degree 0. That’s a state we know we can’t attain. Rather, it is morally virtuous to be Truthful, and part of being Truthful is taking an interest in increasing the accuracy of your degrees of belief. It is because we ought to be people who inquire that epistemic value is genuine form of goodness.8

While true beliefs don’t have final epistemic value, we can make sense of the idea that truth does. Inquiry aims at increasing the accuracy of our degrees of belief. That doesn’t require robust assumptions about the nature of the truth-property. It requires only that we can make sense of being more or less confident that p, and that we can make sense of wanting, in general, to be more confident that p when p and less confident that p when not-p. So, we need not make substantive, normative assumptions about truth’s nature to make sense of truth’s final epistemic value.
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1 “Conflicting attitudes” include contradictory beliefs, probabilistically incoherent degrees of belief, as well as conflicts in the presuppositions of non-doxastic states such as desire.

2 “Expectation” here is partly a matter of expected value. Given your beliefs, how likely is your action to achieve your goal, and how important is the goal to you? If it’s likely enough, and the goal is important enough (in relation to alternatives, perhaps), then it’s rational to take the action.

3 “Full belief” is not the same as having credence or degree of belief 1. To have credence 1 that p is to be certain that p. To have a full belief that p is to believe simpliciter that p. “Full belief” thus contrasts with not believing (e.g. disbelieving or having no opinion) rather than with believing to a lesser degree.

4 Brown’s (2008; Brown 2010) AFFAIR case likewise involves a protagonist who knows something but wants to be more sure before taking action.

5 Alan Millar (2011) argues that inquiry aims at knowing you know an answer rather merely at knowing an answer. But knowing you know A and knowing you know that you know A are compatible with having a degree of belief in A less than 1. So, you can seek to improve your epistemic position with respect to Q’s answers in full awareness that you know that you know A.

6 I’m grateful to Jane Friedman for encouraging me to consider these issues.

7 I am grateful to Bernard Walker for raising objections of this sort.

8 There’s a similar explanation of what is “virtuous” about so-called epistemic virtues. They are character traits we ought, from the purely intellectual perspective, to cultivate. But why should we care about that? The answer, I think, is moral. Truthfulness is a moral virtue, and it includes taking an interest in cultivating an intellectually virtuous character.
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Conclusion

The Strong Virtue Theory



9.1 Introduction


It’s not easy to make sense of truth’s nature and its value at the same time. We might say truth is just a special kind of goodness for beliefs, but that risks obscuring the connection between what’s true and the way things are. On the other hand, we could construe truth as ultimately a matter of things’ being as a proposition says they are. That risks obscuring truth’s crucial normative role in our lives. Normativist theories of truth take the former approach; Aristotelian theories take the latter.

I have defended a package deal of Aristotelianism about truth’s nature and the Strong Virtue Theory of truth’s value. This final chapter recapitulates the main argument developed in the foregoing chapters (Section 9.2). It also discusses for a final time the minimal theoretical resources necessary to make sense of the idea that we ought to be Truthful (Section 9.3). What must we assume about the nature of truth, and what must we assume about the nature of value?


9.2 Recapitulation


To be Truthful is to want to a sufficiently high degree, as a matter of character, for what is true to believed and for what is believed to be true. It’s inevitable and trivial that we want our own beliefs to be true, in some sense. Our natural curiosity guarantees we will sometimes also want to believe what’s true. Such a characterization of Truthfulness doesn’t do full justice to the fact that our beliefs come in degrees, but the required modifications are obvious. A Truthful person wants people to have higher (rather than lower or no) degrees of belief in what is true, and lower (rather than higher or non-existent) degrees of belief in what is false. Addressing the Problem of Truth’s Value is addressing the question of why we should want those things in something more than a minimal or trivial way.

The Strong Virtue Theory endorses these two principles:

Moral We morally ought to be Truthful. That is, we morally ought to want for what is true to be believed by ourselves and others and for what we and others believe to be true.

State-Given Truth is not a property of propositions that confers value on states of believing them; if we ought to value truth, it isn’t because valuing truth is a fitting response to the goodness conferred on beliefs by the truth of their contents. If true beliefs, as such, are valuable, they are valuable because we ought to want them, not vice versa.

Together, Moral and State-Given give Aristotelians a solution to the Problem of Truth’s Value without building anything normative into the nature of truth itself. It’s not because of truth’s nature that we ought to be Truthful. We morally ought to be Truthful, for Truthfulness is a virtue, but that’s all there is to say about it.

The case for the Strong Virtue Theory can be summarized as follows.

We morally ought to be Truthful rather than Untruthful. Truthfulness itself is an attitude that manifests through a range of other attitudes and dispositions. In general, and allowing for exceptions, those attitudes and dispositions promote the overall good better than the contrasting attitudes of Untruthfulness. We’re better off, individually and collectively, if we’re open-minded, curious, forthright, and forthcoming with information than if we’re closed-minded, incurious, deceptive, and withholding. Truthfulness promotes our individual and collective flourishing. It is part of being a cooperative member of society, and it helps to make our society worthy of cooperation. It is, given virtue consequentialism, a moral virtue. We ought to be Truthful because Truthfulness promotes the good.

Moral alone doesn’t solve the problem. Moral gives a state-given explanation of why we ought to be Truthful, but it doesn’t entail that no object-given explanations are available. Normativism offers an object-given explanation: Part of what it means for a proposition to be true is for states of believing or acts of asserting it to be good in a certain way (such that valuing truth is a fitting response to that goodness). That’s not the only possible object-given explanation. A proposition’s being true could confer value on states of believing it, and Truthfulness could be a fitting response to such value. Aristotelian theories would then owe an explanation of how truth could confer such value, given its non-normative nature.

But normativism is untenable. It says that to be true is, in part, to be good to believe, and to be false is, in part, to be bad to believe. Blindspots and brightspots show that goodness to believe can’t be built into truth itself. Some blindspots are true, but it’s impossible for a state of believing one to be good in the distinctive way true beliefs are supposed to be. Likewise, some brightspots are false, but there can be no alethic deficiency in believing one.

Truth isn’t instrumentally valuable, but stereotypical true beliefs are. Some Aristotelian accounts allow for the idea that true beliefs, as such, promote our aims. Given their resources, we might cite practical reasons why we ought to value truth. But such manoeuvres are unnecessary, because true beliefs, as such, don’t promote our aims. For a belief to promote our aims, it has to fit properly with both the way the world is and the rest of what we believe, so as to guide our actions to successful conclusions. When a belief that promotes our aims is true, the truth of the proposition believed plays only a trivial explanatory role. You might find your keys because you believe they are on the table, and that’s where they are. The additional claim that it’s true that they are on the table is an explanatorily idle wheel. Nevertheless, we naturally credit our successes to our true beliefs and blame failures on false ones. Our stereotype of true believing coincides with promoting our ends, and our stereotype of false believing coincides with the reverse. That’s a feature of our stereotypes, but not of truth itself.

If truth confers non-instrumental value on beliefs, it’s hard to see what it could possibly be. True beliefs aren’t intrinsically better than anything else that’s intrinsically good, and the best explanation is that truth as such is intrinsically neutral. Truth doesn’t confer regulative epistemic value on beliefs, for the desire for truth doesn’t play a role in justifying or rationalizing our epistemic standards, even in critical reflection. That’s not to say that we don’t hold our standards to a higher standard of truth-promotion, but only that doing so means evaluating them along a dimension of generality we grasp through the concept TRUE. Nor do true beliefs, as such, have final epistemic value by virtue of being realizations of the goal of inquiry. Inquiry aims for epistemic improvement, not at getting true beliefs. Truth is the goal of inquiry only in the sense that inquiry aims to improve our degrees of belief by making them more accurate. But accuracy’s role in inquiry is not the right sort to support an object-given explanation of why we ought to be Truthful.

So, there’s likely not an object-given explanation of why we ought to be Truthful. If there were one, then we ought to be Truthful because of some independent value that inheres in states of true belief. Such value would have to be instrumental or non-instrumental. It isn’t instrumental, and it isn’t non-instrumental in any of the most frequently cited ways. Maybe there’s some other kind of non-instrumental value I haven’t addressed here. I can’t rule that out as a matter of logic, and I don’t have a master argument showing that true belief, as such, can’t have any non-instrumental value at all. (At least, I have no such argument that doesn’t also presuppose Aristotelianism.) However, there is much reason to be sceptical. Aristotelianism sits ill with the value-conferral model. To the extent we find Aristotelianism about truth independently plausible (or normativism implausible), we should be doubtful that the truth of a proposition confers non-instrumental value on states of believing it. The best candidates for the special non-instrumental value conferred by truth don’t hold up to scrutiny. It’s now up to those who think there are object-given reasons we ought to be Truthful to say what those reasons are.

The Strong Virtue Theory solves the Problem of Truth’s Value. Or, more carefully put, the Strong Virtue Theory is a strong contender to solve the problem. Moral and State-Given are well-motivated and plausible principles. Together, they provide an account of truth’s value that is consistent with Aristotelianism, and Aristotelianism is preferable to normativism about truth’s nature.

I have not yet addressed the question of whether the Strong Virtue Theory is the only viable Aristotelian solution to the Problem of Truth’s Value. I turn to that now.


9.3 Alternative Theories and Minimal Theoretical Resources


I have spoken, somewhat loosely, as if the Strong Virtue Theory consisted of just the conjunction of Moral and State-Given. In fact, it includes slightly more. It includes the idea not only that we morally ought to value truth, but that we ought to do so in the sense that Truthfulness is a moral virtue. And, in my preferred version of the view, Truthfulness qualifies as a moral virtue because it better promotes the overall good than salient alternative traits.

Such looseness is excusable, I hope, because most moral theories will agree that, in general, we ought to have attitudes and dispositions that promote the overall good. They’ll agree to that much even if they don’t label such traits as “virtues” or ultimately treat promoting the overall good as morality’s fundamental concern.

The Strong Virtue Theory is just one moral theory of truth’s value. It focuses on the virtue of Truthfulness. For all I’ve said here, there might be other morally laudable aspects of Truthfulness, besides its status as a consequentialist virtue. If so, all the better! I have not aimed to give a restrictive account of the state-given moral reasons why we ought to be Truthful. My aim has been to show that (a) there are some such reasons, but (b) there aren’t any object-given ones, or at least none that we’ve found yet.1

I’ve also tried to develop an account of truth’s value that fits the widest possible range of Aristotelian theories, and in particular with deflationary theories of truth. Every Aristotelian theory faces some version of the Problem of Truth’s Value, but it’s especially salient for deflationism. How could it be that we ought to value truth as such, unless truth itself is a real feature in common among all and only true propositions?

I consider myself a deflationist, but I’ve adopted a methodological deflationism for the purposes of this book. I have tried to build an account of truth’s value that does without strong assumptions about the nature of truth and is compatible with the deflationists’ rejection of truth as a substantial property. In arguing for the account, I have relied on aspects of the logical function of ‘true’ (or TRUE). Non-deflationist Aristotelians are apt to think there’s more to truth than those logical functions, but they probably won’t deny that ‘true’ has them. Few would deny ‘The cat is on the mat’ implies ‘It’s true that the cat is on the mat’, and vice versa. I have tried to see how far we can get in explaining truth’s value while focusing on the logical common ground among Aristotelian theories.

That common ground turns out to be less common than we might at first have imagined. Deflationists need to make sense of generalizations involving ‘true’, without construing ‘true’ as a predicate designating a substantial property in common among all true propositions. To do that, they have options. Horwich’s approach exemplifies a popular course. He says generalizations using ‘true’ express collections of their truth-free instances. As argued in Chapter 3, that approach is too weak to make sense of the attitude of valuing truth as such. An alternative kind of deflationism construes ‘true’ as a device that lets us simulate primitive propositional quantification. The solution to the Problem of Truth’s Value offered here thus requires a more robust deflationism than Horwich’s minimalism, but it doesn’t require thinking of truth as a substantial property.

The minimum resources for solving the Problem of Truth’s Value thus appear to be just these: First, we need to think of truth in a way that permits ‘true’ to help simulate propositional quantification. Second, we need to suppose we morally ought to cultivate attitudes and dispositions that promote the overall good better than their salient alternatives. That’s enough to explain why we ought to be Truthful.

I regret that I haven’t been able to address one further question in this book. How should we be Truthful? We all tend to think of ourselves as basically morally good enough, so it’s unlikely many of us reflect on ourselves and think we aren’t as Truthful as we ought to be. But it’s obvious that a lot of people ought to be a lot more Truthful than they are. Fortunately, philosophers are paying increasingly more attention to the problems of identifying and ameliorating one’s own epistemic failings. A lesson of this book is that such projects are morally significant, and we ought to take an interest in them.
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1 Theories that retain State-Given but replace Moral with another account of why we ought to value truth are also possible. For example, one might hold that it is intellectually virtuous to be Truthful, but the intellectual virtue of Truthfulness is fundamental and prior to the value of true beliefs themselves. Given that intellectual virtues are virtues simpliciter, that theory might solve the problem. I don’t mean to foreclose the possibility of such a view. However, I am not yet convinced that “intellectual virtues” are virtues full stop. It is at least less controversial to presuppose that moral virtues are virtues full stop, so I have focused on them here.
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