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      For Paige and Jack

      ’Tis a fearful thing

      to love what death can touch.

    
  
    
      
        We should value liberty more highly than mental health, no matter how defined.

        —Thomas Szasz
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        Preface

      
      This is a book forged in tragedy.

      Late in the evening of December 20, 2018, I received a phone call from my father. When I saw his name pop up on the caller ID, my heart sank. Call it a premonition, but I knew why he was calling. When I picked up the phone and heard his voice crack over the receiver, my worst fears were confirmed. My younger sister, Paige, was dead. She had taken her own life only a few hours prior, less than two weeks after her twenty-second birthday.

      My sister’s death—as are all suicides—was a shock. But it didn’t strike out of the blue. This was a young woman who had struggled with the effects of a significant childhood trauma for most of her short life and was never able to find relief. Throughout her troubled journey in the world, my sister was supported by her family and a multitude of mental health professionals who used every tool at their disposal to alleviate her suffering. My sister had access to the best psychiatrists my parents could find; she spent months recovering in renowned inpatient clinics run by celebrated doctors; she grew up in a stable home with two loving parents; she was surrounded by friends she had known since childhood; and she had a lifelong confidant in her twin brother. She had every advantage in her struggle against the dark temptation to find relief in suicide, and yet the best that psychiatric medicine had to offer was not enough to save her.

      The natural question for survivors of a suicide is whether things could have turned out differently. Could a different diagnosis, a different pill, a different recovery program, or even a phone call at the right time have saved Paige’s life? It’s impossible to know. In hindsight, however, there were several instances where well-meaning doctors clearly failed my sister and may have unintentionally contributed to her suffering. I hope by providing the broad strokes of her experience with the psychiatric establishment that it will underscore the bleak reality of what it’s like to be diagnosed with a severe mental disorder, and how ill-equipped modern medicine is to handle the anguish of the human mind.

      My sister was a typical young girl in most respects. She enjoyed playing with dolls, dressing up like a princess, doing gymnastics, reading, and enlisting her twin brother in all sorts of mischief. Her love of singing lit up every room she happened to be in. She was one of the happiest and kindest kids you’d ever meet, her presence an absolute delight. She was a child brimming with love and laughter who couldn’t help but see the good in everyone and everything. But when she went to kindergarten everything changed.

      One afternoon a few months into her first year at school, my sister came home from class visibly distraught and began bawling. My mother spent hours trying to figure out what was wrong, but my sister was unable to vocalize her distress between sobs. At the advice of her pediatrician, my mother brought my sister to a local hospital, where she met underwent a variety of tests and met with a social worker who was wary of abuse at home. But there was no abuse and, as far as the tests were concerned, my sister was in perfect physical health. The likeliest cause of the outburst, according to the social worker, was that my sister was simply spoiled. Perhaps she would benefit from more discipline? When my sister was discharged from the hospital that night, the only treatment the social worker recommended was for my parents to spank her when she acted out.

      Naturally, my parents were skeptical of both the diagnosis and the treatment. My sister wasn’t particularly spoiled, and spanking a child who was clearly in deep emotional distress seemed perverse. So instead, they anxiously waited and watched my sister for any further signs of mental or physical pain. They didn’t have to wait long. A few weeks later, my sister experienced another episode. When she arrived home from school, she silently marched past my mother, took off her backpack, lay on the couch, arched her back, and let out the most ear-piercing scream I have ever heard. She began thrashing about while kicking, scratching, and biting anyone who would attempt to come near her. It seemed like my sister had snapped. Unsure of what to do, my mother called my father home from work, and it took their combined strength to swaddle my sister in a blanket to protect her from hurting herself or others. With my brother and I in the back of our minivan, my parents whisked my sister away to Phoenix Children’s Hospital for an intensive evaluation. She wouldn’t stop screaming at the top of her lungs for several hours.

      At the hospital, my five-year-old sister was placed in a window-lined room so doctors could monitor her behavior. Once she had calmed down, they ran more tests to determine what was wrong. There were computerized tomography scans, blood panels, and interviews with more doctors and social workers. But once again, the tests failed to point to anything physically wrong with my sister. This suggested that the origin of my sister’s distress was psychological, and it was during her evaluation that my parents first heard that my sister might be afflicted with something called “childhood bipolar disorder,” which is typically characterized with severe mood swings and reckless, out-of-character behavior. The doctor who relayed this information was not a psychiatrist and was hesitant to make a diagnosis. Instead, he recommended my sister and parents schedule follow-up meetings with a child psychologist and a child psychiatrist, who he hoped might be able to get at the root of my sister’s distress.

      When my sister returned to the Children’s Hospital a few weeks later, she first met with a child psychologist. Prior to speaking with my sister, the psychologist spoke with my parents and once again raised the prospect of bipolar disorder. But after spending three hours one-on-one with my sister, it was clear to the psychologist that my sister didn’t have a mental disorder. Instead, the root cause of her erratic behavior was that she was being mercilessly bullied at school and had collapsed from the stress. When the psychologist debriefed my parents, she didn’t mince words about my sister’s situation: “She has almost completely lost her sense of self and it’s going to take a lot of work to put it back together.” As my parents were preparing to leave the hospital the psychologist expressed her disbelief at what my sister had endured at such a young age. The severity of the bullying was something she normally only saw in teenagers. In an effort to console my parents, she told them at least they didn’t have to deal with the suicide attempts that so often accompany teenage bullying. Of course, no one could have predicted how the profound and lasting impacts of my sister’s childhood trauma would affect her as an adult.

      The good news is that over the next few months my sister’s mental health seemed to improve. She was put in a different classroom than her bullies and began attending intensive psychotherapy sessions twice per week. Her psychologist did not give her a formal diagnosis of mental disorder, nor was she referred to a psychiatrist for prescription medications. Instead, she was taught cognitive and behavioral skills to help her cope with bullying at school and rebuild a positive self-image. Her episodes gradually began to taper off, and by the time she started third grade she seemed on the path to making a full recovery. The telltale sign was when she started singing for the first time in years. As my sister tearfully told my mother that afternoon, “I think I’ve found my voice again.”

      The rest of my sister’s time in elementary school was relatively uneventful. Although she had to occasionally see her tormentors in the cafeteria or during afterschool Girl Scout meetings, her therapist had given her the tools to cope with these situations and the language to voice her distress to my parents when things became too difficult to handle on her own. By fourth grade she had stopped seeing a therapist and seemed back to her normal self. It wasn’t until she got to middle school that it was clear that there were still some issues lurking beneath the surface.

      Starting in sixth grade, my sister began a struggle with anorexia and grew adept at hiding her eating disorder from my parents. By the time they realized what was happening she had grown emaciated, and they enrolled her in an outpatient program for eating disorders. It appeared to help—at least in the beginning. My sister soon started eating again, but just as soon as things started to get better she would slide backward. This was a pattern that would define her middle school years—rapid recovery in outpatient therapy only to relapse within a few months. By the end of eighth grade, my sister’s anorexia had morphed into bulimia, and she was attending two therapy sessions per week for treatment. It was that year that a doctor prescribed her first psychiatric medication: an antidepressant called fluoxetine, better known as Prozac.

      I wish I could tell you that psychiatric medication put my sister on the road to recovery. But you already know how this story ends. If anything, the drug seemed to make things worse. When my sister was first put on Prozac, she would frequently complain about how terrible she felt both physically and mentally. While it did help her control her urges somewhat, the purging continued as before, and my sister cycled in and out of clinics for bulimia. At home, she became more rebellious, impulsive, and reckless. In tenth grade, she made her first suicide attempt by swallowing a fistful of Prozac.

      Following the suicide attempt, my sister was enrolled in an inpatient facility where she could be monitored during her first week of recovery. She was taken off Prozac, diagnosed with bipolar disorder, and prescribed the atypical antipsychotic aripiprazole (Abilify). Much to the prescribing psychiatrist’s annoyance, however, my parents rejected both the diagnosis and the treatment. My sister exhibited little of the manic behavior characteristic of bipolar disorder, and Abilify was a drug that they knew could have horrendous side effects—including suicidal ideation. At the bare minimum, my parents were going to get a second opinion before putting my sister on more psychiatric drugs just days after she had tried to use them to take her own life.

      The next psychiatrist my sister visited—whom she would see until the end of her life—understood my parents’ reluctance to put my sister on Abilify. He had previously worked at the clinic where my sister received her diagnosis and believed that the clinicians at that facility diagnosed children with bipolar disorder far too frequently. The clinic was hardly remarkable in this respect. Pediatric bipolar disorder was once rare, but starting in the mid-1990s it became a psychiatric fad that led to an explosion of diagnoses. By the time my sister was diagnosed, nearly one in three children who were discharged from psychiatric facilities were thought to have bipolar disorder.1 My sister’s new therapist didn’t believe she had bipolar disorder, but he did diagnose her with major depression. He prescribed antidepressants and recommended therapy at least once per week to help my sister with both her depression and bulimia.

      The last few years of my sister’s life were a rollercoaster. At times, she would almost seem back to her normal self, and I could trick myself into thinking that things were actually going to get better. But she faced several setbacks, including abusive romantic relationships and substance abuse as she navigated college. There were more suicide attempts and more family visits to my sister at inpatient recovery facilities. New psychiatrists entered the rotation, each offering different diagnoses and treatments. But whatever the doctors tried wasn’t working. Our whole family could feel it and so, of course, could my sister. During the last therapy session before her death, my sister pleaded with her psychiatrist to take her off her medications. Her psychiatrist advised against this, and so my sister asked him a pointed question that all of us had been wondering: “What’s your plan for me, then, because none of this is working?” It was a criticism she had levied against her psychiatrist and psychotherapist countless times before. The drugs, the transcranial magnetic stimulation sessions, the endless talking about her problems—none of it was helping. She doubted that any of her mental health professionals had any idea what was really wrong with her, but she also knew they had to do something even if it wasn’t working. Still, she was getting tired of all the treatments and the constant suffering. By that point, I’m not sure there was anything her psychiatrist could have told my sister to change her perspective on this point. She had made up her mind on what she was going to do to make the pain stop.

      The day my sister took her life was a Thursday. I will refrain from discussing the specifics here, but what I will say is this: her method of choice was deeply connected to her favorite pastime—rock climbing—which brought my sister to tremendous vistas throughout the American Southwest. She had always been an avid outdoorsman, and it was during her excursions into the wilderness that my sister was happiest. Climbing boulders and scaling canyon walls were some of the few times she felt completely free, powerful, and in control. The instrument she used to end her life was meant to keep her safe on her climbing trips and had, in fact, saved her life on several outings. And in this respect her method of choice has always struck me as a potent symbol and a warning that we must never forget: sometimes the things that are supposed to help us are what end up doing the most harm. This is a contradiction that is endemic to psychiatry and one that we will return to time and time again throughout this book.

      In the aftermath of my sister’s death, I was responsible for archiving my sister’s digital footprint—shuttering social media accounts, downloading her voluminous writings, and cataloging her photographs. I’ve been writing about technology my entire career, and as I went about this distinctly twenty-first-century mourning process I couldn’t help but wonder if technology could have helped my sister. The mountains of data she generated during her life—the photos, notes, texts, phone records, music playlists, and even geolocation data—all contain valuable information about how my sister was feeling and what she was doing at a certain point in time. It seemed possible that all of this personal data might have held important clues that her mental health providers could have used to provide more effective treatment. What if algorithms running on my sister’s smartphone or laptop had used that data to understand when she was in distress? Could it have led to a timely intervention that saved her life? Would she have wanted that even if it did?

      But I’m getting ahead of myself. As I archived my sister’s possessions, the artifact that stood out most wasn’t digital. It was a drawing she made on a small piece of paper shortly before she died. It features a crudely drawn person with a tall stack of precariously balanced boxes held above their morose face. Each of the boxes is labeled with all the things her doctors had told her were contributing to her distress: abandonment, eating disorders, OCD, social anxiety, lack of friends, sex issues, borderline personality disorder, learning issues. This drawing was my sister’s attempt to explain how she was feeling to her psychiatrist. Beneath the figure she had scrawled a single phrase:

      “No one knows what this is.”

      These were the last words written by a young woman who had spent nearly her entire life in psychiatric care. She was tormented until the end by something that no one—including herself—could understand or alleviate. Did my sister have a mental disorder? She didn’t think so, and neither—for that matter—do I. But plenty of well-meaning mental health professionals did, and they used these diagnoses to treat my sister in ways that often seemed to only increase her suffering. Would she have been better off without psychiatric care? It’s impossible to say, and counterfactuals are a cold comfort in the wake of a suicide. But today, I interpret her last words as both a challenge and a warning when the weight of existence became too much for her to bear. They are a challenge to all psychiatrists to do better at diagnosing and treating mental disorders. And they are a warning about the perils of attempting to reduce the endless variety of human mental suffering into tidy diagnostic categories that lack much in the way of scientific evidence. As my sister knew all too well, our modern understanding of mental disorders makes it easier to treat patients, but that is not the same thing as improving their outcomes. We must never forget this crucial distinction.

      For nearly a decade now I’ve been haunted by my sister’s final words. In this sense, the book you hold in your hands is an exorcism of sorts, because it’s too late for me to offer her a reply. But if I could tell her anything, I’d tell her this:

      Not yet, Paige.

      Not yet.
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        Introduction

      
      
        Whether we entrust our decisions to machines of metal, or to those machines of flesh and blood which are bureaus and vast laboratories and armies and corporations, we shall never receive the right answers unless we ask the right questions. The hour is very late, and the choice of good and evil knocks at our door.

        —Norbert Wiener

      

      There are three questions you should always ask when you are propositioned with some revolutionary New Thing that is meant to replace an apparently ineffective Old Thing. First, you should ask what is so wrong with the Old Thing that it needs to be replaced. If the New Thing’s evangelists are worth their salt, they will be ready to deliver a long list of the Old Thing’s shortcomings. The second question you must ask is whether they have evidence that the New Thing improves upon the Old Thing. If the New Thing is truly revolutionary, you should expect this data to be unambiguous and plentiful. Finally, and perhaps most importantly, you should ask who the New Thing benefits. The simple fact that the New Thing improves upon the Old Thing does not mean that everyone will equally benefit from the New Thing. Typically, there will be clear winners and losers as the paradigm shifts from the Old Thing to the New Thing. If you heard about the New Thing from the people who stand to benefit most from it, there’s a good chance they said it will benefit you, too. That does not, of course, make it true.

      Today, psychiatry is faced with the prospect of a revolutionary New Thing in the form of artificial intelligence. The proponents of AI in psychiatry believe that the superhuman analytical capabilities of intelligent machines can solve many, if not most, of the quandaries facing the mental health profession. Psychiatric AI (henceforth PAI) will lead to greater diagnostic accuracy, more effective treatments, and ultimately, better patient outcomes. PAI will “democratize” psychiatric care by reducing clinician workload and lowering the barriers to access for underserved communities. It will discover new psychiatric drugs, uncover the biological origins of mental disorders, and reduce suicide, drug overdoses, and other serious consequences of mental disorder through just-in-time interventions. Whatever ails psychiatry, AI promises a cure.

      Unsurprisingly, the apparently limitless potential of PAI has captivated clinicians, researchers, and investors, who continue to pour billions of dollars into startups bringing PAI tech out of the lab and into the real world. When the neuroscientist Thomas Insel stepped down from his position as the director of the National Institute of Mental Health (NIMH) in 2015, a position he held for nearly a decade, he announced he would be joining Verily, the life sciences division of Google’s parent company, Alphabet, as a staff neuroscientist.1 There he spearheaded research on emerging mental health technologies including “digital phenotyping,” which uses AI to parse the ways we interact with our phones and computers to reveal clues about our mental health. “If you ask the question ‘What parts of healthcare can technology transform?’ mental health could be one of the biggest,” Insel told MIT Technology Review during an interview a few days after the announcement. “I wouldn’t be making the move unless I thought there was a chance to have a greater impact from the private sector.”2

      A little less than two years after Insel joined Verily, he left to cofound a digital phenotyping startup called Mindstrong with Paul Dagum, a computer scientist whose research is foundational to many AI applications today.3 This was another chance to make a big impact—and a lot of money. In 2020, Mindstrong raised $100 million, making it one of the largest and well-funded startups working on PAI at the time.4 But this was a drop in the bucket compared to the $5.1 billion that venture investors would deploy into mental health technologies the following year.5

      While not all digital mental health startups are developing PAI, the majority do use machine intelligence in their products. There are startups developing AI for cognitive behavioral therapy, smart pharmaceuticals, therapist assistants, employee mental health monitoring, psychiatric drug discovery, clinical screening, tracking outpatients, and many other applications you’ll see throughout this book. And it’s not just scrappy entrepreneurs building digital mental health startups, either. Apple has been working on digital phenotyping for years; Microsoft has a whole research team dedicated to digital mental health technologies; and Facebook is well known for deploying AI in suicide prevention efforts on its platforms.6

      These PAI startups purport to be able to detect and treat mental disorders with superhuman efficacy by using vast amounts of personal data that were previously inaccessible to clinicians. This data includes our tone of voice, eye movements, typing patterns, GPS locations, heart rate, and many other kinds of digital exhaust we produce when we interact with our phones and computers. And just like past psychiatric “breakthroughs” such as lobotomies and Prozac, the media has dutifully touted PAI as a revolution in mental healthcare. Today, the news is filled with headlines like “How Artificial Intelligence Could Save Psychiatry” and glowing profiles of “the therapists using AI to make therapy better.” But articles exploring PAI’s numerous shortcomings and potential for harm are much harder to come by.7

      You are likely familiar with the idiom “the road to Hell is paved with good intentions.” But I’ve always preferred the more graphic original version: “The road to Hell is paved with the skulls of priests, and the skulls of bishops are the lampposts that light the path.” I like the ecclesiastical version of this expression because, unlike the more popular version, it invokes a subject and invites the reader to wonder what these servants of God did to deserve their skulls being turned into the devil’s stepping stones. Whatever it was, it was evidently done with good intent.

      I don’t doubt for a moment that the clinicians, researchers, and entrepreneurs working on PAI are brimming with good intentions. Whenever I have spoken to them, it’s been overwhelmingly clear that they sincerely desire to help the millions of people around the world who are suffering from mental disorders. But it seems like their exuberance for the PAI project has blinded them to the skulls that pave their path. Each of those skulls once belonged to a psychiatrist who believed that they had discovered the royal road from mental disorder to mental health. And yet here they are, trodden under foot and crumbling into dust. Surely this time will be different. They thought so, too.

      The central claim of this book is that current approaches to PAI cannot deliver on their promise because they operate according to unreliable and invalid conceptions of mental disorder. The technical limitations of modern AI systems play a role as well, but these are minor footnotes compared to the fact that all these systems are providing automated solutions at scale for a serious problem we hardly understand. This does not mean that PAI will never be useful or that PAI doesn’t deliver benefits to some people some of the time. This would be as absurd as claiming that psychiatric drugs offer no benefits. But for too long the disastrous consequences of overprescribing psychiatric medications were ignored or hidden, which has exacted an enormous toll on countless individuals and society at large. We must endeavor to avoid a similar fate for PAI, which is why it is critical to explore its underacknowledged risks and shortcomings now while we still have the time to correct course.

      If we aren’t careful, PAI has the potential to strip patients with mental disorders of their hard-won liberty, privacy, and dignity. In this respect, PAI threatens to repeat the errors of past “miracle” psychiatric interventions like lobotomy that we now find abhorrent. But PAI comes with a perverse new twist. Whereas past psychiatric interventions were confined to strictly delimited physical institutions—whether the public asylum or the private clinic—PAI is inherently expansive and totalizing. Its effectiveness in diagnosing and treating mental disorders depends on its complete integration into our social, economic, and political institutions. The logic of PAI leads to a future where we may all find ourselves patients in an algorithmic asylum administered by digital wardens. In the algorithmic asylum there is no need for bars on the window or white padded rooms because there is no possibility of escape. The asylum is already everywhere—in your homes and offices, schools and hospitals, courtrooms and barracks. Wherever there’s an internet connection, the asylum is waiting. The only response once PAI has escaped the clinic is submission. It is, after all, for your own good.

      But this future hasn’t arrived—yet. It’s up to us to build a world where PAI works for people with mental disorders rather than their being reduced to just another market for the surveillance economy. To see how we get there, we’ll explore each of the three questions raised at the beginning of this chapter. First, we’ll examine the problems at the heart of psychiatry that laid the foundation for PAI and witness how a renegade band of psychiatrists leveraged a professional crisis to push PAI into the mainstream. Next, we’ll explore how PAI is applied in research, clinical, and commercial settings. We’ll consider the evidence for its effectiveness as well as its shortcomings. Finally, we’ll take a look at how PAI is already creating the conditions for an algorithmic asylum, and we’ll weigh potential solutions that can maximize its benefits while protecting us from its harms. But before we dive in, it’s worth taking a moment to explicitly address the perspectives on a few key issues that will guide us through the rest of this book. We’ll start with the thorniest question of them all: What is a mental disorder?

      
        What We Talk About When We Talk About Mental Disorders

        The definition of mental disorder has been contested for about as long as it has existed as a category of medical inquiry. It is subject to cultural frames, the limitations of medical knowledge, and professional fads, and has gone by a number of names, including madness, insanity, illness, and disease. Although the definition of mental disorder may be culturally and historically contingent, what all modern definitions have in common—that is, those following the post-Enlightenment rationalization of psychiatry—is that a mental disorder is an affliction of the mind that manifests itself in dysfunctional moods, behaviors, and thoughts. Beyond this basic definition, however, is where things start to get controversial. What counts as dysfunctional and who gets to decide? Are mental disorders biological in origin or a result of a person’s environment? Are they a disease, an illness, or a metaphorical way of describing problems with living? There are no easy answers.

        In this book, I am using the term “mental disorder” deliberately following a definition laid out by NYU professor of psychiatry Jerome Wakefield where a mental disorder is the harmful dysfunction of psychological processes that are responsible for our emotion, cognition, and behavior.8 The decision to describe these entities as disorders instead of illnesses or diseases has important implications for how psychiatrists diagnose and treat them. For example, mental disorders are different from mental diseases, which are harmful psychological dysfunctions that are conceptually similar to physical diseases in the sense that they are distinct from other diseases and have some universal features.

        As explained by Allan Horwitz, a professor at Rutgers University whose research focuses on the sociology of mental health, a defining characteristic of diseases is that they can be “precisely measured, quantified, and compared across individuals. Just as the natural sciences produce ever greater knowledge of the material world over time, the conceptualization of mental illnesses as disease entities is perceived to lead to a cumulative understanding of them.”9 This distinction between mental disorders and mental diseases is important because psychiatry is a field of medicine, and in medicine normality—or health—is defined as the absence of disease, which is “a definite pathological process with organic origins.”10 In short, we define a disease based on its cause or pathogenesis (the way the disease develops). When the cause or pathogenesis of a disease is unknown, physicians must rely solely on symptoms to define the disease, but this makes it much more difficult to treat. The typical result is to merely treat the symptoms rather than the underlying disease.

        Mental disorders are also distinct from mental illnesses, which are primarily defined by social context about what is considered “normal” or “dysfunctional.”11 A classic example is homosexuality, which psychiatrists considered a mental illness until gay rights activists successfully petitioned the American Psychiatric Association to have it removed from the third edition of the Diagnostic and Statistical Manual of Mental Disorders—the APA’s authoritative taxonomy of mental disorders.12

        While many mental disorders listed today in the DSM may turn out to be mental diseases, we currently lack a solid scientific understanding of how they disrupt internal biological and psychological functions. As with the rest of medicine, understanding the cause and pathogenesis of diseases is the key to reliably distinguishing between them and developing effective treatments. Until psychiatrists find objective biomarkers of mental disease, the entities described in the DSM are best referred to as mental disorders that exist at the complicated nexus of the individual and society. But how do psychiatrists decide what conditions count as mental disorders?

        According to Wakefield, a condition is considered a mental disorder if its symptoms arise from a harmful internal dysfunction, a hybrid mode of analysis that evokes both objective and subjective criteria. Whether a dysfunction is harmful is a subjective judgment that a condition has negative value. Dysfunction, by contrast, is a scientific concept defined as the departure from the natural functioning of a system. It is important to note that Wakefield does not argue that internal dysfunctions necessarily have internal or biological causes. For example, outside factors such as a traumatic experience can cause internal dysfunction, which is why psychiatrists can claim that post-traumatic stress disorder is a legitimate mental disorder. In any case, to evaluate whether something is dysfunctional, we must have a scientific understanding of what it means for that system to fulfill its natural function. In psychiatry, that means understanding what “normal” looks like for the psychological and biological processes that regulate our cognition, mood, and behavior.13 And that’s where the problems start.

        The fifth and most recent version of the DSM closely tracks Wakefield’s definition of mental disorders as a harmful internal dysfunction. According to the DSM, a mental disorder is “a syndrome characterized by clinically significant disturbance in an individual’s cognition, emotion regulation, or behavior that reflects a dysfunction in the psychological, biological, or development processes underlying mental functioning.”14 The manual lists more than 200 disorders that are grouped into categories based on symptom clusters that include neurodevelopmental disorders (e.g., autism spectrum disorder), psychotic disorders (e.g., schizophrenia), depressive disorders, anxiety disorders, eating disorders, personality disorders, paraphilic disorders, and several others. Each disorder is accompanied by a list of symptom-based criteria and a threshold for how many of these criteria must be met before a patient is diagnosed with a disorder. As we’ll see later, the DSM’s checklist approach to diagnosing mental disorders based on symptoms is a critical prerequisite for modern PAI systems.

        There’s a lot to unpack in the DSM’s definition of mental disorder. Let’s start with the term “syndrome,” which is a collection of symptoms that typically group together.15 For example, if someone feels depressed nearly every day, loses interest in activities, gains or loses a significant amount of weight, feels tired, or loses the ability to concentrate, then the DSM indicates the presence of a syndrome called “major depression.”16 The DSM’s complete reliance on symptom-based diagnosis of mental disorders results from the fact that the cause and pathogenesis of most of the disorders in the manual are poorly understood. In fact, there is not a single unambiguous biomarker for any of the hundreds of diseases the DSM claims to treat. As a result, psychiatrists must make diagnoses based on their evaluation of whether the patient is experiencing a “significant disturbance” in their cognition, emotional regulation, or behavior and whether this disturbance reflects an internal dysfunction.

        Symptom-based diagnostic criteria create significant challenges for psychiatrists if the goal is to improve patient outcomes with better treatments. First, what constitutes a “harmful” dysfunction is socially and culturally prescribed and thus subject to significant subjective judgment on the part of the clinician. But an even deeper issue is agreeing on what constitutes dysfunction. As Horwitz notes in Creating Mental Illness,

        
          The dysfunctional aspect of mental disorders parallels the dysfunctions of bodily mechanisms that define physical disorders; in principle, the determination of adequate mental functioning is very similar to that of adequate physical functioning. In practice, however, there is generally consensus on the appropriate functions of physical systems: the eyes should accurately convey visual information, the ears should hear only sounds that are present in the environment, the heart should circulate blood, the digestive system should absorb nutrients, and discard wastes, and so on. There is far less consensus on, and far less knowledge about, what constitutes appropriately functioning systems of cognition, emotion, reasoning, motivation, and the like. This lack of consensus ensures that the boundaries between “appropriate” and “inappropriate” functioning will often be very fuzzy.17

        

        None of the entities in the DSM qualify as a disease if we use our previous definition of a disease as a “definite pathological process with organic origins,” because the “organic origin” of all mental disorders is at present unknown. This is not for want of effort. Finding the biological basis of mental disorders has been a north star for psychiatric research ever since nineteenth-century asylum doctors started enthusiastically slicing up the brains of deceased mental patients in search of brain lesions correlated with madness.18

        Today, most psychiatrists still have a biological view of mental disorders that attributes them to the genetic and electrochemical dysregulation in the brain, even though they have yet to identify the biological causes for a single disorder.19 While there has been a lot of progress in identifying potential biomarkers for schizophrenia and other psychotic disorders, there is still nothing close to a reliable clinical biomarker—to say nothing of a lab test—for these disorders, and it is unclear if there ever will be.20 And to be fair, the DSM itself defines the entities within its pages as mental disorders, not diseases. The problem is that mental disorders are in practice treated as diseases in the sense that they are taken to be physical entities “that can be precisely measured, quantified, and compared across individuals.”21 In other words, the DSM calls the entities it claims to treat disorders, but most psychiatrists operate as if they are physical diseases as might be treated in any other branch of medicine. As we’ll see throughout this book, this approach has serious consequences when the diagnosis and treatment of mental disorders is implemented in a machine.

        In psychiatry, treatment decisions are made based on a patient’s diagnosis, but if the symptoms of mental disorders can’t—at present—be traced to specific biomarkers or any other objective measure of “harmful internal dysfunction,” what justifies grouping these symptoms into disease-like entities such as depression, anxiety, or bipolar disorder? Many disorders in the DSM share multiple symptoms, and it is common for two patients to share a DSM diagnosis without sharing a single symptom. In fact, researchers estimate there may be 227 different ways to be diagnosed with depression, which pales in comparison to the more than 600,000 possible symptom combinations that could yield a diagnosis of post-traumatic stress disorder.22 But how can psychiatrists be confident that these syndromes are valid and represent discrete entities that exist independently of other disorders? The short answer is they can’t. These disorders aren’t the result of scientific discovery; they exist because of professional consensus about the correspondence between groups of symptoms and disorders. The result is that patients are diagnosed with mental disorders solely on subjective value judgments about whether their symptoms are harmful and reflect internal dysfunction rather than objective assessments of dysregulation indicating the presence of a disorder.

        It’s important to note that this doesn’t deny that patients diagnosed with mental disorders are suffering. It is merely asking whether this suffering is the result of a biomedical disease. This distinction is important because psychiatrists are medical doctors, and doctors are presumed to treat diseases. This is what differentiates them from, say, religious leaders who heal spiritual suffering. Nevertheless, psychiatry is notable for being the only medical specialty that has yet to uncover the biological origin of even a single disease it claims to treat. But if modern psychiatry isn’t treating valid biomedical diseases, then it’s important to identify what psychiatry is actually treating instead.23 This is the only way we can avoid inappropriate use of risky new psychiatric interventions.

        To return to the central question of this section, what are we talking about when we talk about mental disorders? If we’re talking about the mental disorders as defined in the DSM, then we are talking about a persistent group hallucination. The architects of the modern DSM created these disorders on the basis of professional consensus rather than scientific evidence.24 Their aim was to maximize diagnostic reliability, and they did this by classifying mental disorders based on clusters of symptoms seen by practicing clinicians instead of grouping disorders by their causes and pathogenesis.25 This inexact process led to DSM definitions that are influenced by professional rivalries, lobbyists, insurance companies, and psychiatrists’ pet theories, which unsurprisingly continue to produce unreliable diagnoses and lackluster patient outcomes.26

        The DSM definitions of mental disorders are further complicated by the fact that what constitutes a disorder is highly dependent on context. A widow grieving the loss of her husband, for example, has experienced something harmful (the death of a loved one) and will share many of the same symptoms with someone diagnosed with major depressive disorder. This is clearly not a mental disorder, but a normal expression of grief. But if you only look at the symptoms, it can be hard to tell the difference. The risk of this approach is that it tends to pathologize normal human emotions, cognition, and behavior. This is a major problem for PAI, which lacks the ability to determine whether an outward symptom is the result of an internal dysfunction or an appropriate response to external factors. The solution to this problem is for the PAI to gather ever more data in the hopes that it will provide the necessary context, but as we’ll see later this requires a significant breach of individual privacy and autonomy.

        The important point is that the presence of symptoms alone is never enough to identify a mental disorder. Accurate psychiatric diagnosis requires the ability to map those symptoms to internal dysfunction, but at present psychiatrists lack the knowledge to develop objective measurements of psychological or biological dysfunction.27 In fact, the fundamental unreliability and lack of validity of the DSM’s symptom-based approach to diagnosis has been such a thorn in the side of the psychiatric community that in 2013, Thomas Insel—then head of the National Institute of Mental Health—announced that the agency would no longer fund research based purely on DSM diagnostic criteria. “Symptom-based diagnosis, once common in other areas of medicine, has been largely replaced in the past half century as we have understood that symptoms alone rarely indicate the best choice of treatment,” Insel remarked. In the rest of medicine, creating a diagnostic system like the DSM that was based on professional consensus about symptoms “would be equivalent to creating diagnostic systems based on the nature of chest pain or the quality of fever.” Instead, Insel advocated for the development of a new objective diagnostic paradigm called the Research Domain Criteria (RDoC), which would “transform diagnosis” by using genetic, imaging, physiologic, and cognitive data to create a new classification system for mental disorders.28

        Insel’s rejection of the DSM combined with his support for a new data-driven diagnostic framework ushered in a new era for PAI. As we’ll see throughout this book, however, most of these PAI systems still rely on the diagnostic criteria defined in the DSM to work their magic. This point is crucially important because, as the medical sociologist Horwitz has observed, diagnostic systems are “the keystone of medical practice.”29 Without a valid diagnostic system, psychiatrists can’t simply apply AI to their practice and expect better outcomes. Because PAI systems learn to diagnose and treat mental disorders that are defined by unreliable and invalid criteria, they can only entrench modern diagnostic psychiatry’s shortcomings at scale. Such PAI systems will exacerbate the overdiagnosis of mental disorders, which will result in millions of individuals receiving pharmaceutical or behavioral treatments for disorders they may not have—and that may not even exist as biomedical entities.

      
      
        What We Talk About When We Talk About AI

        So far in this book, I have referred to artificial intelligence as though it were a monolithic entity. While this is useful shorthand, it’s pretty imprecise. AI is an umbrella term for a wide variety of techniques in computer science that are designed to replicate aspects of human cognition. Although the term “AI” frequently conjures images of computers with superhuman cognitive abilities (think The Jetsons or The Terminator), contemporary AI systems are far from this level of sophistication. The science fiction version of AI is what researchers refer to as artificial general intelligence, which is a computer whose intellect and abilities are at least as diverse and versatile as a human’s. For now, AGI remains a distant dream. Instead, all AI systems in existence today are examples of what is called “narrow AI,” meaning they can match or exceed human abilities on very narrowly defined tasks. Some well-known examples of narrow AI include DeepMind’s AlphaGo system and Apple’s virtual assistant Siri. Each of these systems is incredibly good at the narrow task it was designed to do, and only that task. This is the essence of narrow AI.

        Like AlphaGo and Siri, the psychiatric AI systems we’ll consider in this book are also narrow AI. But not all narrow AIs are made equal. Most of the systems we’ll meet are examples of a subset of AI known as machine learning. This is a paradigm in AI research based on the idea that computers can learn to accomplish a task by finding patterns in vast amounts of data. Unlike conventional computer programs that require explicit instructions for how to accomplish a task, machine learning systems can learn how to do things without ever being told how and can get progressively better at those tasks over time. For example, DeepMind built AlphaGo Zero, a world champion Go AI, by giving it a few basic parameters, such as the size of the board and the valid moves that a player can make. The AlphaGo system then played tens of millions rounds of Go against itself, gradually learning the game’s rules and winning strategies with each repetition.30

        At its core, machine learning is about prediction. Like humans, machine learning systems learn from the past and use this data to guide their future actions. The difference is that machine learning systems are able to analyze orders of magnitude more data than humans, which means they can find patterns that escape our notice and can lead to more accurate predictions. This is the reason there is so much excitement about the potential of AI to push psychiatry toward a preventative care model. If clinicians can use AI to detect the presence of mental disorder earlier and better predict treatment response once the disorder is detected, it should, in principle, lead to significantly better patient outcomes. The challenge for the researchers and companies developing PAI systems is finding the best machine learning tool for the job.

        The approach to machine learning used by AlphaGo, Siri, and many other cutting-edge machine learning systems today—including those used in PAI—is known as deep learning. It is based on statistical inference from large amounts of data that are typically processed using an artificial neural network. This type of machine learning algorithm is a rough approximation of the way neural networks function in the human brain. Deep learning systems contain thousands or even millions of interconnected artificial neurons or nodes that are organized in layers. Each node assigns a number known as a weight to each of its incoming connections. When one node receives data—expressed as a number—from another node, it multiplies that data by the weight of the connection and then sums the weighted products of all of its connections. If the sum of those connections passes a certain threshold, the artificial neuron will “fire” and pass that number along all its outgoing connections. Data in a neural network only flows in one direction—from the input layer to the output layer—and with each repetition of this cycle the neural network adjusts its neuron’s weights until it produces a desired output, whether that’s identifying faces in a photo or generating text.31 This is how a machine learns.

        AI systems are built around models, which consist of both data and processes for using that data known as algorithms. The model essentially represents the AI’s understanding of the problem space—what it has learned and how it should interpret input data going forward. Artificial neural networks are a powerful class of machine learning algorithms, but they are just one among many. Each type of algorithm comes with trade-offs that must be considered in the context of the system’s purpose. A linear regression algorithm, for example, is relatively simple and easy to explain, but performs poorly when modeling nonlinear relationships. A neural network, by contrast, is complex and opaque, but excels at modeling nonlinear processes.

        Although all deep learning systems are developed to accomplish specific and relatively narrow tasks, their models can be—and often are—applied in areas that have little or nothing to do with their original purpose. For example, in 2011 Microsoft researchers announced that they were using an algorithm the company had developed to filter spam emails to predict how HIV would mutate in response to the body’s immune response.32 Retooling an existing algorithms for new applications isn’t a trivial problem. One of the biggest challenges is collecting enough data to reconfigure the resulting model for a different problem space. Unlike a human, who can pick up new skills by learning from a handful of examples, machine learning systems require millions—if not billions—of data points to perform well. In the past, the lack of sufficient data was a major hurdle for developing machine learning systems. But with the rise of the internet, personal computers, and smartphones, there is now an abundance of data that can be used to train AIs. And, generally speaking, the more high-quality data these systems ingest, the more adroit they become. This is the strength of AI—whereas humans quickly become overwhelmed in a data-rich environment, the AI only becomes stronger.

        Today, machine learning systems are all around us. Some AI systems—such as Google Maps and Apple’s Siri—are so mundane and ubiquitous that we typically don’t even think about the fact that they are AI. They are seamlessly woven into the fabric of our day-to-day lives and continue to make impressive progress in high-stakes applications such as healthcare and national defense. But for all the benefits of these AI systems, they also pose a lot of risks to individuals and society. Contrary to the fears of futurists who worry that an artificial superintelligence will one day enslave humanity, the actual risk of contemporary AI systems is that they are not nearly smart enough.

        One of the most dangerous features of AI systems are the unintentional biases that are baked into their models. The statistical, data-driven nature of machine learning systems mean they exude an aura of impartiality. But the reality is that these are systems built by humans, which means they are prone to replicating their creators’ all-too-human biases at immense scale. A well-known example of bias in machine learning systems is the COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) algorithm developed by a company called Northpointe. The COMPAS algorithm is used by judges across the United States to decide whether to detain an offender or release them on bail based on a predictive risk score derived from variables such as arrest records and demographics. The COMPAS algorithm is supposed to be an impartial risk-calculating machine. But when journalists at ProPublica analyzed its outputs, they found that the algorithm was “about as accurate as a coin flip” at predicting reoffenders. The program also seemed to have a significant racial bias that mislabeled Black defendants as future criminals at almost twice the rate of white defendants.33

        The trouble with bias in machine learning is that this bias is often hidden and difficult to identify before that system is released into the wild. AI researchers often refer to machine learning systems as “black boxes” because the AI can’t explain how it arrived at a given output. Whereas a human can usually identify a chain of reasoning that led them to the answer for a problem, the complexity of the analysis performed by a large neural network defies human comprehension. Data goes into the system, the algorithms work their magic, and out comes a solution. What happens in the middle is more or less a mystery. The black box problem of machine learning makes it extremely challenging to root out the cause of biased or incorrect solutions produced by the system. This can have serious real-world consequences for people caught in a process controlled by a biased algorithm, whether they’re defendants denied bail by COMPAS or patients misdiagnosed by a PAI who are prescribed unnecessary psychiatric medication.

        Another risk of machine learning systems arises from the quality of the data they are trained on. One common problem with machine learning data is that it is not representative of the actual population that the machine learning system will be used on. For example, training data for a facial recognition AI may lack sufficient minority representation, which leads the AI to misclassify members of that group. In 2015, Google was called out for this when one of its machine vision systems mislabeled pictures of Black people as gorillas, but this is hardly an isolated incident in machine learning.34 There are many reasons why a dataset may be unrepresentative, but it’s often because the right data wasn’t collected or simply doesn’t exist. The first challenge can be overcome through intentional efforts such as Google’s Inclusive Images Competition, which was meant to create more culturally diverse datasets.35 Missing data is a trickier problem, but AI researchers have come up with solutions for that, too. They’re called proxies.

        Since many aspects of the world are difficult or impossible to measure directly, AI systems often use proxy data as stand-ins for the phenomena being analyzed. For example, consider the case of a machine learning algorithm that is designed to predict a patient’s risk of death from heart disease. There are many factors that may lead to someone dying from heart disease, but some factors—such as high cholesterol—are better predictors than others. Although researchers can’t directly measure a patient’s “risk of death,” they can measure their cholesterol levels, and this proxy data can be used in the machine learning system to estimate the risk of death for a given patient. The problem with proxies is that they are much easier to manipulate than the actual thing those proxies represent.36 As we saw earlier, mental disorders are impossible to measure directly because they lack objective biomarkers. A clinician must exercise a great deal of judgment to determine whether a cluster of symptoms crosses the threshold that would qualify it as a mental disorder. Unfortunately, machine learning systems lack the same capacity for causal reasoning that leads to sound clinical judgment. Instead, diagnostic PAI systems must rely heavily on behavioral proxies. This is the basic concept behind digital phenotyping, where metadata such as typing patterns, scrolling speeds, and GPS locations are used as quantifiable diagnostic criteria for mental disorders such as depression and anxiety.

        It is unclear whether these risks are unavoidable side effects of machine learning or solvable problems. Many machine learning researchers believe they are solvable. So-called explainable algorithms, for example, could potentially solve machine learning’s black box problem. A professional or federally regulated commitment to algorithmic hygiene may also help vanquish biases from these systems. And AI researchers are always coming up with new and more precise ways to measure their objects of study, which could reduce reliance on crude proxies. For example, if psychiatric researchers do indeed uncover unambiguous biomarkers for mental disorders in, say, brain images, it should increase the validity of their diagnostic PAI systems compared with behavioral proxies such as typing speed.

        It’s too early to tell whether these solutions will be sufficient to mitigate the risks of machine learning systems. In the meantime, we must be incredibly wary of the risks these AI systems pose to psychiatric patients. Algorithmic bias in PAI may systematically under- or over-diagnose certain populations. The opaque nature of these systems forces patients to blindly accept a diagnosis or treatment, which deprives them of critical information required for patient self-determination. And as we’ll see throughout this book, PAI’s heavy reliance on proxies can lead to suboptimal—or totally incorrect—clinical decisions that result in dramatically worse patient outcomes. No medical science is perfect, but the fact that PAI is applied to particularly vulnerable patient populations at scale with little to no accountability means we must be especially alert to the potential for these systems to produce unintended harms.

      
      
        What We Talk About When We Talk About Psychiatry

        The mental health profession consists of a diverse collection of clinical and research paradigms that are united by their focus on diagnosing and treating mental disorders. Within this field, psychiatrists play a specialized role that encompasses many aspects of other mental health professions. Strictly speaking, psychiatrists are medical doctors whose training allows them to prescribe drugs and provide psychotherapy. In this respect, they are different from other mental health professionals such as psychotherapists and social workers, who are not medical doctors and are not able to prescribe drugs. While artificial intelligence may be applied in many areas of the mental health profession, in this book we will refer to it as psychiatric AI for convenience and because psychiatry includes a broad swathe of the techniques used by other mental health professionals. Before we dive into the origins of PAI, it is important to understand the challenges that psychiatrists are grappling with today.

        
          Patient Outcomes

          When you look at the numbers, it’s hard to deny that the United States appears to be in the midst of an acute mental health crisis. The National Institute of Mental Health estimates that roughly one in five US adults has a mental disorder.37 This is significantly higher than the global prevalence of mental disorders, which the WHO estimates to be about one in eight adults.38 Of the roughly 53 million US adults with mental disorders, about one-quarter of them qualify for having a “serious mental illness,” which is defined by the NIMH as “a mental, behavioral, or emotional disorder resulting in serious functional impairment, which substantially interferes with or limits one or more major life activities.”39 In terms of the estimated prevalence of the types of mental disorders experienced by all American adults, anxiety disorders are by far the most common (affecting 19.1% of adults), followed by major depression (8.4%), PTSD (3.6%), bipolar disorder (2.8%), and borderline personality disorder (1.4%).40

          Ironically, the skyrocketing incidence of mental disorders began with the introduction of the first psychiatric drugs in the 1950s, which were supposed to be a solution to the nation’s mental health challenges.41 Instead, the prevalence of mental disorders has dramatically increased, particularly in children. Today, anxiety and depression are now leading causes of disability in the United States, and suicide is the fourth leading cause of death for young adults.42 This is not what you would expect, given that the NIMH receives more than $2 billion in federal funding to study mental disorders and that more than $280 billion is spent on mental health services annually in the United States.43 Yet these dollars seem to be doing little to mitigate the mental health crisis. As noted in a recent research paper published in The Lancet, a leading medical journal, there has been “no reduction in the global prevalence or burden detected for either [anxiety or depression] since 1990, despite compelling evidence of interventions that reduce their impact.”44

          How can we explain this explosive growth in mental disorders despite spending more time, money, and effort researching and treating mental disorders than ever before? Is it merely that we have gotten better at recognizing them? Is this a false epidemic driven by unreliable diagnostics or industry interests? These are complicated questions that lack satisfying answers. But regardless of the cause of the surge in mental disorders, it has devastating effects for both individuals and society at large.

          At the individual level, mental disorders—and severe mental disorders in particular—are associated with a wide range of negative life outcomes. Patients diagnosed with severe mental disorders have life expectancies far below the national average, lower lifetime expected earnings, higher rates of homelessness, and higher rates of incarceration.45 (In fact, prisons are the three largest mental healthcare providers in the United States in terms of the number of people with diagnosed mental disorders in their custody.)46 Individuals with severe mental illness are also at far higher risk for suicide, which has been trending up in the United States for several decades and currently claims 46,000 American lives annually.47 This trend is particularly troubling in children and young adults, in whom there has been a 47 percent increase in suicide rates over the past decade and a half.48

          The incredible rise in the prevalence of mental disorders has been accompanied by a surge in the number of psychiatric drugs prescribed to patients. In the United States, one in six adults and one in twelve children take at least one psychiatric drug, mostly antidepressants and anxiolytics.49 Globally, more than $70 billion is spent on psychiatric medications annually.50 While some patients find relief with these pharmaceuticals, countless others suffer from their serious and numerous side effects. Although research on the long-term effects of psychiatric drugs is woefully lacking, there is mounting evidence that many psychiatric drugs are iatrogenic over the long term, meaning the treatment itself can either cause new health problems or exacerbate existing ones.51

          Today, psychiatric drugs are an imprecise solution for treating mental disorders. They are a bioactive remedy for disorders of unknown biological origin. A psychiatrist decides to prescribe drugs based on how similar a patient’s cluster of symptoms is to those of other patients who have benefited from that drug. Unfortunately, this ignores the biological variation among those patients, which makes it nearly impossible to determine how a patient will respond to a given treatment based on the nature of their symptoms. If PAI can identify the biological basis of mental disorders, it may also help in the development of new drugs tailored to the unique biology of individual patients. But it also carries the risk of exacerbating the crisis of over-prescription by automating faulty diagnosis techniques.

          But what about non-pharmaceutical interventions? Psychotherapy has proven itself to be just as effective or more effective than drugs in the treatment of many mental disorders, and it is a particularly potent solution when used as an adjuvant with pharmaceutical treatments.52 The problem, however, is that there are just not enough therapists to support the swelling ranks of people with mental disorders. Between 2003 and 2013, the number of practicing psychiatrists declined by more than 10 percent, and today 77 percent of US counties are underserved in terms of access to psychiatric treatment.53 According to the NIMH, in 2020, only about two-thirds of people with serious mental illness received treatment.54 It’s a situation that seems unlikely to improve. There are many reasons for the shortage of psychiatrists, including an aging workforce, low rates of reimbursement from insurance companies, burnout, burdensome documentation requirements, and restrictive regulations around sharing clinical information.55 By 2025, the US Department of Health and Human Services predicts there will be a shortage of more than 6,000 psychiatrists, which represents a 12 percent shortfall of the demand for their services.56

          The effects of our out-of-control mental health crisis extend far beyond the individual patient. Because people with serious mental illness have more difficulty finding and holding down regular work, many end up on Social Security Disability Insurance. To qualify for this program through the Social Security Administration, individuals must meet eligibility criteria that demonstrate that their mental disorders are “serious and persistent” enough to prevent them from working.57 In 2020, 18 percent of all SSDI recipients—1.4 million people—qualified because of either depression, bipolar disorder, or a psychotic disorder such as schizophrenia.58 When this is expanded to include all categories of mental disorder, the number of people on SSDI rises to around 2.4 million people, which is more than the number of beneficiaries who cannot work due to injuries, cancer, or diseases of the circulatory and nervous system combined.59 Mental disorders cost American taxpayers around $40 billion annually from SSDI payments alone, which doesn’t include the enormous costs of homelessness and incarceration that are also associated with serious mental disorders. America’s mental health crisis is a problem that affects all of us.

        
        
          Research Directions

          Unfortunately, vast expenditures on research and treatment have not led to significant improvements in patient outcomes. Whereas other areas of medicine have achieved incredible advances for their patients over the past few decades, psychiatry is notable for seeing many of its patient outcomes worsen over the same period. Psychiatry’s dismal record of translating research into improved outcomes for patients is not lost on its practitioners. As the former head of the NIMH, the largest and most well-funded federal mental health research organization in the world, Thomas Insel is the first to admit that his efforts at the helm did not translate into better outcomes for patients. “The scientific progress in our field has been stunning,” Insel told the Wall Street Journal in a recent interview. “But the public-health outcomes got worse.”60

          In some ways, this isn’t surprising. The NIMH has a mandate to focus on basic research rather than the social dimensions of mental disorders.61 And while Insel is correct to laud the foundational scientific work being done by researchers at the NIMH, it’s worth asking why this research hasn’t actually translated into better clinical outcomes for patients. As the parent of a schizophrenic child once told Insel, it is as if “the house is on fire” and the NIMH is focused on studying the “molecules in the paint.”62 The urgent question facing psychiatry is how to bridge the gap between research and patient outcomes. As Insel remarked in 2014, “The path to better therapeutics has often required better diagnostics,” and better diagnostics requires better tools.63

          “Precision medicine” is the umbrella term for treatment techniques that are customized for individual patients. This approach takes into account a patient’s genetics, environment, and lifestyle to deliver treatments targeted for their unique needs.64 It has been fruitfully applied in many areas of medicine to improve outcomes for patients with cancer, neurodegenerative disorders, and a host of other chronic diseases. Psychiatric diagnosis, by contrast, is still based on fuzzy concepts of mental disorders that depend largely on the subjective judgments of clinicians about the patient’s symptoms. “While it is the rule and not the exception to heavily rely on modern technology to inform clinical decisions such as diagnosis and treatment in other fields of medicine,” a group of Australian psychiatrists recently observed, “in psychiatry, this is not the reality.”65 The implication is that if there is ever going to be precision psychiatry, it will require psychiatrists to embrace modern technologies that can produce more accurate diagnoses and improve treatment outcomes.

          The origins of PAI predate the recent push toward precision psychiatry. But the adoption of artificial intelligence in the field has been greatly accelerated by a new research paradigm outlined in a 2010 paper published in the American Journal of Psychiatry by Insel and several of his colleagues from the NIMH.66 The researchers described a new program at the NIMH called “Research Domain Criteria” that aimed to create a psychiatric diagnostic system based on biology rather than professional consensus. They argued that the reason that research on the biological origins of mental disorders hadn’t translated into improved patient outcomes was because practicing clinicians still used DSM diagnostic categories that weren’t based on the biopathology of mental disorders. Furthermore, a diagnostic system based only on symptoms is likely to produce therapies designed only to alleviate those symptoms rather than address the underlying causes of mental disorder. This would be like prescribing flu patients only drugs that lower their fever rather than the antivirals that are needed to eradicate the influenza virus. Modern psychiatry, in short, is a palliative, not curative. Insel and his colleagues at the NIMH understood that if we are ever going to truly solve our nation’s mental health crisis, then we need to get to the root of the problem. And that would require an entirely new way of measuring mental disorders.

          Today, most psychiatrists tacitly assume that mental disorders are brain-based disorders. But they differ from brain diseases such as Alzheimer’s insofar as they are not associated with a lesion, genetic mutation, or identifiable neurodegenerative process. Gone are the days of reductionist explanations for mental disorders such as a “gene for schizophrenia” or the “chemical imbalance” theory of depression.67 Instead, mental disorders seem to arise from far subtler disruptions in the normal functioning of the trillions of synaptic connections made by the billions of neurons that make up our brain. To complicate matters further, there is evidence that many disorders also have genetic and environmental components that interact with each other in complex and poorly understood ways. Until recently, however, researchers lacked the technology required to collect and synthesize data about a medical conditional as multidimensional and complex as a mental disorder. But recent advances in “omics” techniques (e.g., genomics, epigenomics, proteomics, metabolomics, and so on), brain imaging technologies, artificial intelligence, and networked devices like smartphones seem to have at last laid the foundation for making precision psychiatry a reality.

          The question facing Insel and his colleagues at the NIMH was how to use these new technologies and techniques to usher in the era of precision psychiatry that could lead to better outcomes for patients. While each of these areas of research has made massive strides forward over the past decade, none is sufficient on its own to reveal the biological basis of mental disorders in individuals. Genetic data, for example, provides a statistical measurement of disease risk, but cannot serve as the basis for a diagnosis of mental disorder. Neuroimaging techniques, meanwhile, report average changes across groups while saying little about the prognosis of a particular patient. Ecological momentary assessments, the term for techniques used to collect patient data collected outside the clinic, could lead to more precise clustering of symptoms for mental disorders, but they are incapable of revealing the biological basis of those disorders.68 Clearly, if precision psychiatry is going to be successful, it must be capable of synthesizing data from all these domains to provide a holistic assessment of mental disorder. Developing the tools and techniques to make it happen was the motivating force behind the Research Domain Criteria (RDoC) program.

          Now that we are nearly a decade and a half past Insel’s announcement of the RDoC program, it is worth considering what it has accomplished in terms of advancing precision psychiatry. At present, there are still no clinically validated biomarkers—a measurable biological process or entity—for mental disorders that would enable clinicians to perform diagnostic lab tests. As the NIMH describes it, the RDoC remains “a research framework for investigating mental disorders” and “is not meant to serve as a diagnostic guide, nor is it intended to replace current diagnostic systems.”69

          The RDoC has created new ways of studying psychopathology by looking at how it affects mental functions such as working memory or reward-related activity in specific domains. But it hasn’t made an impact on clinical practice and it wasn’t meant to.70 The RDoC is an alternative framework to the DSM’s unscientific classification of mental disorders that uses new techniques to study and classify mental disorders based on the underlying biology of those disorders. It’s an exciting new paradigm for research psychiatry, but it has a long and challenging road ahead. We still don’t even understand how many different genes might contribute to a specific mental disorder, nor has a single neuroimaging study revealed a biomarker for mental disorders that meets the standards of neuroimaging diagnostics for other brain diseases like Alzheimer’s.71 For now, these techniques remain research tools only and have a long way to go before they fulfill Insel’s vision of improving patient outcomes in the clinic.

          The notable exception to precision psychiatry’s failure to make the leap from the lab into the real world is the measurement of symptoms. A major challenge with clinical psychiatry as it is practiced today is that diagnosis and treatment largely rely on symptoms that are self-reported by patients or obtained by limited observations from psychiatrists. The problem is that human memory is fickle; symptoms are often shaped by cultural factors; and patients with mental disorders may be reluctant to give a full account of their symptoms. Likewise, psychiatrists are typically limited to—at most—only a few hours per week with a patient and during this time may fail to notice important information that could lead to improved diagnosis and treatment. In other words, psychiatry has a data problem. Most of the important information about our moods, behavior, and thoughts is generated outside the clinic in the real world. But until recently, accessing that valuable patient data was difficult or impossible for clinicians.

          The proliferation of personal computers, smartphones, wearables, and the countless other networked technologies that comprise the “Internet of Things” has opened a vast new frontier for clinical and research psychiatrists. These devices constantly collect data on their users that can, in principle, be used to determine their mood, thoughts, and behavior using both passive and active data collection techniques. Heart rate data collected from a smartwatch can reveal the onset of a panic attack; typing patterns may reveal a depressive episode; and the content of text messages or internet searches can herald the onset of schizophrenia. Moreover, the ubiquity of internet-connected devices means that they can provide constant real-time patient monitoring. Today, the average American spends most of their waking hours interfacing with a screen. If that person also wears a smartwatch or other wearable to bed, they will generate an around-the-clock stream of valuable psychiatric data.

          Much of the data generated by digital devices would not be of much use to a psychiatrist on its own. But artificial intelligence can weave this vast constellation of individual data points into a cohesive picture of an individual’s mood, cognition, and behavior that may reveal a mental disorder. This is the art of digital phenotyping. It’s an elegant idea in theory, but we must not lose sight of what these data points supposedly represent. As we saw earlier, clinical diagnoses are currently made on the basis of clusters of symptoms that are based not on a biological understanding of the disorder, but on a professional consensus about clusters of symptoms that indicate a particular disorder. The promise of digital phenotyping is that it will enable psychiatrists to precisely measure those symptoms using new “digital biomarkers.” For example, slow scrolling speeds or the modulation of our voice may correlate with a low mood, one of the symptoms of major depressive disorder.

          The problem is that these data points are, in reality, proxies for the real thing psychiatrists want to know, for example, whether a patient has depression. This would work fine if the mental disorder categories were themselves valid—that is, clusters of symptoms reliably point to specific disorders—but insofar as those categories rely on DSM diagnostic criteria, this is not the case. PAI is, in other words, getting better at measuring the wrong thing. Our precision is improving, but not our understanding. This is the logical equivalent of grafting physics onto astrology. Physics can certainly tell astrologers the position of the planets with extreme precision, but this very real data is then interpreted in the context of a fiction. The fact that astrologers can precisely predict planetary motion does not mean that their underlying theories of how those planets affect human affairs are more accurate or true. The same is true of psychiatrists who rely on digital phenotyping and other PAI systems to detect and treat mental disorders as defined by a fundamentally unreliable diagnostic schema.

        
      
      
        What We Talk About When We Talk About The Silicon Shrink

        The challenges that PAI poses for precision psychiatry are numerous and nuanced. We will explore many of the issues raised in the previous section in far greater detail later in the book in the context of specific applications. First, though, it’s important to explicitly state the main themes presented in this book in plain language. This will hopefully prevent some of its more controversial ideas from being misinterpreted or taken out of context.

        First and foremost, we must acknowledge that the field of PAI is massive and rapidly evolving. In the course of writing this book, I collected several thousand journal articles and dozens of books relevant to the field, most of which were published just in the past fifteen years. By the time you hold this book in your hands, it’s likely that hundreds more research papers on PAI will have been written. This is simply too much information for any single person to digest, much less condense into an accessible book. To the best of my abilities, I’ve tried to present only the most well-founded and relevant information required for a holistic understanding of the subject. Furthermore, I’ve tried to present information as it is understood and applied by the research community. Any misrepresentation or omission of relevant research is unintentional and regretted.

        Second, I would like to emphasize that this book was written as a good faith attempt to improve outcomes for patients who have been diagnosed with a mental disorder. While it is a work of criticism, I am not aligned with the “anti-psychiatry” movement and, the epigraph from Thomas Szasz notwithstanding, I am not dogmatic that all mental disorders are a “myth.” On this point, I am agnostic and will wait to see if objective evidence that these disorders exist as biomedical entities is ever produced. Instead, my hope is that by identifying the shortcomings of PAI, it will lead to thoughtful discussions and policy changes that will limit the harm done to patients and non-patients alike today. It is my belief that AI may one day turn out to be a powerful force for good in psychiatry, but this must not blind us to its potential for harm. Let’s briefly explore three of the main ideas considered in this book:

        
          	1.	Psychiatric AI is a technology that aspires to total control of human emotions, behavior, and cognition.
            All technologies—including AI—are instruments of control in the sense that they represent the application of scientific knowledge for practical purposes. A technology’s purpose is not inherent to the technology itself. Instead, its purpose is derived from the intentions of the user. When a technology like AI is used by a psychiatrist, it becomes a control vector for implementing the intentions of the psychiatrist, namely, the accurate diagnosis and effective treatment of mental disorders, which presupposes some degree of control over the person with the mental disorder. In the past, psychiatric control might have taken the form of involuntary hospitalization, but today it is largely implemented through the voluntary administration of pharmaceuticals and psychotherapy. Pharmaceuticals regulate an individual’s neurochemistry, and psychotherapies are typically designed to teach individuals how to control their thoughts, behaviors, and emotions to alleviate symptoms of mental disorder. But drugs and psychotherapy are imperfect tools for controlling our behaviors, moods, and cognition. Their effectiveness depends on a patient’s physical presence in a clinic, medication compliance, and so on. PAI, by contrast, offers nearly total control over our behavior, mood, and cognition because it can be implemented on any digital networked device, operate around the clock, and stage interventions that a user may not even be aware of such as manipulating the content they are exposed to on their smartphone or computer. It combines the partial control mechanisms of asylums, psychiatric medication, and psychotherapy in a holistic psychiatric paradigm where no mood, thought, or emotion is ever beyond reach.

          

          	2.	Psychiatric AI is inherently expansive.
            One possible future for PAI is that it is only used in clinical settings under carefully controlled conditions with a human psychiatrist always in the loop. This, however, is unlikely. For starters, cloistering PAI in the clinic would undermine its most promising application: the ability to monitor a patient’s mental health anywhere at any time for the purpose of early detection and intervention. Second, it would lead to less effective PAI systems. Like all AI, these systems depend on enormous amounts of data to work their magic. In the context of psychiatry, the data that is of interest is information related to our moods, behaviors, and cognition. In order to collect sufficient and relevant psychiatric data, PAI systems must increasingly expand into all aspects of our lives, including our homes, schools, and workplaces. At present, it is still unclear what kinds of data will be most useful for predicting and treating mental disorders with PAI. As a result, PAI systems try to collect as much user data as they can. This is the only way a PAI system can approach a complete understanding of an individual’s mental state. And finally, if a PAI system is going to be useful for proactively predicting mental disorders, it must be applied to everyone, regardless of whether they currently have a psychiatric diagnosis. Under this expansive PAI paradigm, we’re all potentially mentally ill. Or as Thomas Insel put it in an essay for the Atlantic, “there are only two kinds of families in America: those who are struggling with mental illness and those who are not struggling with mental illness yet.”72

          

          	3.	Modern PAI systems are incapable of achieving the aims of precision psychiatry outside of research settings.
            Psychiatric AI systems attempt to improve diagnosis and treatment by gathering massive amounts of behavioral, cognitive, and emotional data on patients. The problem with this approach is that these are all narrow AI systems trained on symptom data. They all fundamentally lack the context required to accurately connect symptoms with internal dysfunction that differentiates mental disorders from healthy behavior, cognition, and emotional regulation. For example, one of the symptoms of major depressive disorder is persistent feelings of depression for at least two weeks. But what if an individual recently experienced the death of a loved one? In this scenario, a prolonged expression of grief is entirely natural and not indicative of a mental disorder. A human psychiatrist would be able to use this context to understand that this is not a mental disorder, but an AI that relies solely on symptoms would miss this crucial context. The presence of symptoms alone is never enough to diagnose a mental disorder. Those symptoms must arise from a harmful internal dysfunction, and modern PAI systems lack the ability to contextualize symptoms to make this determination.

          

        

        Now, let’s dive in.
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        Ones and Zeroes Flew Over the Cuckoo’s Nest

      
      
        Some paradox of our nature leads us, when once we have made our fellow men the objects of our enlightened interest, to go on to make them objects of our pity, then our wisdom, and ultimately our coercion.

        —Lionel Trilling

      

      The story of psychiatric AI starts in post–World War II America. This was a time of extraordinary change for the fields of psychiatry and computer science, which would come to overlap in surprising ways. Both areas of research had played an important role in helping the Allies win the war and legitimized them in ways that helped push their objects of study into the mainstream as soldiers returned home from the front. For the first two decades after World War II, the fields of artificial intelligence and psychiatry developed largely independently before they started to converge in the 1960s. In this chapter, we’ll examine the intellectual history of both fields to see how they planted the seeds for the birth of psychiatric AI. This brief history is critical for understanding how and why PAI systems have evolved into their current form. For example, we’ll see how the concept of control—whether of machines, minds, or patients—was integral to both psychiatry and artificial intelligence research in the postwar years, as well as the enormous impact that the “mind-as-machine” meme had on the development of these fields.

      
        Prognostic Psychiatry

        Although psychiatry has been practiced in some form or another for centuries, what we might call modern psychiatry—in the sense of a medical specialty focused on the scientific diagnosis and treatment of discrete mental disorders—didn’t get its start until the late nineteenth century. Its progenitor was a German physician by the name of Emil Kraepelin. Unlike his peers, who classified mental disorders based on symptoms while they fruitlessly searched for their biological basis in brain lesions, Kraepelin advocated for a taxonomy of mental disorders based on patient outcomes.1 Kraepelin didn’t completely reject the notion that mental disorders were diseases of the brain, but until there was scientific evidence to back up these theories he remained agnostic about the validity of symptom-based diagnostic categories used instead. “As long as we are unable clinically to group illnesses on the basis of cause, and to separate dissimilar causes, our views about etiology will necessarily remain unclear and contradictory,” he wrote in 1896.2 Kraepelin’s observation is still relevant more than a century later.

        In the late nineteenth century, Kraepelin worked as a professor of psychiatry at Heidelberg’s university clinic, where he kept extensive records on his patients and their diagnoses. This data would form the basis of his new classification system, which grouped mental disorders into thirteen primary types. Most of those groups—neurosis, febrile psychosis, “mental retardation,” and others—were familiar to psychiatric researchers at the time. What was shocking about his new system, however, was that Kraepelin’s patient data led him to believe that what psychiatry then called “insanity” consisted of just two primary types of psychosis: manic depression and dementia praecox, which today we would call bipolar disorder and schizophrenia, respectively. In Kraepelin’s new classification, these two psychotic disorders were the focus of serious psychiatric research and treatment, an elevated status they retain to this day.3

        Kraepelin’s decision to categorize mental disorders based on outcome rather than clusters of symptoms was informed by his considerable collection of patient data as well as practical concerns. His efforts to reclassify mental disorders weren’t motivated by mere academic curiosity. Instead, he believed that grouping these disorders based on patient outcomes would provide meaningful improvement for patients. “The doctor’s first task at the bedside is being able to form a judgment about the probable further course of the case,” Kraepelin remarked in 1899. “People always ask him this. The value of a diagnosis for the practical activity of the psychiatrist consists of letting him give a reliable look at the future” (emphasis added).4 Although psychiatrists still can’t make reliable prognoses, the Kraepelian dream of predicting a patient’s future has been rekindled in a major way with the rise of PAI.

        Kraepelin’s classification system overthrew medical orthodoxy stretching back millennia. It was a revolution in psychiatric thought that would ultimately provide the basis of the American Psychiatric Association’s Diagnostic and Statistical Manual of Mental Disorders, first published nearly thirty years after his death.5 Although the current version of the DSM contains several hundred diagnoses, Kraepelin can hardly be faulted believing that all mental disorders were actually just one of two types of psychosis. As a physician at Heidelberg, Kraepelin would only have been exposed to patients with the most severe types of mental disorder such as schizophrenia and bipolar disorder. What he missed was the masses of individuals with mental disorders whose symptoms were not disruptive enough to have them committed to an asylum by their family or the state.

      
      
        Transforming the Asylum

        Mental asylums can trace their origins back to the Middle Ages, but it wasn’t until the nineteenth century that these institutions began to proliferate and provide a therapeutic—rather than merely custodial—function.6 Prior to the rise of the asylum, individuals with mental disorders were typically cared for by their families or locked in jails, and it wasn’t uncommon for wealthy families to discharge care of mentally ill family members to private “madhouses.”7 In all instances, psychiatric “care” was mostly an exercise in quarantining the “insane” from the rest of society, and their caretakers made little pretense that they were there to cure their charges of “madness.” This was reflected in the dismal conditions of both public and private asylums, which typically resembled prisons in both form and function.

        Following the Enlightenment, however, the rationale for asylums began to change. Progressive psychiatrists—called “alienists” in their day—saw that asylums could have a therapeutic quality for patients by providing them with structure and purpose in their daily lives. Slowly but surely, asylums unchained their patients and adopted programs that were meant to cure mental disorder rather than merely contain it. And for a few decades in the early 1800s, the therapeutic asylum appeared to be working. Psychiatrists marveled at the recovery rates of patients who would have previously been considered a lost cause. But by the close of the nineteenth century, the therapeutic asylum project had been almost totally derailed.8

        As the number and size of mental asylums rapidly grew in the nineteenth century, patients started arriving at asylums faster than doctors could find beds for them. The number of institutionalized mental patients ballooned as the quality of their care—and recovery rates—plummeted. Between 1903 and 1930, the number of patients in US asylums doubled, and nearly a quarter of a million Americans found themselves ensconced in what the historian of psychiatry Edward Shorter has described as “vast warehouses for the chronically insane and demented.”9 By the time the number of Americans housed in mental asylums reached its peak in the mid-1950s, the dream of the therapeutic asylum had been dead for decades. These institutions had reverted to their historical role as mere custodians of the mentally ill in a classic tale of good intentions gone awry.

        At the same time that American asylums were drowning in patients, the field of psychiatry was undergoing a dramatic change in the way it interpreted and treated mental disorders. Kraepelin may have modernized psychiatry with his outcome-based diagnostic schema, but his revolution was short-lived. The man who finally buried Kraepelinian diagnostics is known by many and understood by few. His name is Sigmund Freud.

      
      
        A Psychiatry for Everyone

        Psychoanalysis and the brand of dynamic psychiatry evangelized by Freud has little scientific backing and has long since fallen out of favor among psychiatrists. But it’s worth touching on here because many of its underlying assumptions—that everyone is a potential patient, that day-to-day personal problems are the legitimate object of psychiatric intervention, and that psychiatric treatment need not occur in explicitly medical settings—are also found in PAI systems.

        Freud rejected the Kraepelinian brand of diagnostic psychiatry in favor of a theory where mental pathologies are extreme manifestations of normality. “Gone forever is the notion that the mentally ill person is an exception,” the psychoanalyst Karl Menninger remarked in 1956. “It is now accepted that most people have some degree of mental illness at some time, and many of them have a degree of mental illness most of the time.”10 According to psychoanalysts, psychiatry didn’t need to concern itself with diagnostics or whether a patient had a discrete disorder. The proper focus of psychiatry was to understand the meaning of a symptom and unravel the unconscious mechanisms that produced it.11 And most importantly, it was something that everyone could benefit from.

        Freud had an interesting theory, but it was completely unscientific. Unsurprisingly, it didn’t do much to help patients. “I often console myself with the idea that even though we achieve so little therapeutically, at least we understand why more cannot be achieved,” Freud once confessed to a colleague. “In this sense our therapy system seems to me to be the only rational one.”12 Psychoanalysts’ limited therapeutic success meant that their patients were typically not people with severe mental disorders such as schizophrenia or bipolar disorder. Instead, they tended to be the “worried well” who came to analysts with problems rather than symptoms. These patients wanted to avoid the stigma of mental asylums, so Freudians introduced the innovation of private clinical practice. The number of patients willing to participate in psychoanalytic therapies soared as a result. Now patients could confide in their psychiatrists from the comfort of their private office, a new mode of treatment that proved immensely popular. “The past decade has witnessed a remarkable extension of the sphere of psychiatry beyond the walls of the mental hospital,” George Kline remarked during his presidential address to the American Psychiatric Association in 1927.13 Only thirty years after his speech, less than one-fifth of the members of the APA were affiliated with a mental hospital. Nearly all psychiatrists had moved into private practice.14

        In the early twentieth century, dynamic psychiatry was largely a European phenomenon centered in Austria. But as the Nazis rose to power, psychoanalysts began fleeing to America and the Freudian ideology quickly took root among Yankee psychiatrists.15 Here the Freudians found ready allies in psychiatrists belonging to the ascendent “mental hygiene” movement. Mental hygienists believed that psychiatry’s purpose was not just to treat mental illness but also to help people who did not (yet) have a mental disorder and were merely struggling to adjust to everyday life.16 The American mental hygiene movement was wildly influential and quickly turned the regulation of Americans’ mental health into a national priority. In fact, President Herbert Hoover himself presided over the first International Congress on Mental Hygiene in 1930. The hygienists normalized the concept of “mental health” and psychiatric treatment, and in partnership with European dynamic psychiatrists they laid the foundation of a psychotherapeutic culture that primed Americans to be receptive to the prospects of automated psychiatry.17

        During World War II, the swelling ranks of psychoanalytically oriented American psychiatrists were recruited to develop new systems for screening soldiers for their susceptibility to “war neurosis” (formerly known as “shell shock”). When these new screening strategies mostly failed, the psychiatrists were tasked with developing therapeutic techniques for staging early interventions for soldiers who broke down on the battlefield. While the effects of these wartime psychiatric interventions had mixed results, they were enormously influential in terms of shaping public perception about psychiatric treatment. Mental disorder was no longer seen as something that afflicted only the small portion of society that ended up in asylums. Instead, the war had shown that “every man has his breaking point.”18 Psychiatry was a medical intervention that could help everyone, regardless of whether they were dealing with a bona fide mental disorder or merely the mundane problems of everyday life. By the end of World War II, most Americans had tacitly embraced the perspective of the mental hygienists and dynamic psychiatrists.

        The shifting sentiment around psychiatry and the concepts of mental health and disorder were captured in a speech delivered by President Harry Truman to the American Psychiatric Association shortly after the war. In this speech, Truman painted psychiatry, which he referred to as “human engineering,” as a matter of vital importance to America’s security. “The greatest prerequisite for peace,” Truman told his audience, “must be sanity.”19 He saw it as the government’s duty to foster sanity in the United States by supporting the soldiers returning home from war with all the tools that psychiatry had to offer. In 1946, Truman signed the National Mental Health Act, which formally acknowledged the high incidence of mental disorder in both soldiers and civilians. To stem the rising tide of mental disorder in the United States, the National Mental Health Act called for the establishment of a National Institute of Mental Health, which was formally established in 1949.20 Today, the NIMH is primarily involved in basic research related to mental disorders, but it was originally conceived as an organization that would be intimately involved in the provision of mental health services to the American public in addition to its research activities.21 When the US Congress passed the Mental Retardation Facilities and Community Mental Health Centers Construction Act in 1963, for example, it was the NIMH that was responsible for administering these ill-fated community mental health centers.22

        Just as the US federal government started pouring funds into psychiatric research, the field of psychiatry started to undergo yet another profound transformation. The Kraepelinian diagnostic psychiatry that had been banished by the psychoanalysts began to stage an unexpected comeback driven by the discovery of new interventions such as electroshock therapy and lobotomy, and especially the commercialization of psychiatric drugs. The first antipsychotic, Thorazine, was approved by the US Food and Drug Administration in 1954 and kickstarted a pharmacological revolution in psychiatry.23 For the first time, psychiatrists appeared to have a reliable pharmaceutical at their disposal that reduced psychotic symptoms and made asylum patients easier for their caretakers to handle. But it wouldn’t be long before psychiatric drugs broke out of the asylum and made their way into the world. The next decade saw an explosion of antidepressants and anxiolytic medications, new classes of drugs that could alleviate symptoms both for those with severe mental disorders and for the masses of “worried well.” A well-known example was the introduction of the anti-anxiety medication diazepam (better known as Valium) in 1960. Valium quickly became the best-selling drug in history by a large margin, a title it held for nearly a decade.24 Valium’s popularity, especially among middle-class housewives struggling to adjust to their new postwar reality, earned it the nickname “mother’s little helper” and underscores just how quickly psychiatry—in terms of both psychoanalysis and pharmaceutical treatment—had become an “everyday” phenomenon in the United States.

        At the same time that pharmaceutical companies were busy exploiting the gold mine of new psychiatric drugs, clinical psychiatrists were also exploring non-pharmaceutical interventions for severe mental disorders. In the early twentieth century, research had shown that inducing seizures in patients afflicted with major depression and psychotic disorders often resulted in significant improvements in their symptoms. In some cases it seemed to eliminate them entirely.25 While this insight was promising, the techniques themselves—which typically involved infecting a patient with malaria or inducing insulin shock—were relatively dangerous. In the 1950s, a group of Italian psychiatrists realized it might be possible to safely induce seizures using electricity, which was much easier to control. Following a series of shock experiments on pigs in a slaughterhouse, they performed the first electroshock therapy (ECT) on a patient in 1955.26 While the origins of ECT are ethically fraught—the first patient was a vagrant brought to a psychiatric hospital by police who never consented to being an ECT guinea pig—it was astoundingly successful in treating the symptoms of severe mental disorders. It was unclear to practitioners at the time—and still today—why ECT is so effective.27 But by 1959, it had become the treatment of choice for major depression, schizophrenia, and bipolar disorder. Despite its baseless reputation as an unsafe and inhumane treatment—a perception that was largely fostered by popular media such as the film One Flew Over the Cuckoo’s Nest—ECT continues to be widely and safely applied in clinical practice today with high rates of success.28

        It wasn’t all good news for non-pharmaceutical interventions, however. Starting in the 1930s, clinicians began experimenting with an intervention known as lobotomy, which involved the targeted destruction of small parts of the brain’s frontal lobe. A lobotomy was typically performed either by inserting a pick-like instrument through a patient’s eye socket or via holes drilled into their skull.29 The destruction of parts of the frontal lobe tranquilized patients with severe mental disorders, but it tended to result in a severe diminution of their social skills and reasoning abilities. While we now recognize lobotomy as more akin to torture than therapy, at the time it was introduced, it was widely heralded as a medical breakthrough in the treatment of mental disorders. The popular press sang lobotomy’s praises, and the intervention earned its creator a Nobel Prize.30 The enthusiasm for lobotomy is well illustrated by the fact that John F. Kennedy’s sister, Rosemary, was secretly lobotomized as a young adult at her father’s insistence due to her perceived intellectual disabilities. Despite her father’s best intentions, the procedure would prevent Rosemary from speaking intelligibly for the remainder of her life.31

        But even as psychiatrists enthusiastically embraced ECT, lobotomies, and pharmaceuticals, they still struggled to explain how, exactly, these interventions worked. As we saw earlier, psychoanalysts largely eschewed diagnostic schema of mental disorders, but this lack of a classification system made it difficult to reliably predict how these interventions would affect a patient. To address this shortcoming, the American Psychiatric Association published the first version of the Diagnostic and Statistical Manual of Mental Disorders in 1952.32 The hope was that grouping mental disorders into clearly defined categories would rationalize the application of the rapidly growing number of psychiatric treatments.

        The first DSM cataloged a few dozen mental disorders, which were grouped into three broad categories: “disorders caused by or associated with impairment of brain tissue function,” “mental deficiency,” and “disorders of psychogenic origin without clearly defined physical cause or structural change in the brain.” It is this last group that contained the mental disorders we typically associate with psychiatry today, which includes personality, affective, and psychotic disorders. While the publication of the first DSM was a major moment in the history of psychiatry, it’s important to emphasize just how different this original document was from the DSM in use today. Whereas today the DSM is a best-selling manual that is often referred to as “psychiatry’s bible,” the first version of the DSM was more or less ignored by practicing psychiatrists. It was rarely used in clinical practice, which is hardly surprising given that the field was still dominated by psychoanalytically oriented practitioners who rejected the basic premises of diagnostic psychiatry. Furthermore, despite its attempt to put psychiatric treatments on more solid scientific ground, the first DSM was heavily influenced by psychoanalytic theories. For example, it contained sections on psychoneurotic disorders, which were defined by “the anxiety which may be directly felt and expressed or which may be unconsciously and automatically controlled by the utilization of various psychological defense mechanisms”—a description straight from Freudian analysis.33 Finally, and perhaps most importantly, the first version of the DSM did not contain checklist-like descriptions of symptoms for the disorders it described. Instead, it contained brief descriptions of a disorder’s symptoms couched in psychoanalytic language and left it to the psychiatrist to determine whether a patient qualified for a disorder. Despite the shortcomings of the DSM-I, it marked an important turning point in the history of psychiatry and a return to the diagnostic paradigm pioneered by Kraepelin fifty years earlier. Although dynamic psychiatry wouldn’t reach its high-water mark until the 1960s, the publication of the first DSM was a shot across the bow of the psychoanalytic paradigm.

      
      
        The Anti-Psychiatry Reaction

        By the 1960s, psychiatry in the United States bore little resemblance to the profession that had existed prior to World War II. The invention of powerful psychiatric drugs, the growing use of physical therapies such as ECT and lobotomy, and the field’s renewed interest in the pathology of mental disorder finally seemed to put psychiatry on the pathway to becoming a true medical science. But psychiatry’s increasing role in the daily lives of Americans combined with the growing crisis of care in overpopulated asylums had laid the foundation for an influential reactionary countermovement.

        Referred to under the broad umbrella of “anti-psychiatry,” this movement was composed of patients, doctors, and academics who believed psychiatry was moving in a dangerous direction. The patients, who had experienced the dark side of psychiatry firsthand in public asylums, railed against the loss of personal autonomy in these institutions and the often horrendous side effects of the “therapies” they were subjected to on the inside. These personal accounts were buoyed by academics such as the French philosopher Michel Foucault, the Canadian sociologist Erving Goffman, and the American psychiatrist Thomas Szasz, each of whom offered their own distinct criticisms of modern psychiatry. Foucault saw psychiatry as an extension of state power designed to punish deviant behavior.34 For Goffman, the asylum was a total institution that socialized people into the role of patients.35 But no one went quite so far as Szasz, who considered the entire concept of mental disorder a “myth.” For Szasz, mental disorders were really just metaphors for describing otherwise normal problems, and these diagnostic categories were mostly used to justify the coercive institutionalization of psychiatric patients.36 While the perspectives informing the anti-psychiatry movement were diverse and contentious—Szasz, notably, did not consider himself part of the movement despite his trenchant criticisms of psychiatry—they were broadly united by a perspective that psychiatry was “medicalizing” normal behavior. The fear was that the unfettered expansion of psychiatry’s domain resulted in unnecessary and forced institutionalization of patients that would lead to increasingly worse outcomes for both society and the individual.

        Whatever you may think of the ideas of the anti-psychiatry movement, there is no denying their substantial influence. Far from obscure academic arguments, these ideas infiltrated mainstream thought through popular media like Ken Kesey’s novel One Flew Over the Cuckoo’s Nest and Sylvia Plath’s The Bell Jar. Of particular concern was the plight of psychiatric patients in asylums, whose dismal conditions were first brought to the public’s attention in a major way through “Bedlam,” a blockbuster photo exposé by Albert Maisel that was published in Life magazine in 1946. The result of the rising tide of criticism of the psychiatric establishment by patients, academics, and the general public—plus the growing belief among psychiatrists that medication could be used to effectively manage mental disorders outside a clinical setting—was a broad dismantling of American public asylums known as “deinstitutionalization.” In 1955, the number of Americans confined in asylums reached a peak of 550,000 patients, but in the decade that followed, these patients—many of whom had severe mental disorders—began to be released back “into the community.” By 1969, the number of patients housed in asylums had been nearly halved.37 But this was, in many respects, a pyrrhic victory for patients.

        Although deinstitutionalization was founded on good intentions and supported by many in the anti-psychiatry movement, the push for community psychiatry as an alternative to asylum psychiatry was, in retrospect, an unmitigated disaster. The 1963 Mental Retardation Facilities and Community Mental Health Centers Construction Act was meant to fund the creation of community mental health centers that would take over the treatment of individuals formerly housed in public asylums. But most of the community mental health centers promised by the federal government were never built, and those that were built were severely underfunded.38 At the same time, the pharmaceutical revolution failed to deliver on its promise of an effective alternative to managed treatment within an asylum. Most newly released patients lacked access to medication, and those who did have access to medication suffered from their severe adverse side effects. The result was a rapidly growing population of Americans with severe mental disorders who were not receiving adequate treatment, which sowed the seeds for the mental health crisis we are still experiencing in America today.

        If psychiatry had reason to be optimistic about the future of treating mental disorders at the start of the 1960s, by the close of the decade those hopes had been extinguished. The field of psychiatry was on the verge of a full-blown identity crisis fueled by its lack of understanding of the nature of mental disorder and dashed hopes about new “breakthrough” treatments. Perhaps the only members of the psychiatric establishment still smiling by the time the 1970s rolled around were pharma executives, who continued to rake in profits with their ever-expanding universe of psychiatric drugs. The time was ripe for bold new ideas that could save psychiatry. It was against this background that the first psychiatric AI systems were conceived. The only thing that was missing was the technological foundation that would herald the arrival of a silicon shrink.

      
      
        The Cybernetic Society

        By the early 1960s, artificial intelligence had graduated from a philosophical problem to a practical one. It was no longer a question of whether a machine could think, but when the world would see a thinking machine. Just down the road from the psychiatric hospital in Menlo Park, California, where the novelist Ken Kesey was working the graveyard shift and collecting material for One Flew Over the Cuckoo’s Nest, engineers in the nascent Silicon Valley were hard at work trying to breathe life into machines. The first generation of AI researchers that coalesced in the late 1950s were confident that they could squeeze intelligence out of metal within a few decades—if not sooner. In retrospect, their optimism seems hopelessly naive. Sixty years later, most computer scientists still can’t see a clear path toward an artificial intelligence that would come anywhere close to the versatility of human intelligence. But the computational view of the human mind embraced by these would-be Pygmalions, where behavioral “software” runs on the brain’s “hardware,” allowed them to believe that replicating human cognition in a machine was not just possible, but inevitable.

        To understand the optimism of AI’s pioneers, we need to return to the years just after World War II, when a single computer could easily fill the entire floor of a building. Electromechanical computers had proven their mettle during the war by helping Allied mathematicians crack German codes and military officers plot the course of their munitions. But aside from crunching numbers with superhuman speed, it was unclear what else—if anything—computers might be good for. Even before the war, Alan Turing, a pioneer of modern computer science, had proposed that it might be possible for a machine to mimic human cognition with such skill that it would be impossible to tell the difference between a computer and a machine.39 This famous thought experiment, now known as the Turing test, enthralled his collaborators. But they were missing a theory of mind that would enable them to turn this exciting idea into a working technology.

        Starting in the 1940s, a new area of research emerged that promised to plot a path to a thinking machine. Known as cybernetics, this field was focused on study of both natural and artificial self-regulating systems. Cybernetics drew on mathematics, psychology, and linguistics to create theories about the nature of animals and machines. Central to the cybernetics project were ideas about communication, feedback, and control, which its theoreticians saw as central to any self-regulating mechanism.40 While cybernetics had an obvious relevance for the new field of computer science, this was hardly its only focus. Indeed, the exciting thing about cybernetics was that it could be applied to any number of social, economic, political, scientific, and technological problems.

        The mathematician Norbert Wiener, who worked as a professor at MIT, was the person most responsible for launching the cybernetic project into the mainstream. The publication of his best-selling book, Cybernetics, or Control and Communication in the Animal and the Machine, in 1948 laid out the foundations of the field and its implications for the future. The origins of cybernetics lay in Wiener’s involvement in wartime efforts to create anti-aircraft systems that could compute the trajectory of an aircraft precisely enough to launch a missile at the right time and toward the right location to intercept an enemy.41 Wiener recognized that this anti-aircraft system depended on its ability to replicate two deeply human functions: performing complex computations and predicting the future. While the relatively crude computers of the time had already demonstrated their ability to do complex calculations with superhuman speed and accuracy for linear systems—where the change in output is directly proportional to the change in input—applying these machines to nonlinear systems like human behavior was an entirely different beast. The challenge facing Wiener and his fellow cyberneticians was describing the basic mechanisms that allow humans to make reliable predictions about the future. If this ability could be mathematically described, it would, in principle, enable its replication in machines.

        The solution to this challenge was found by exploring how humans navigate a fundamentally uncertain world. In contrast to the deterministic physics of Newton, where inputs to a system could be directly linked to outputs (e.g., a given mass traveling at a given speed will yield a definite amount of force), the physics of the twentieth century was one of probabilities. New theories such as Einstein’s relativity or Niels Bohr’s quantum mechanics had overturned the idea that we live in a single “real” universe that operated with the regularity of a well-built watch. Instead, the actual output of a system was just one of an infinite number of possible outputs, and could not be known in advance with absolute certainty. The best we can do is assign a probability to a given output. Thus, the project of physicists—and scientists in general—is to develop knowledge that improves their ability to probabilistically predict the behavior of the system they are studying.42

        This kind of probabilistic thinking does not come naturally to humans. Given the inherently probabilistic nature of the world, it is something of a miracle that humans are able to fare as well as we do. We don’t sit down and calculate the probabilities of an outcome for every action we take, and yet we manage well enough. If this capacity could be replicated in a machine, Wiener realized, then it would have a distinct advantage over humans insofar as it could easily compute probabilities for any scenario and make better decisions on that basis. What is going on inside our brains that allows us to control ourselves so well despite our computational handicap?

        For Wiener, the answer to this question of how self-regulating machines—and he viewed the human as merely a special case of a machine—control themselves in an uncertain world came down to communication and feedback.43 All machines—human and artificial—constantly exchange information with the outside world and are, in this sense, plugged into a vast communication network. The messages that machines exchange in this network could be anything so long as they contain information—a handwritten note, body language, a computer program, or the position of the sun in the sky. When animals and artificial machines receive these messages, they analyze this information to dictate their future behavior. Based on the outcome of a behavior—itself a type of message—the animal or the machine receives new messages from the outside world that it can use to further refine its behavior in the future. This cyclical exchange of messages with the outside world is called feedback, and for cyberneticians this was the fundamental feature that linked animals and machines.

        Wiener’s idea that communication and feedback are central to the control of both animal and machine was revolutionary. His Cybernetics unexpectedly became a runaway best seller despite the fact that the book is packed full of dense mathematical proofs. While Cybernetics may not have been a beach read, it captivated everyday Americans because of its implications for the future of the individual and society, which Wiener explored at length in the book’s slightly more accessible follow-up, The Human Use of Human Beings. Of particular interest here is Wiener’s observation that the similarities between humans and machines “may suggest new and valid approaches to psychopathology and even psychiatrics.”44 Wiener was intensely interested in understanding how a system as complex as the brain handled “errors” that manifested as psychopathology and believed that a better understanding of the nature of mental disorders could help fix computational errors in machines. As we’ll see in the next chapter, it wouldn’t take long for this idea to be put into practice, albeit in the reverse: through computers that simulated mental disorders as a psychiatric research tool.

        Wiener was optimistic that cybernetics might eventually lead to machines that might have “a more eminently human characteristic—the ability to learn.”45 But he wasn’t blind to the possibility that learning machines might be applied for dangerous ends. Wiener was particularly concerned about the possibility that machines designed to predict and control human behavior could lead to a society where human behavior is constrained so that it is amenable to machine prediction. That idea is also central to this book. As we’ll see later, PAI relies on data that is generated through human interactions with computers, and, as such, our models of human cognition, moods, and behaviors are reduced to dimensions that can only be understood by a machine.

        Given how important this idea is for the rest of this book, it’s worth quoting Wiener’s own concerns at length here, which were written a few years before the term “artificial intelligence” was even coined. The “real danger” of cybernetics, Wiener wrote in The Human Use of Human Beings, is that it might lead to machines that,

        
          though helpless by themselves, may be used by a human being or a block of human beings to increase their control over the rest of the human race or that political leaders may attempt to control their populations by means not of machines themselves but through political techniques as narrow and indifferent to human possibility as if they had, in fact, been conceived mechanically. The great weakness of the machine—the weakness that saves us so far from being dominated by it—is that it cannot yet take into account the vast range of probability that characterizes the human situation. The dominance of the machine presupposes a society in the last stages of increasing entropy, where probability is negligible and where the statistical differences among individuals are nil. Fortunately we have not yet reached such a state.46

        

        Wiener’s insights into the potential use and misuse of cybernetics as applied to learning machines was remarkably prescient. But to get where we are today, early AI researchers had to leave cybernetics behind and strike out on their own. While Wiener and his fellow cyberneticians laid the intellectual and mathematical foundations for artificial intelligence, their work had comparatively little to say about how to apply cybernetic ideas in practice. How does one actually implement robust feedback and communication systems in a computer? This was the central reason why AI branched off from cybernetics in the 1950s: to focus on the practical challenges of implementing learning systems in a digital machine.

      
      
        The Birth of AI

        The founding event of artificial intelligence as a field is generally considered to be a workshop held over the course of two months in the summer of 1956 at Dartmouth College. The workshop was attended by a who’s who of mathematicians interested in the question of thinking machines, including Marvin Minsky, Claude Shannon, Allen Newell, Herbert Simon, and John McCarthy, the latter of whom is credited with coining the term “artificial intelligence.”47 As outlined in the original proposal for the workshop, the attendees would attempt to “find how to make machines use language, form abstractions and concepts, solve kinds of problems now reserved for humans, and improve themselves.” The entire project was based on the working theory that “every aspect of learning or any other feature of intelligence can in principle be so precisely described that a machine can be made to simulate it.”48 If cybernetics had provided the intellectual grist for AI, the Dartmouth boys were intent on finding ways to turn theory into technique.

        At the time, the small but growing cadre of researchers interested in the novel problem of artificial intelligence sensibly believed that a thinking computer would essentially reproduce the mechanisms of the human brain. (Today it is recognized that intelligent machines need not reproduce the human brain in silico and that nonhuman pathways to general intelligence are both possible and likely.) At the time, neuroscience was itself a very young field—the modern conception of neurons was scarcely a decade old—and it seemed that AI researchers, neuroscientists, and psychologists had a lot to offer each other in terms of advancing our understanding of the brain and human intelligence. Indeed, the first true AI system—the perceptron—was created not by a mathematician but by a psychologist named Frank Rosenblatt at the Cornell Aeronautical Laboratory in 1958.49

        Rosenblatt’s perceptron was a learning algorithm that was a progenitor of modern deep learning networks. It was based on the mathematical description of an artificial neuron that was loosely modeled on the way neurons actually function in our brain.50 The human brain consists of around 80 billion nerve cells known as neurons that are each connected to thousands of other neurons to create a dense network with over 1 trillion neuronal connections.51 This enormously complex network is responsible for everything we think, feel, and do, which is all the more remarkable considering the relative simplicity of neurons themselves. Each neuron has many dendrites that extend from the cell body, or soma, like branches from a tree trunk. The dendrites are responsible for receiving and passing on electrochemical signals from other neurons to the soma. If the cumulative strength of these signals passes a certain threshold, it causes the neuron to fire its own electrical signal—the action potential—down a fiber known as the axon. At the end of the axon is the axon terminal, which connects the neuron to other neurons via synapses, small gaps between the axon terminal and other dendrites. The electrical signal causes the release of chemicals such as dopamine or serotonin—known as neurotransmitters—into the synapse gap, which passes the neuron’s impulse to the next neuron, where the cycle repeats.52

        An important feature of biological neurons is that they exhibit binary activity: the sum of the electrical impulses from the dendrites either passes the threshold causing the neuron to fire or it does not. The artificial neurons used in deep learning systems function in an analogous way. To take the relatively simple example of Rosenblatt’s perceptron, an input layer ingests data from the outside world and this input data is assigned a weight, a numerical value based on the strength of its connection to a given output. If the combined value of these weights is above a given threshold, the perceptron’s artificial neuron will “fire” and give an output of 1. Otherwise, it will produce an output of 0.53

        This is all pretty abstract, so it will help to consider how the perceptron was used in practice. Consider a problem tackled by Rosenblatt: how to teach the perceptron to recognize handwritten digits. Rosenblatt’s perceptron, a machine connected to a camera that returned 400-pixel images, was given an image of a digit—let’s say the number “4.” To determine whether the image is or is not the number “4,” the perceptron might look at various features of the input data such as the distribution of black and white pixels in the image. Each of these input features is given a weight—say, a number 1 through 5—that corresponds to how likely that feature is to belong to the correct output (the number “4”). If the sum of the weights for all the inputs passes a threshold that indicates the number in the image is a “4,” the perceptron will produce an output of 1, indicating that the image is in fact the number “4.”54 But what if the machine gets it wrong and incorrectly classifies an image containing the number “9” as containing the number “4”? For Rosenblatt, the solution was to adjust the weights on the input layer using electric motors connected to potentiometers until the sum of weights from the input data reliably classified numbers. This fine tuning of the artificial neuron by adjusting the weights for the data through trial and error is known as “supervised learning.” (This is contrasted to unsupervised learning where a deep learning system automatically adjusts its own weights.)

        Rosenblatt’s perceptron was a milestone in the history of AI research and was met with incredible enthusiasm from the research community and general public. Despite using a computer that was 1 million times slower than even a low-end smartphone today, it was capable of accurately recognizing handwritten digits and solving other relatively simple classification problems. The exuberance around Rosenblatt’s perceptron was captured in an article in the New York Times in 1958, which described the system as “the embryo of an electronic computer that . . . will be able to walk, talk, see, write, reproduce itself, and be conscious of its existence.”55 While today we do indeed have AI systems that can walk, talk, see, and write, these are relatively recent innovations, and as far as we know, no machine is yet conscious of its own existence. But when Rosenblatt revealed his perceptron to the world in the late 1950s, no one would have guessed just how long it would take to actually achieve these feats. Rosenblatt can hardly be blamed for the slow progress. That honor instead falls to his “loyal opposition,” the computer scientist Marvin Minsky.56

      
      
        An AI Winter

        Throughout the 1960s, Rosenblatt and a cadre of other psychologists and computer scientists continued refining the perceptron and were convinced they had found the royal road to artificial general intelligence. But they were hardly the only game in town. In contrast to the “connectionism” of Rosenblatt and other perceptron evangelists, who believed that the secret to learning machines involved reproducing the neural connections of the human brain, a rival group of AI researchers known as “symbolists” believed that artificial neurons were a dead end. This group, which counted Minsky among them, believed instead that humans learned by manipulating symbols and set about creating “expert systems” that consisted of vast databases of factual knowledge that computers could draw upon to learn about the world by making connections between isolated facts. While the symbolist project was ultimately doomed to failure, it was successful in setting connectionism and research on neural networks back by decades.57

        In 1969, just a decade after Rosenblatt revealed his perceptron, Minsky and the computer scientist Seymour Papert published Perceptrons, a damning critique of the connectionist approach to artificial intelligence. In the book, Minsky and Papert offered mathematical proofs demonstrating that single-layer perceptrons were incapable of solving certain basic classification problems. While Minsky and Papert understood that a multilayer perceptron could overcome these problems by completing further computations between the input layer and the output, connectionist researchers had struggled to find methods for connecting multiple layers in a perceptron. The impact that Perceptrons had on the field of AI research was enormous. Following its publication, research funding on neural networks evaporated and led to the start of a prolonged “AI winter” that wouldn’t begin to thaw until the 1980s.

        By the start of the 1970s, researchers working on artificial intelligence and psychiatry were both experiencing existential crises. In psychiatry, the psychoanalytic project was dying, but new biological approaches to diagnostic psychiatry were also struggling to find solid ground. Outside the lab, the over-prescription of powerful psychiatric drugs for the worried well and the undertreatment of those with serious mental disorders released from the asylums had laid the foundation for an enduring mental health crisis. A solution to these problems depended on a better understanding of the nature of mental disorders, but psychiatrists lacked the tools to deliver on this demand. Meanwhile, a bitter war was raging between different schools of AI researchers. The symbolists and connectionists each believed they were working on the real solution to artificial intelligence, yet both groups struggled to make serious headway toward their goal of creating a bona fide learning machine. The connectionists were hamstrung by a lack of funding for deep learning systems, and the symbolist project ultimately failed to demonstrate that connecting large databases of facts could produce anything close to intelligence.

        It was this confluence of crises that launched the first research programs on psychiatric AI, which would attempt to leverage the best ideas of both fields to solve the problem of artificial intelligence and reveal the true nature of mental disorders. The stage was set for the creation of a silicon shrink.
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        The Paranoid Computer

      
      
        The drugs of the future will be computers. The computers of the future will be drugs.

        —Terrence McKenna

      

      The year was 1971 and Larry Roberts was feeling frustrated. An engineer by training, Roberts had spent the past five years as a program manager at the US Department of Defense’s Advanced Research Project Agency developing ARPANET, a packet-switching network that was the progenitor of the modern internet. ARPANET was an incredible feat of engineering that allowed geographically distant computers to communicate with one another for the first time. The first computers to join ARPANET came online in 1969, but for the next few years ARPANET remained an academic curiosity accessible only to a small research community.1 And this, Roberts recognized, was a problem. To capture the true benefits of ARPANET would require connecting dozens and eventually hundreds of computing centers to the network. Ideally, these would be computers used by industry, not just universities and US research labs. But onboarding users proved slow, and by 1971 only fifteen computers were connected to ARPANET.2 While plenty of people in both industry and academia recognized ARPANET as a major engineering feat, it wasn’t clear that the benefits of connecting to the network were worth the extreme cost and hassle. The challenge for Roberts and his colleagues was proving that ARPANET was not just an impressive technology but a useful one.3

      With the benefit of hindsight, it’s humorous that anyone could doubt the usefulness of what would become the internet. But this was a radically new technology, and at the time its utility was far from obvious. So in 1971, Bob Kahn, an electrical engineer who was a co-creator of the protocols at the heart of the internet, proposed to Lawrence that they host a demo day that would showcase the utility of ARPANET. They would invite hundreds of researchers, academics, government representatives, and heads of industry to the conference so they could directly interact with applications connected to ARPANET. The idea was to focus on the user and show them how useful ARPANET could be. If it went well, the demonstration would convince attendees that connecting their own machines to the network was worth the cost and would have the same explosive impact on ARPANET’s growth that unveiling the telephone did at the Centennial Exposition in 1876. It would be the public’s first introduction to the power and potential of internetworking.4

      After months of planning, the International Conference on Computer Communication (ICCC) kicked off in late October 1972 at a Hilton Hotel in Washington, DC. The conference featured talks from regarded experts on topics ranging from “The Wired City” to “Databanks and Individual Privacy,” and offered an excuse for the more than 800 attendees to brush shoulders with some of the brightest minds in technology, business, and government. But the real highlight of the program was the demo center, where thirty-six computer terminals were arranged in a circle around a terminal interface processor (TIP) on a raised platform in the center of the room. TIP was essentially a crude equivalent of a modern router, and allowed the terminals connected to it to access the twenty-nine computers connected to ARPANET at the time of the conference. When attendees at the conference sat down at a terminal and logged on to ARPANET, they could experiment with running a number of different applications. They could play chess and interact with an air traffic control system or complete more mundane tasks like querying a database or transferring files.5

      The ICCC was a smashing success and led to an explosion of computers connecting to ARPANET. But what concerns us here is not the destiny of ARPANET, but the implication of two applications that were on display during the conference. These programs, called DOCTOR and PARRY, were some of the first examples of chatbots, rudimentary AI systems that could respond to users in natural language much like modern chatbots like Apple’s Siri or Amazon’s Alexa do today. What is remarkable about the fact that both of these programs were on display at the public unveiling of the internet is that both were also the first examples of psychiatric AI. DOCTOR was a script running on a chatbot program called ELIZA that mimicked a Rogerian psychoanalyst. PARRY, on the other hand, was modeled after a paranoid patient and was explicitly designed by its creator, a Stanford psychiatrist named Kenneth Colby, for the purpose of researching mental disorders. When attendees at the ICCC interacted with DOCTOR, they played the role of a patient and could tell their deepest problems to a computer therapist. If they interacted with PARRY, the roles were reversed and they could attempt to get inside the mind of an artificial paranoid patient.

      Interestingly, the ICCC was not the first time that DOCTOR and PARRY had the opportunity to meet. A month before the conference, Vint Cerf, a computer scientist at UCLA, connected the two programs over ARPANET so the artificial doctor and patient could converse with one another. At that point, both PARRY and DOCTOR were well known in the research community, and Cerf thought it would be “cool” to connect them for a conversation and see where it went.6 Rather than having a human feed queries to the chatbots, they would respond to inputs from the other chatbot. The demo took place in a small lab at UCLA and was attended by Cerf and a small group of colleagues. The conversation between DOCTOR and PARRY (reproduced in full in the appendix) was circular and didn’t really demonstrate that either computer had anything close to human-level intelligence.7 In fairness to the chatbots, they weren’t designed for this sort of application. Rather, DOCTOR was a research tool for exploring communication with machines and PARRY was a tool for studying the communication with schizophrenic patients.

      The important point is that the presence of PARRY and DOCTOR at the ICCC shows us that the history of the internet is inseparable from the history of psychiatric AI. But at the time, the application of AI to psychiatry was a contentious subject that would drive a professional wedge between Weizenbaum and Colby for the remainder of their careers. This rift over the appropriate application of computers to deeply human problems is as relevant to the development of PAI today as it was in 1972. In order to understand the philosophical and moral issues raised by PAI systems, we must turn back the clock and examine the context that birthed these two famous chatbots.

      
        Before PARRY Met DOCTOR

        Joseph Weizenbaum, the creator of DOCTOR, never meant for his creation to be used for therapy. The fact that DOCTOR mimicked a psychologist was merely a clever hack to overcome the limitations of the computer program. But what Weizenbaum intended for his creation didn’t really matter. When he released ELIZA—and its more famous program DOCTOR—into the world in 1966, people quickly began interacting with the chatbot as if it was a real therapist.8 (This seems to come naturally to us—as we’ll see later, people still use chatbots like Siri for therapeutic purposes.) This wasn’t just unexpected to Weizenbaum; it was horrifying. When people began confiding their deepest secrets to the DOCTOR program, Weizenbaum saw the same dehumanizing logic at play that he had witnessed firsthand during the ascent of the Nazis in Germany only a few decades earlier. But if Weizenbaum hadn’t intended his chatbot to be an AI therapist, why did he endow it with the persona of one?

        The short answer is that having DOCTOR mimic a therapist was a useful way to hide the shortcomings of its underlying technology. In 1964, Weizenbaum began developing the chatbot program known as ELIZA at his lab at MIT as a way to study human-computer interactions.9 At the time, the field of AI was swept up in enthusiasm about the promise of thinking machines, which many leaders in the field, such as the computer scientist Herbert Simon, thought would be capable of matching human intelligence in just a few years. Weizenbaum built his chatbot with the goal of taming what he saw as irrational exuberance about the potential of AI. By creating a program that appeared to understand humans based on its ability to interpret natural language text and reproduce sensible answers in natural language, Weizenbaum hoped to expose the logical folly at the heart of AI research. Sure, his chatbot program appeared to understand human users, but anyone could read his code and see that it was just responding to natural text input based on relatively simple transformation rules. Weizenbaum believed this would demystify AI and expose it for what it really was: a “dumb” computer program that lacked any remotely human qualities. ELIZA was meant to be a sendup of AI that would expose its limitations. Instead, ELIZA became hugely celebrated among AI researchers and enchanted its users with its human-like qualities. Weizenbaum had massively miscalculated how people would respond to the artifice of his program.

        To call ELIZA an artificial intelligence is to stretch the meaning of that term to its limit. The way the program worked was relatively simple. It would take textual input from a user and scan the text for various keywords. If a keyword was found, ELIZA would transform the input sentence according to a pre-programmed rule related to that keyword.10 These transformation rules were then grouped together as “scripts,” applications that effectively gave ELIZA a persona. The most famous of those scripts, DOCTOR, mimicked a Rogerian psychoanalyst. In the Rogerian tradition, a therapist parrots back a patient’s answers in the form of a question. For example, if a patient says something like, “I am depressed,” the therapist might respond with a question such as, “Why do you think you’re depressed?” The idea is that this effectively provides the patient with a mirror of themselves that they can use to gain deeper insights into their problems. For Weizenbaum, this form of therapy lent itself naturally to ELIZA’s relatively crude method of processing natural language. All the DOCTOR script had to do was identify keywords from a user’s input and then recycle those keywords in a question. The effect was that the computer seemed to understand the user without really understanding the content of their input at all. But as Weizenbaum soon discovered, this illusion was an incredibly powerful one.

        When Weizenbaum released ELIZA into the world he was surprised to see how quickly users seemed to form an intimate relationship with his chatbot, especially when it was running the DOCTOR script. When Weizenbaum had his secretary use the program, for instance, it wasn’t long before she asked Weizenbaum to leave the room when she was interacting with the program so she could converse in private with the machine.11 This was hardly an isolated incident. When people would interact with DOCTOR, Weizenbaum noticed a tendency to humanize the machine and develop a relationship with it to the point where users became entirely comfortable describing their deepest problems to a machine that couldn’t really understand them. Even when Weizenbaum would try to explain the inner workings of the program to emphasize that it was neither a therapist nor all that intelligent, the illusion persisted. His DOCTOR program was soon circulated among the research community and proliferated on campuses across the United States and abroad. People seemed to genuinely treat the DOCTOR program as human, and this was, in Weizenbaum’s mind, an unmitigated disaster.

        In 1976, Weizenbaum published Computer Power and Human Reason: From Judgment to Calculation, a lengthy critique of ELIZA and the AI project in general. This book marked his transition from one of AI’s leading researchers to one of its most salient critics, a position he would maintain until the end of his life. At its core, Weizenbaum’s criticism of ELIZA and AI in general was that it was inherently dehumanizing because it did not take the whole of a person into account.12 The problem wasn’t so much that users mistook a machine to be intelligent. Rather, by interacting with the machine as if it were intelligent they were dehumanizing themselves because the machine was incapable of understanding them. In this sense, he saw the same logic at work in the AI project—which couldn’t, and still can’t, appreciate a human in their entirety—and the totalitarian system he had escaped in Nazi Germany.

        This is a problem that continues to haunt PAI to this day, and the only realistic remedy is to expand the use of these systems so that they can gain total contextual understanding of the person. The inherently expansive qualities of PAI systems threaten to erode human liberty through total surveillance of their thoughts, behavior, and emotion. It was a danger of PAI that Weizenbaum already recognized in 1974. “Our society’s growing reliance on computer systems that were initially intended to ‘help’ people make analyses and decisions, but which have long since surpassed the understanding of their users and become indispensable to them, is a very serious development,” Weizenbaum wrote. “It has two important consequences. First, decisions are made with the aid of, and sometimes entirely by, computers whose programs no one any longer knows explicitly or understands. Hence, no one can know the criteria or the rules on which such decisions are based. Second, the systems of rules and criteria that are embodied in such computer systems become immune to change because in the absence of a detailed understanding of the inner workings of a computer system, any substantial modification of it is very likely to render the whole system inoperative and possibly unrestorable. Such computer systems can therefore only grow.”13

        Although Weizenbaum was critical of the AI project as a whole, he was willing to admit that it might eventually—in the far distant future—have legitimate applications and be capable of surpassing human capabilities in many domains. For Weizenbaum, however, just because AI could replace humans in principle, it did not follow that AI should replace them in every instance. In this sense, the use of AI was less of a technical problem than a moral and ethical one. Interestingly, one of the areas where Weizenbaum specifically foresaw disaster was in the application of AI in psychiatry. When Weizenbaum released DOCTOR, he was dismayed to find that many psychiatrists welcomed the program as a step toward automated psychotherapy, despite the fact that he had never intended the program to be used for that purpose.

        Even before ELIZA, early AI pioneers were already dreaming of its therapeutic potential. Writing in 1960, the computer scientist and AI pioneer Herbert Simon was musing about a near future where “a specific technological development permits the automation of psychiatry itself, so that one psychiatrist can do the work formerly done by ten . . . this example will seem entirely fanciful only to persons not aware of the research now going on into the possible automation of psychiatric processes.”14 While Simon’s view of automated psychiatry may indeed have seemed fanciful in the early 1960s, ELIZA’s popularity spread the idea to a much wider audience. It even captured the imagination of the famed planetary astronomer Carl Sagan, who noted in an article for Natural History that while “no such computer program is adequate for psychiatric use today,” it wasn’t difficult to “imagine the development of a network of computer psychotherapeutic terminals, something like arrays of large telephone booths, in which, for a few dollars a session, we would be able to talk with an attentive, tested, and largely non-directive psychotherapist.”15 Sagan’s vision of the future of psychiatry was remarkably prescient and acknowledged the reality that the swelling ranks of people seeking psychiatric help were already overwhelming clinicians in the 1970s. For Sagan and the growing number of psychiatrists who shared his vision, AI-driven psychotherapy was a way to provide relief to millions of people with mental disorders while alleviating the clinical burden on human doctors. This is still a primary justification of PAI systems today.

        In Weizenbaum’s mind, however, this line of reasoning entirely missed the point. “I had thought it essential as a prerequisite to the very possibility that one person might help another learn to cope with his emotional problems, that the helper himself participate in the other’s experience of those problems and, in large part by way of his own empathetic recognition of them, himself come to understand them,” Weizenbaum wrote in Computer Power and Human Reason. Instead, early PAI evangelists seemed to want to remove the element of human connection from psychotherapy entirely and replace it with “pure technique” of a machine. This, wrote Weizenbaum, required psychiatrists to see themselves “not as an engaged human being acting as a healer, but as an information processor following rules.” By extension, this view of the therapeutic process also required psychiatrists to view their patients as information processors running buggy software that could be corrected with the right inputs. When this worldview is taken to its logical conclusion, Weizenbaum lamented that “advocates of computerized psychotherapy may be merely heralds of an age in which man has finally been recognized as nothing but clockwork.”16

        While Weizenbaum acknowledged that viewing humans as information processors was not necessarily incorrect, he rejected the view that “any single perspective can comprehend the whole man.” This was his main charge levied against PAI, which he saw as a dehumanizing technology precisely because it collapsed the multifaceted human experience into a single dimension that could be understood by a machine. Weizenbaum saw organisms as largely defined by the problems they face, and humans faced problems that could never be understood—much less experienced—by a machine. This implied that “computers and men are not species of the same genus,” but it did not mean that computers would never be capable of making psychiatric judgements. “Computers can make psychiatric judgments,” Weizenbaum bitterly noted. “They can flip coins in much more sophisticated ways than can the most patient human being. The point is that they ought not to be given such tasks. They may even be able to arrive at ‘correct’ decisions in some cases—but always and necessarily on bases no human being should be willing to accept.”17

      
      
        A Skeptical Psychoanalyst

        Weizenbaum may have unintentionally kindled enthusiasm for psychiatric AI with the creation of ELIZA, but it was a man named Kenneth Colby who pushed it into mainstream psychiatric thought. A psychoanalyst by training, Colby had graduated from Yale’s school of medicine in 1943 and spent the first decade of his career as a practicing therapist.18 Colby started his career during the peak of Freudian influence on American psychiatry, and during his first decade as a working psychiatrist he witnessed the publication of the first DSM, the establishment of the National Institute of Mental Health, and the creation of the first psychiatric drugs. As we saw earlier, the period immediately after World War II was a time of immense change for psychiatry, and the field seemed to be coming into its own as a legitimate branch of medicine. But after more than a decade in the clinic, Colby was having some doubts about the future of his profession.

        In 1958, Colby published A Skeptical Psychoanalyst, which laid out his qualms with dynamic psychiatry.19 The main weakness of psychoanalysis as a science, Colby argued, was that it lacked any controlled experiments that would allow clinicians to manipulate key variables and understand how they influenced a patient’s mental state. This meant that clinicians largely relied on patient self-reports to understand the causal relationships that lead to mental disorder and its effective treatment. Without controlled experiments, psychoanalysts were unable to test their theories. As a result, the treatment of mental disorder through psychoanalysis relied on expert consensus about what they were treating and how. This was a fundamentally unscientific pursuit and ultimately prevented the growth of knowledge about mental disorders. Or, as Colby put it, “the primary purpose of a scientific organization is to transmit and exchange knowledge, not to form committees.”20

        Colby’s dissatisfaction with the methods of psychoanalysis launched him on a lifelong quest for techniques that could turn psychiatry into a true science. As he searched for an answer, he became enamored with the concept of artificial intelligence and foresaw the possibility that intelligent machines might hold the key to understanding mental disorders. From the start, Colby was interested in how AI systems could improve clinical practice and explored this idea along two main dimensions. First, it seemed possible to Colby that AI could be used to simulate mental disorders. This would enable psychiatrists to study the effectiveness of different therapeutic interventions in a scientific way. Psychiatrists wouldn’t have to test new theories or train new clinicians on real humans who were actually suffering; instead, they could use an AI patient simulating a mental disorder. Second, Colby followed Simon in his belief that intelligent machines could be applied in the therapeutic process itself. This, he believed, could help overcome a shortage of clinicians and help patients avoid the stigma associated with receiving mental health treatments.

        Shortly after publishing A Skeptical Psychoanalyst, Colby attempted to put his ideas into practice. The result was a rudimentary computer simulation of neurotic thought processes that was designed to allow clinicians to study how therapeutic interventions affected neurosis. Colby undertook this work starting in the late 1950s while working as an associate professor of psychology at Stanford University and published the results of his efforts in a 1964 article titled “Treatment of Neurotic Computer Programs.”21 Colby’s neurotic computer program was designed to simulate two neurotic processes he regularly encountered with his female patients, namely, anxiety and “indecision in relations to men.” The data that he used to create his neurotic model was collected from the notes and tapes from therapy sessions conducted with one of his patients over the course of three years. Like Weizenbaum’s DOCTOR program, Colby’s neurotic computer program was conceptually simple. The program generated a textual output based on real-world complaints that Colby had received from his patients such as “Mother says father abandoned us.” The user, playing the role of psychiatrist, then entered a response such as “You admire father.” The program would then analyze the textual components of the user’s response, breaking it down into subjects, verbs, and objects, which could be used to write a response to the user’s input. By repeating this cycle, the user could attempt to get to the root of the program’s neurosis.

        Colby was the first to admit that his simulation of neurotic thought processes was incomplete. In his paper he described the system as a “prototype” that could be further refined with better data and programming. Still, the implications of such a program were immediately clear. An artificial psychiatric patient could aid human therapists in making clinical decisions by allowing them to make hypotheses about different treatment regimens and conduct scientific experiments to find an optimal therapeutic approach. These AI patients could rationalize the psychotherapeutic process and systematize the methods that led to effective treatment. Still, Colby acknowledged that it would take better computers to deliver on these promises. “The ultimate test for us in psychiatry will be [the computer’s] usefulness in coping better with clinical problems,” Colby concluded. “For the time being all we can do is work at it and wait and we shall see.”22

        Colby didn’t wait long. In 1966, he published a second paper on AI in psychiatry, this time approaching it as a clinical tool rather than a research technique. In the paper, Colby described the development of a computer program that was capable of “conducting psychotherapeutic dialogue.”23 Colby’s paper was published the same year that Weizenbaum’s DOCTOR program was widely released into the research community. But unlike Weizenbaum’s program, which adopted a psychotherapeutic posture as a shtick, Colby’s program was explicitly intended to provide therapeutic relief. Despite their different intentions, Colby acknowledged that his computer psychotherapist was “conceptually equivalent” to Weizenbaum’s DOCTOR. In Colby’s version, a person would sit at a computer terminal and input sentences in natural language into the program, which identified key words, mapped them to an appropriate response from a database of 450 possible responses, and then altered those responses based on the key words submitted by the user. So, for example, if a user typed “My mother dislikes me,” the computer would respond with a response such as “Why do you feel that your mother dislikes you?”

        Colby’s computer therapist was extremely rudimentary, but he saw it as merely the first step toward a much more ambitious psychiatric AI. Among its major shortcomings was that it was really only applicable for a first- or second-stage interview with a patient. Users often became frustrated with the machine’s inability to answer their questions and provide individually tailored responses for their personal situation. Colby recognized this last point as the greatest failure of the program, but believed it was entirely solvable based on his understanding of how human clinicians conduct therapy. According to Colby, “a human therapist can be viewed as an information processor and decision maker with a set of decision rules which are closely linked to short-range and long-range goals,” a feature it shares with other information processors such as computers. The main difference between a human therapist and a computer therapist, in Colby’s mind, was that a human therapist is able to create cognitive models of their patient that they can use to guide their treatment. While this was beyond the capacity of computer programs at the time, Colby believed it would one day be possible to build a computer psychotherapist that could develop a cognitive model of the user in real time and tailor its responses and interventions based on its understanding of the user.

        Despite the shortcomings of his first AI therapist, Colby was incredibly optimistic about the potential of AI-mediated therapy. If future systems were deployed in hospitals and psychiatric clinics, he predicted, it would be possible to treat “several hundred patients per hour.”24 Importantly, Colby didn’t foresee his silicon shrink ever completely replacing human therapists in clinical settings. Instead, the human therapist “would become a much more efficient man since his efforts would no longer be limited to the one-to-one patient-therapist ratio as now exists.”25

        Psychiatric AI, in other words, promised the delivery of therapy at scale and would sidestep the problem of a shortage of therapists, which was as acute in the 1960s as it is today. Colby wasn’t blind to the implications of computer therapy, however, and recognized that it raised profound questions about the “essential ingredients in individual therapy.” At the time he was writing, it was still a “complex research issue” whether human-delivered psychotherapy provided lasting benefits to patients, a problem that was complicated by a lack of scientific understanding about why a given therapy is effective. Colby knew that the same challenge would confront AI therapists, which must be capable of demonstrating their therapeutic benefits through rigorous experiments. This is still a problem for PAI today, particularly the many therapeutic chatbots that are direct descendants of Colby’s pioneering experiments.

        
          Paranoia in Silico

          Following his initial experiments with modeling mental disorder and delivering computer-mediated therapy, Colby began to develop a more sophisticated computer model of mental disorder. In 1971, supported by grants from the US Department of Defense and the National Institute of Mental Health, where Colby had a position as a career research scientist, he published the details of a program called PARRY that was designed to mimic paranoid thought processes.26

          Described by Colby as “ELIZA with attitude,” PARRY was capable of more sophisticated interpretations of user inputs compared with both ELIZA and his previous attempts at simulating paranoid thoughts in a computer program.27 Whereas ELIZA put the user in the patient’s position, PARRY allowed users to play therapist and interrogate the thought processes of a paranoid patient. As with Colby’s neurotic computer program, his hope was that PARRY would enable clinicians to discover more effective methods of interventions with paranoid patients. In this sense, PARRY was an attempt to formally describe the mechanisms of paranoid disorders so that they could be implemented in a machine. This, in Colby’s mind, was critical to testing theories about the genesis and presentation of any mental disorder. If the theorized mental processes associated with paranoia could not be modeled in a machine, then it implied that psychiatrists did not truly understand those mental processes. This would mean that their therapeutic interventions were effectively reduced to guesswork instead of a scientific understanding of paranoid disorders. It also implied that if Colby’s program successfully simulated the linguistic behavior of paranoid patients, then human psychiatrists shouldn’t be able to distinguish between a paranoid machine and a paranoid patient.

          The model of paranoia implemented in PARRY was based on a theory proposed by the psychologist Silvan Tomkins, who saw paranoid cognitive processes as a defense mechanism to forestall feelings of shame and humiliation.28 Tomkins was the originator of affect theory, which posits that human thoughts and behaviors are driven by a combination of positive and negative affects: automatic responses we typically interpret as feelings or moods. In the case of someone with paranoia, Tomkins’s theory suggested that the person scans natural language inputs for indications that would point to an inadequacy within themselves, which could lead to feelings of shame or humiliation. Those feelings would, in turn, trigger mental processes that repudiate the notion that they are to blame for their shortcomings. To protect themselves from these feelings of shame, the paranoid person will shift the blame to some outside entity to account for the perceived shortcoming. This would frequently manifest as “malevolence delusions,” where the paranoid person believes some outside entity is acting to negatively impact their life.29

          Tomkins’s shame-humiliation theory of paranoia was intriguing, but Colby believed that psychiatrists were unequipped to test its validity. Outside of psychiatry, Colby noted, researchers regularly use models to test a theory because this allows them to reduce complex and multifaceted problems into their most essential elements. By isolating key variables in a model, scientists can determine how these variables interact and get a deeper understanding of the process than they would be able to if they were to study it in all its natural complexity. Colby believed that psychiatry must follow in the footsteps of other natural sciences by attempting to model its theories of psychopathology using a computer.

          So Colby developed PARRY, a chatbot that was capable of modeling Tomkins’s shame-humiliation theory of paranoia. First PARRY would identify words in a user’s input and map those words to a large dictionary of related concepts. Once the input was mapped to a concept, it triggered a second process in PARRY that drew inferences from those concepts to manipulate three main affects modeled by the program: fear, shame, and anger. The degree to which these affects increased or decreased determined how the program responded to the user. Suppose a user submitted a phrase such as “I think you need to go to a hospital.” In this instance, PARRY’s model would parse the phrase and map it to a dictionary of preprogrammed concepts. From this mapping, the computer program might determine that the invocation of a hospital visit constitutes a threat. This then triggers one of PARRY’s inference rules. For example, “if the input is threatening, that must mean the user intends harm.” Each time an input is perceived as an intent to harm, it will increase a number that corresponds to a “truth value” for that belief. If the truth value of “the user intends to harm PARRY” rises too high, it will cause the model’s fear affect to increase. If the fear affect value gets high enough, it will trigger a response from PARRY reacting to fear such as withdrawing from the conversation. A similar process played out for PARRY’s other affects—shame and anger—and resulted in different outputs reflecting those affects.

          PARRY was, for its time, a very elegant way of implementing a psychological theory in a machine. But the real test of the model depended on how it fared when confronted with human psychiatrists. Would human therapists reliably diagnose the machine as paranoid (thus indicating the reliability of its model), and could they tell it apart from a real paranoid patient (thus indicating the model’s validity)? To test PARRY in the real world, Colby endowed the program with a personality and backstory to lend it credibility as an artificial patient rather than just an abstract representation of paranoid thought processes. In PARRY’s case, Colby programmed the software to adopt the persona of a twenty-eight-year-old single man named Frank Smith who works as a post office clerk, lives alone, and has limited contact with his parents. Frank is sensitive about his appearance, family, religion, and sexual topics, and one of his few hobbies is betting on horse races. Frank’s paranoia stemmed from a recent altercation with a bookie at the race track about paying off a bet, which resulted in Frank attacking the bookie. After the fight, it occurred to Frank that bookies have connections with the Mafia and that the bookie might try to seek revenge by having Frank injured or killed. This led to Frank’s persistent delusion that the Mafia is out to get him.

          PARRY—or, if you prefer, Frank—certainly had an interesting backstory, but how would its outputs be interpreted by trained psychiatrists? In 1971, Colby invited twenty-five psychiatrists to interview PARRY and make a diagnosis. None of the psychiatrists knew in advance that PARRY was designed to model paranoia, but twenty-three out of the twenty-five interviewers deemed the patient to be paranoid. (The other two psychiatrists thought it had brain damage.) This was a very promising result that indicated PARRY’s linguistic behavior was comparable to a paranoid human—it was, in other words, a reliable model of paranoia. But as Colby recognized, this test of PARRY was too informal and didn’t control for key variables such as alternative reasons that someone might deem the model to be paranoid or whether it was even possible to differentiate between paranoid and non-paranoid behavior solely on the basis of textual outputs.30

          For the next decade, Colby focused on improving PARRY’s model of paranoid processes. PARRY ran on a computer at the Stanford Artificial Intelligence Laboratory, which was connected to ARPANET, and throughout the 1970s, ARPANET users interacted with PARRY more than 100,000 times.31 While Colby acknowledged that most of these interactions were playful as opposed to structured psychiatric interviews, the interactions provided a rich corpus of natural language that he used to further refine the model. By 1979, PARRY was ready for its next major test, which tasked human psychiatrists with differentiating between PARRY and a human paranoid patient.32 This would be, in effect, a weak demonstration of the imitation game, a thought experiment posed by the mathematician Alan Turing that would test a machine’s ability to mimic human behavior to the point that the computer was indistinguishable from an actual human. The so-called Turing test had been a north star for AI researchers since Turing first proposed it in 1950, and PARRY seemed poised to be the first computer to pass it.

          To conduct the experiment, Colby invited five psychiatrists from the University of California, Irvine Medical Center who had between one and fifteen years of clinical experience. Each psychiatrist conducted two psychiatric interviews using a computer terminal and was asked to determine whether they were interacting with a human patient or a computer and to report their degree of certainty about that judgment. In an attempt to limit bias in the experiment, the interviewers were told—incorrectly—that they would be interacting with one of several patients or one of several computer programs during the interviews. This meant that they might interact with two different computer programs, two different human patients, or one of each. In reality, however, their computer terminal was connected either to PARRY or to a single human patient with paranoia. The patient was a twenty-two-year-old psychiatric inpatient at the UCLA Neuropsychiatric Institute who, over the course of five hospital admissions in the previous two years, had demonstrated delusions of “grandiose powers and controls, and felt persecuted by the government, underworld leaders, and the medical establishment.” During the experiment, the patient interacted with the interviewers through a remote computer terminal in an office of one of Colby’s colleagues at UCLA.

          PARRY’s test encountered many challenges, including waning cooperation from the patient and frustration from the psychiatrists about the awkwardness of interacting with a patient through a computer. Nevertheless, the experiment produced some promising results. When interacting with the human patient, all five judges correctly diagnosed him with a paranoid disorder, but when interacting with the computer only three judges deemed it to be paranoid. Where things got really interesting, though, was when the judges attempted to determine whether they were interacting with a computer or a human. Two judges thought that the computer was a patient, and three judges thought that the patient was a computer. In other words, the psychiatrists were wrong five times and right five times in their attempts to differentiate between a computer and a human patient—a random outcome. Yet when their confidence ratings were taken into account, it was clear that “the judges appeared to have more difficulty and uncertainty with the computer than with the patient and when they were wrong than when they were right.” The implications of the experiment were not lost on Colby and his collaborators: based on their results, PARRY had just passed the strongest version of the Turing test ever attempted up to that point.33

        
        
          Psychiatry in Crisis

          After more than a decade of work on PARRY, Colby was feeling increasingly optimistic about the future of psychiatric AI. But what did the success of PARRY actually mean in terms of diagnosing and treating mental disorders? To be sure, PARRY was subject to a barrage of criticism from the psychiatric research community. These critics argued that PARRY was unable to tell psychiatrists anything about actual paranoia in human patients because it didn’t actually model the underlying mechanisms of paranoia and only simulated its surface-level symptoms. At best, they said, PARRY was a conjuring trick, a system that used simple linguistic transformations to give the illusion of paranoia without telling researchers anything important about the underlying disorder.34

          While Colby recognized that there was some truth to these criticisms, he rejected the idea that PARRY was a useless party trick. For example, the accusation that PARRY didn’t actually model the “real” mechanisms of paranoia was equally applicable to any AI system where the phenomenon being modeled—in this case, a mental disorder—was inaccessible to direct observation. At best, researchers creating models of these systems could recreate their surface-level manifestations or symptoms. In other words, PARRY’s success in “fooling” psychiatrists did not imply that its underlying shame-humiliation explanation of paranoia was correct. In fact, Colby argued, it was impossible to know with certainty whether the model was true. At best, the model was internally consistent and consistent with observational data. To the extent that the model met this criterion, Colby believed it was valuable as a research tool. In the case of PARRY, the model was useful insofar as it allowed clinicians to experiment with therapeutic techniques for paranoia in a rigorous and repeatable way that would be impossible with flesh-and-blood patients.

          Colby was steadfast in his belief that computer models of psychopathology didn’t need to replicate the exact pathological processes that are present in human patients to be useful. But he also recognized that this critique was more broadly applicable to the entire field of psychiatry. By the end of the 1970s, Colby saw that psychiatry was a long way from understanding the causes of mental disorder. Before it could do that, psychiatrists would have to figure out a way to agree on what, exactly, they were even treating. During the same period that Colby was developing PARRY, the foundations of psychiatry were shaken to their core by a couple of experiments that cast serious doubt on the validity of the categories of mental disorders that were studied and treated by psychiatrists.

          As we saw earlier, the psychoanalytic paradigm in American psychiatry peaked in the 1960s and has experienced a precipitous decline ever since. Instead of the Freudian view of psychopathology—where everyone exists on a spectrum of mental disorder—the new psychiatry that replaced it presupposes the existence of discrete mental disorders whose unique qualities dictate the best course of treatment. The urgent question facing psychiatrists, then, was how to determine the validity and reliability of diagnostic categories. In other words, did psychiatrists tend to agree on a given diagnosis for a given patient (reliability), and did that diagnostic category actually point to a real underlying disorder (validity)?

          Two experiments in the early 1970s cast serious doubts on answering these questions in the affirmative. In one experiment, published in 1971, psychiatrists in Britain and the United States were asked to diagnose patients admitted to two mental hospitals to see if diagnoses differed between clinicians in each country.35 The study arose out of the observation, several years earlier, that the rates of diagnosis of “manic-depressive psychosis” in the United States and Britain varied significantly, even though the actual incidence of this disorder in each national population should, in principle, be similar. There were two leading theories that attempted to account for this marked difference in diagnosis. One theory posited that the difference in diagnosis of manic-depressive psychosis could be due to legitimate differences in the populations being studied—the incidence rates could be different in each community served by the hospital, there might be differences in how each community classified “abnormal” behavior, and so on. The second theory was that clinicians on each side of the pond used different diagnostic concepts to describe patients. In other words, the question was whether the difference in diagnosis rates of manic-depression resulted from actual differences in patients or differences in the ways that doctors diagnosed them.

          In the 1971 study, psychiatrists in Britain and the United States were given videotapes of interviews with five British and three American psychiatric patients and asked to provide a diagnosis. The results showed that psychiatrists at the US hospital were far more likely to provide their patients with a diagnosis of schizophrenia or an affective disorder than their colleagues in Britain. Although this was a small sample size, the study supported more than a decade of prior research that had arrived at similar conclusions. The implication of these research initiatives was clear: while genuine differences in patient populations and differences in diagnostic concepts played a role in this result, the lack of reliable diagnostic categories appeared to be the decisive factor in differing rates of schizophrenia diagnoses.36 This finding was important because it suggested that the diagnoses offered by psychiatrists were highly unreliable and influenced by factors that had little or nothing to do with the presence or absence of a disorder. This was a damning indictment of a field that aspired to be taken seriously as scientific medicine.

          A few years after the transatlantic study on diagnostic reliability, the Stanford psychologist David Rosenhan designed a clever study that cast serious doubt on the validity of the categories of disorder that psychiatrists claimed to treat.37 In the experiment, Rosenhan and eight psychologically healthy recruits faked auditory hallucinations and attempted to admit themselves to a dozen psychiatric hospitals. Rosenhan and his collaborators would show up at the hospital claiming to hear voices saying words like “empty,” “hollow,” or “thud.” If the fake patients were admitted to the hospital, Rosenhan instructed them to immediately report that the voices had stopped and that they felt fine. All of the patients except for one were admitted to the hospitals, diagnosed with schizophrenia, and treated with antipsychotic medication, which they secretly flushed down the toilet. When the patients reported a full recovery upon admission, they were often kept in the hospital for stays that lasted nineteen days on average—with one patient hospitalized for fifty-two days—as staff monitored what they considered to be schizophrenia “in remission.” Amazingly, the staff at these hospitals continued to believe in the accuracy of their diagnoses despite the immediate recovery of the fake patients and the fact that the patients were openly taking research notes about the hospital. (Interestingly, actual patients in these hospitals weren’t fooled, and many—correctly—recognized that these interlopers did not in fact have a mental disorder.)

          Rosenhan’s experiment sparked immediate controversy among his professional colleagues, and the legitimacy of his study is debated to this day.38 (Several attempts have been made to replicate his findings, with mixed results.)39 After publishing Rosenhan’s experiment, staff at a psychiatric research hospital disputed his results and claimed that this kind of error could never happen at their institution. Rosenhan disagreed and set out to prove it. He told the hospital that over the course of three months, at least one fake psychiatric patient would attempt to be admitted to the hospital. He asked the staff to rate the likelihood that each incoming patient was one of Rosenthal’s plants. Of the 193 patients admitted to the hospital during that time, staff suspected that forty-one of them were fakers. But at the end of the three-month trial, Rosenhan revealed that he hadn’t sent a single imposter to the hospital. In other words, the psychiatrists at the facility had incorrectly believed that roughly one out of five real patients was faking their symptoms. Rosenhan’s dual experiments had distressing implications. It appeared that psychiatrists were almost completely incapable of recognizing the presence or absence of the disorders they were supposed to treat, which undermined confidence in the actual existence of those disorders. As Rosenhan concluded, “any diagnostic process that lends itself too readily to massive errors of this sort cannot be a very reliable one.”40

        
      
      
        DSM-III and the New Diagnostic Psychiatry

        By the mid-1970s, it seemed that not only were psychiatrists incapable of agreeing on a given disorder, but they couldn’t even reliably recognize whether a disorder was present. This was a serious problem, especially considering that a wrong diagnosis could result in the involuntary hospitalization of patients in institutions such as the one in which Rosenhan and his collaborators had witnessed firsthand a variety of inhumane practices. The man tasked with rescuing psychiatry from its diagnostic crisis was Robert Spitzer, a clinician who was tapped by the American Psychiatric Association to lead the task force that would write the third edition of the Diagnostic and Statistical Manual of Mental Disorders. Spitzer approached this responsibility with an almost religious fervor and set out to reshape the very foundations of psychiatric diagnosis.

        The fundamental goal of the DSM-III was to establish a system that would increase the reliability of psychiatric diagnoses. The basis for the new DSM was the “Feighner criteria,” a diagnostic system developed in 1972 by a group of psychiatrists at Washington University in St. Louis, led by John Feighner, in which mental disorders were placed into discrete categories based on clusters of symptoms.41 Feighner’s emphasis on the need to rigorously classify mental disorders harkened back to Emil Kraepelin’s insistence on diagnostic taxonomy as the proper basis of scientific psychiatry. In this respect, it was a major departure from the psychoanalytic paradigm that almost completely eschewed diagnosis from the treatment process. The Feighner criteria, by contrast, established a diagnostic system where clusters of symptoms defined discrete mental disorders. To be diagnosed with a given mental disorder under Feighner’s system, a patient would have to display a certain number of symptoms—or criteria—associated with that disorder. If the symptomatic threshold was not crossed, the patient would not qualify as having that disorder.

        Feighner’s criteria guided the development of the DSM-III and represented a major diagnostic innovation that Spitzer and his collaborators believed would put psychiatry on a solid scientific footing. The hope was that by using standardized checklists of symptoms it would increase diagnostic agreement among psychiatrists.42 Whether those disorders were actually valid was almost beside the point. But this created a pressing problem for the DSM’s designers: Which disorders would be included in the new manual? In an ideal world, the disorders described by the DSM would be based on scientific evidence. The problem, as Spitzer was well aware, was that this scientific evidence simply did not exist for many of the problems that practicing psychiatrists were treating in the clinic. As the APA itself admitted, many of the disorders in the third edition of the DSM had “not yet been fully validated by data about such important correlates as clinical course, outcome, family history, and treatment response.”43 Instead, most of the 256 disorders described in the DSM-III—a remarkable increase over the few dozen disorders included in the DSM-II—were based on the pragmatic needs of clinical psychiatrists and a variety of political, social, economic, and cultural factors.44

        The political dimensions of the DSM-III are readily seen in the fate of two disorders in the new diagnostic paradigm: homosexuality and post-traumatic stress disorder (PTSD). In the DSM-II, homosexuality was part of the group of mental disorders called “sexual deviations.” But as the gay rights movement came to prominence in the 1970s, the DSM’s pathologization of homosexuality was becoming an increasingly contentious point for activists. As Spitzer and his colleagues on the DSM task force deliberated on the inclusion of homosexuality in the new manual, their meetings were crashed by gay rights activists demanding its removal from the manual. After a series of confrontations outside APA meetings—as well as a few formal debates and speaking sessions by gay rights activists at APA meetings—Spitzer and his colleagues eventually acquiesced to their demands to remove homosexuality as a mental disorder in the third version of the DSM.45 This was a major win for the gay rights movement and was important for destigmatizing homosexuality. But at the same time it also raised questions about the validity of other disorders included in the manual. If a supposedly medical problem could be petitioned out of existence due to changing cultural norms, what did this mean for the legitimacy of the hundreds of other disorders included in the new manual?

        While the gay rights activists were lobbying to exclude a disorder from the DSM-III, another influential group of activists—American war veterans—were petitioning to expand the manual with a new diagnosis to serve their needs. As Americans returned home from the Vietnam War, the profound psychological toll of the conflict resulted in elevated rates of homelessness, suicide, and overdose deaths among vets.46 The problem, as far as the veterans and the legions of psychiatrists tasked with treating them were concerned, was that their suffering did not have a name. This not only prevented a scientific understanding of the origins of their psychological distress, but also limited their access to effective treatment. Without a formal diagnosis, many vets couldn’t access the medical care and disability benefits they desperately needed.47 As a result of the veterans’ lobbying efforts, the APA created a new disorder category—post-traumatic stress disorder—that reflected the symptoms experienced by veterans and other trauma victims. While this was a win for veterans insofar as it enabled better access to medical care, it also undermined any pretention that the disorders in the new DSM were based on scientific evidence.48

        The lobbying by veterans’ groups for an official diagnosis was one front in a larger push to expand the diagnostic universe that was led primarily by industry and had a major role in shaping the design of the new DSM. As the demand for psychotherapy surged in the 1970s, insurance providers began to insist that patients receive an official diagnosis in order for those who treated them to be reimbursed. The pharmaceutical industry also became a vocal advocate for expanding the number of official diagnoses recognized by the APA.49 Following the commercial success of Thorazine, Valium, and many other psychiatric drugs, pharmaceutical companies recognized that psychiatric patients represented a largely untapped gold mine. But following an amendment to the Federal Food, Drug, and Cosmetic Act in 1962, pharma companies were now required to demonstrate the effectiveness of their drugs before they could be released on the market.50 The problem was that without a diagnostic system that could reliably group patients with similar characteristics, it would be difficult or impossible for pharmaceutical companies (or any other researchers, for that matter) to run trials showing that a drug was effective for a specific disorder. Thus, the pharmaceutical industry had a significant interest not only in making diagnostic categories more reliable to enable the development of new drugs but also in expanding the number of diagnostic categories, all of which represented vast new potential markets.51

        The fuzzy diagnoses in the first two versions of the DSM, influenced as they were by psychodynamic theories, were incapable of providing the reliable diagnoses required by insurance providers and pharmaceutical companies. They also didn’t reflect the broad range of problems that were being treated by psychiatrists, who became unlikely industry allies in the fight to expand the DSM so that it represented the realities of clinical practice. The combined force of these professional interests played a major role in shaping both the form and content of the DSM-III. The influence of social, political, and economic factors on psychiatry’s official diagnostic taxonomy is unique in medicine. Typically, medical diagnostic categories are based on scientific observation of biological dysfunction that reveals features that delineate the boundaries between diseases. The diagnostic categories in the DSM-III, however, resulted not from new scientific evidence but from professional consensus about symptom clusters combined with the pragmatic needs of practicing clinicians, industry, and patient groups. Nevertheless, Spitzer and the architects of the new diagnostic manual were willing to accept this so long as the new criteria in the DSM did in fact improve the reliability of psychiatric diagnosis. They thus downplayed the role of cultural, economic, and political factors in shaping the DSM-III and heralded the new system as a scientific breakthrough that would dramatically improve the reliability of psychiatric diagnosis. The hope was that this new approach would finally put psychiatry on the path to uncovering the true causes of mental disorders.

        There was just one problem. A slew of studies conducted during the development of DSM-III and after its publication showed that the new criteria did not actually improve diagnostic reliability. This flaw was baked into the very design of the DSM-III and has continued to haunt every new version of the manual that has come after it.52 In one particularly memorable study undertaken toward the end of the development of DSM-IV, psychiatrists at seven clinics—six in the United States and one in Germany—were paired together and asked to use the DSM criteria to independently diagnose nearly 600 patients. The idea was to see whether two psychiatrists, formally trained in the DSM’s diagnostic categories, would be able to agree on a diagnosis after seeing the same patient. The results of the study were disappointing, to say the least. The study showed that the psychiatrists were about as likely to agree as disagree on a given diagnosis, which was all the more striking because the doctors weren’t asked to arrive at a specific diagnosis. Instead, they were asked to simply identify a diagnostic category (e.g., mood disorders, psychotic disorders, etc.), which might contain dozens of mental disorders.53 Yet even with the bar set so low the DSM failed to accomplish its core goal of improving diagnostic reliability. By 2013, the DSM’s reliability problem was so acute that the National Institute of Mental Health announced it would no longer fund research that was based solely on DSM diagnostic criteria.54

        The warning signs that the new checklist approach to diagnosis didn’t actually improve diagnostic reliability were already present during the development of DSM-III. Still, Spitzer and the APA leadership pressed ahead with the publication of their new manual. And the impact of the DSM-III on the subsequent development of psychiatry cannot be overstated. Unsurprisingly, the explosive growth in diagnostic categories led to a surge in the number of people diagnosed with a mental disorder. This, in turn, led to the commercialization of many new psychiatric drugs to treat these new disorders, which fueled a crisis of overmedication that we are still grappling with today.55 But most relevant to this book is that the new diagnostic system pioneered by the DSM-III kickstarted the widespread use of automated tools in psychiatry.

        Diagnoses in the first two versions of the DSM were so vague that the manual was rarely used by psychiatrists, who instead had to use a great deal of discretion in their interactions with patients. Those disorders were not measurable, and the type of causal reasoning employed by psychiatrists was—and still is—beyond the capabilities of even the smartest algorithms. Thus, until the DSM-III, the use of computers in psychiatry was limited to basic administrative tasks such as collecting information on patient intake forms. Yet the new “checklist” approach to psychiatric diagnosis employed by the DSM-III meant that, for the first time, computers could play a central role in the diagnostic process. For example, by tallying up the presence or absence of symptoms supplied by a patient to a computer, a diagnosis could be automatically determined if the number of symptoms crossed a certain threshold. It wouldn’t take long for the psychiatric community to seize on the possibilities created by automated diagnosis.

        In 1980, the National Institute for Mental Health launched the Epidemiologic Catchment Area (ECA) survey, which at the time was by far the largest epidemiological survey on mental disorders ever undertaken.56 Although the first attempt to systematically count the number of people with mental disorders in the United States occurred in 1840, and several other surveys were undertaken over the next century, each attempt was limited in scope and plagued by methodological issues.57 Indeed, when US President Jimmy Carter established the President’s Commission on Mental Health in 1977 to assess the extent of mental health problems in America, the commission concluded that there was not enough data about the prevalence of mental disorders to rationally plan for government intervention.58 The NIMH’s ECA survey was an attempt to rectify this shortcoming and provide, for the first time, a comprehensive picture of the prevalence of mental disorders in the United States.

        To overcome the methodological issues that hamstrung earlier epidemiological studies, the NIMH designed a psychiatric interview protocol called the Diagnostic Interview Schedule (DIS) that used criteria heavily influenced by the DSM-III.59 To further limit the influence of individual interviewers, the DIS was administered by a computer, which would ask users questions about their mental health and automatically provide a diagnosis. Over the course of five years, the DIS was administered to more than 20,000 Americans at five different locations across the country. The survey’s findings were as momentous as they were distressing. According to the results of the ECA, one-third of American adults have had at least one psychiatric disorder in their lifetime, and a full one-fifth of Americans have a disorder at any given time.60

        The NIMH ECA survey seemed to reveal a national mental health epidemic of epic proportions. To this day, the high rates of mental disorders uncovered by the ECA are trotted out to justify all manner of mental health interventions—especially the need for PAI solutions. But on closer analysis these results are not what they seem and point to a problem inherent to automated psychiatric diagnosis. The issue is that a lot of important context for diagnosis is lost when computers are substituted for humans in the diagnostic process, which partially explains why the NIMH found such incredible rates of mental disorder in the United States.

        The ECA’s diagnostic survey was designed to elicit symptoms associated with various mental disorders, which was used to make a diagnosis. For example, to determine whether an individual has depression, the computer might ask whether over the past two weeks they’ve felt sad, lost interest in activities, or had trouble sleeping, which are all part of the symptom cluster for major depressive disorder as defined in the DSM. The presence of these symptoms can certainly tell a clinician something about their patient, but context matters. Imagine if a participant in the ECA survey had recently experienced the death of a close family member before taking the DIS. This person would likely exhibit many of the symptoms of major depression, but these symptoms would not be pathological. Instead, they would be an entirely normal grief response. Yet because the computer system lacked this vital context, it would be incapable of discriminating between “normal” sadness and pathological sadness. Having a professional psychiatrist in the loop could help provide this vital context, but the DIS was structured so that it could be administered by non-psychiatrists, and the ECA was, in fact, mostly administered by lay people without formal psychiatric training.

        For the architects of the DSM-III and the DIS, the fact that the diagnostic systems purported to remove clinician discretion from the diagnostic process was a feature instead of a bug.61 Yet as we have seen, computer systems that rely on this diagnostic system lack context that is critical for accurate diagnoses. This was true of the NIMH’s computer- administered survey and its true of all modern PAI systems in use today. The result is the overdiagnosis of normal patients, which leads to unnecessary treatments. But despite these obvious shortcomings, the paradigm of using computer systems to make diagnoses based on fundamentally flawed criteria has only accelerated since the ECA concluded in 1985. We will return to this issue again and again in the following chapters.

        
          Depression 2.0

          By 1980, Colby was wrapping up his research on PARRY and paying close attention to the development of the new automated diagnostic paradigm that was pioneered by the ECA. Given Colby’s intense interest in psychiatric AI, it’s easy to imagine that he would have been excited about the potential for this new computer-mediated diagnostic process. But for Colby, the diagnostic system that served as the basis of the ECA—the DSM-III—was a disaster that undermined the effectiveness of any automated system that relied on it. In 1983, just a few years after the APA released the third edition of the DSM, Colby published The Fundamental Crisis in Psychiatry, which denounced the supposed advances made by the new diagnostic system. As Colby correctly pointed out, the new DSM didn’t resolve the “fundamental crisis” in psychiatry, which remained the unreliability of diagnostic categories. Far from celebrating the DSM’s potential to accelerate the use of AI systems in psychiatry, Colby recognized that implementing the new DSM in automated systems carried the substantial risk of entrenching unreliable diagnoses. Still, he believed that it was possible to use AI in the treatment of mental disorders until the rest of the field figured out how to put diagnosis onto solid ground. Shortly after publishing The Fundamental Crisis in Psychiatry, Colby turned his attention from pure research questions related to PAI to the challenge of taking this emerging technology out of the clinic and into the real world. It was a mission that would occupy him for the remainder of his life.

          At the same time that the APA was finalizing the DSM-III, there was a revolution underway in the field of personal computing. The release of IBM’s Model 5150 in 1981 transformed computers from a research tool that was only accessible to well-funded institutions into a personal device that was increasingly accessible to everyday Americans.62 By the mid-1980s, the personal computing revolution was in full swing, and Colby recognized that this presented a major opportunity to bring digital therapeutics to the masses. Around the same time he published The Fundamental Crisis in Psychiatry, Colby and his son Peter, a programmer, began developing a self-guided computer therapy program for depression. The basic idea behind the program, called Overcoming Depression, was the same that had guided Colby’s research on PAI since the early 1960s: to help users avoid stigma and increase access to psychiatric treatment.

          The structure of Overcoming Depression was derived from the experience of the economist Julian Simon, who detailed his personal strategy for coping with a lifelong struggle with depression in a book titled Good Mood: The New Psychology of Overcoming Depression.63 The computer program consisted of seven lessons designed to help users recognize maladaptive thinking patterns and strategies for changing their thoughts. Each lesson consisted of a textual component as well as an interactive component, where users could converse with a chatbot that would discuss their problems and offer advice. Colby was adamant that Overcoming Depression was not meant to be a substitute for psychotherapy and was, instead, more akin to an “interactive self-help book.”64 Still, it is notable that Overcoming Depression included both lessons dedicated to coping with suicidal ideation and recommendations regarding antidepressant medications, hardly the fodder for a typical self-help book. While the program did not go so far as to prescribe antidepressants to users, the module was designed to recommend whether a user should seek pharmaceutical relief from a human psychiatrist.65

          In 1989, after several years of work developing Overcoming Depression, Colby, his son Peter, and his wife Maxine co-founded Malibu Artificial Intelligence Works out of their home in southern California.66 After failing to find outside funding for the venture, the Colbys sponsored its development with their own savings and $23,000 borrowed from a family friend. Maxine, with help from their daughter, Erin, was largely responsible for creating the large semantic database that Overcoming Depression drew on to respond to users in natural language. Together, they compiled a database of words and phrases drawn from a thesaurus, slang dictionaries, the “Dear Abby” and Ann Landers advice columns, a decade’s worth of PARRY data, and a “corpus of 70,000 words from 35 depressed women who described their life situations.” The natural language database used in Overcoming Depression was massive compared with the databases used in PARRY and Colby’s other experiments with psychiatric chatbots, which greatly improved the user experience. The Colbys finished the second version of Overcoming Depression in late 1990 and prepared for its commercial release the following year.67

          The world got its first taste of Colby’s “Depression 2.0” in a 1990 article in the Los Angeles Times, which described the program as a doctor worthy of the Starship Enterprise in Star Trek. In the glowing article, the seventy-year-old Colby described his ambitions for the program as well as psychiatric AI in general, which he predicted would grow into a $1 billion industry by the year 2000. At the time the article was published, Colby’s program was being used by only about 100 people in both individual and institutional settings. But he was optimistic about its prospects, noting that he was in discussions with an unnamed international hotel chain to place a copy of the Overcoming Depression next to the Bible in every hotel room. During the interview, Colby was careful to frame his program not as a simulation of an actual therapist but as an entirely new method for teaching individuals how to deal with their own issues. Therapy was, in Colby’s mind, not something done to a person but a method for teaching patients how to recognize and change maladaptive thoughts on their own. “We’re teaching the patient to be his own therapist,” Colby told the LA Times reporter. “That’s what a therapist does too, but he won’t admit it.”68

          Overcoming Depression was commercially released in 1991 and was available as both an individual ($199) and professional version ($499) that could be run on most PCs available at the time.69 By this point computers were already commonplace in psychiatric clinics, where they were mostly used to automate patient intake processes, for back office work, and for community health surveys. What made Colby’s Overcoming Depression program remarkable was its status as the first PAI program made available to the general public. While exact numbers of copies sold are not available, it seems that Colby’s program found widespread interest among both at-home users and clinicians. Colby was an active participant on Usenet, an online bulletin board system that predated the World Wide Web, and in 1993 he described how “thousands of people in HMOs [health maintenance organizations], the VA [Veterans Administration], the Navy, counseling centers, . . . [and] private practitioners, home users, school, and churches have used the program.”70 Yet despite the favorable press and favorable reviews of the program by users—an informal poll of 500 Overcoming Depression users conducted by Colby found a 96 percent satisfaction rate among those who responded—the program also received substantial criticism from both patients and the psychiatric research community.71

          The release of Overcoming Depression rekindled the long feud between Weizenbaum and Colby when Weizenbaum severely criticized the program in an interview with a German magazine. In the interview, Weizenbaum rehashed his now familiar criticisms of psychiatric AI and Colby’s work in particular, calling Overcoming Depression “nothing but ELIZA” and a sham because the program referred to itself as “I” when in reality “no one is there.”72 Colby dismissed Weizenbaum’s criticism, arguing that it used a more sophisticated natural language processing system than ELIZA and that Weizenbaum “seems to believe there must be a person inside the box for therapeutic dialogue to be conducted, much as small children believe there must be people in the TV set.”

          Weizenbaum was hardly alone in critiquing the usefulness of the program, however. Much of Colby’s discussion of Overcoming Depression on Usenet forums involved defending it from skeptics, particularly the charges that the program had no data showing its efficacy or safety in treating depression. While Colby acknowledged that Overcoming Depression had not been subjected to a controlled trial, he explained that this was a result of his company’s meager operating budget. Malibu Artificial Intelligence Works, Colby explained, “is a tiny 2.5 man company trying to do some good and going broke. We do not have the resources of money, personnel, and facilities required to conduct an extensive comparison-group experimental design.” As for the criticism that Overcoming Depression wasn’t safe for use by individual patients, Colby’s response was that “one might ask ‘safe compared to what?’ A human therapist is not entirely safe—but that is another story.”73

          While Colby wanted to see Overcoming Depression subjected to more rigorous trials, a controlled experiment on its effectiveness in relieving depression was never conducted. In a 1998 review of the fifth version of Overcoming Depression published in the journal Computers in Human Services, the reviewer gave the program a seven out of ten rating on all rating categories, which included performance, documentation, error handling, ease of use, and value for money. “The program has significant potential for use in treating depression and is well worth exploring,” the reviewer noted. “Yet, there is a dearth of outcome data associated with the program’s use, and its documentation and support are minimal at best.”74 Despite the mixed reception of Overcoming Depression, Colby continued to work on the program until his death in 2001. Following Colby’s passing, his son Peter continued to work on the program until 2005, when the Malibu Artificial Intelligence Works website finally went offline.

          While Overcoming Depression enjoyed only moderate commercial success and never truly demonstrated that it could help patients manage their depression, its impact on the future development of PAI systems was enormous. As the first commercially available PAI that could be accessed by individual users, it broke down the barriers that confined these systems to clinical settings and demonstrated there was a small for computer-driven psychiatric services. But that market wouldn’t stay small for long.
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        Swipe Psychiatry

      
      
        I offer you explanations of yourself, theories about yourself, authentic and surprising news of yourself.

        —Jorge Luis Borges

      

      Overcoming Depression was a sign of things to come, but it was about a decade ahead of its time. By the time the Colbys’ Malibu Artificial Intelligence Works shuttered its operations in 2005, many of the technologies that would drive the AI revolution in psychiatry were just starting to fall into place. By the 1990s, the symbolic paradigm of artificial intelligence that had dominated AI research throughout the 1970s and informed Colby’s approach to his own PAI systems was in shambles. A number of breakthroughs—particularly a new type of algorithm called back propagation—swung the center of gravity in AI research back toward machine learning and laid the foundation for the abundance of AI-driven applications we use today. At the same time, personal computing exploded as the cost of computers plummeted. In 1996, nearly a million PCs were sold in the United States, and by the new millennium, more than half of all Americans had a computer in their home.1 The surge in the number of PCs led to the rapid adoption of the World Wide Web, and within a decade of its launch in 1993, more than 60 million Americans were surfing the net.2 As Americans quickly became accustomed to their new digitally networked lives, the potential for using PCs and the internet for psychiatric diagnosis and treatment was increasingly apparent. There was just one major ingredient required for PAI that was still missing: data.

      As we saw earlier in the book, massive amounts of data is the key to building effective machine learning applications. The “deep learning” systems pioneered in the 1980s learn by identifying patterns in data so they can make statistical predictions. But in the 1990s and early 2000s these kinds of large, high-quality datasets were hard to come by. As such, many of the breakthrough applications for the new wave of AI systems were focused on challenges like playing chess, where the problem space is well defined and there was an abundance of structured data about gameplay. Applying AI in a discipline like psychiatry was a much bigger challenge because the problem space was poorly defined and digitized data on patients was almost nonexistent. To the extent that this data existed in patient records, it was not in a standardized format that would make it easy for an AI to analyze and learn from. So while millions of Americans were spending an increasing amount of time interacting with a PC in their personal and work lives, this wasn’t sufficient for deploying PAI in their homes or in a clinic.

      A major challenge faced by practicing psychiatrists is that they are only able to interact with patients for an hour or so each week in a clinical setting. This undermines both the quality and quantity of data that can be collected about a patient. Studies have shown that patient recall is highly unreliable. When a psychiatrist asks a patient about their life outside the clinic, the information offered by the patient will be skewed by faulty memory and unconscious biases.3 Moreover, the effectiveness of many treatments depends on timely interventions, which are difficult or impossible to implement if the psychiatrist sees their patient for only a short window of time each week. In other words, psychiatrists are simply unable to collect some of the most valuable data about a patient’s emotions, behavior, and thoughts to guide their treatment. And the data collected in carefully controlled settings of an in-patient hospital or research laboratory aren’t much of a help either because they don’t reflect the reality of daily life experienced by the patient outside those institutions. Psychiatric services delivered through a patient’s PC could help collect data outside the clinic, but it would only be valuable if the patient spent a lot of time interacting with the machine. And in the early 2000s, most Americans were spending only a few hours per week on their computer.

      The release of Apple’s iPhone in 2008 changed everything. While proto-smartphones such as the Blackberry existed prior to the iPhone, they lacked many of the features that made the new touchscreen-based phone so powerful. Unlike the Blackberry, the iPhone came packed with an arsenal of sensors—accelerometers, GPS, ambient light sensors—that could capture a wealth of new data about users no matter where they were or what they were doing. An equally important innovation was Apple’s decision to open the iPhone to third-party apps, which enabled app developers to use the phone for all sorts of purposes that never could have been imagined by its creators. The incredible potential of Apple’s new smartphone technology quickly attracted competitors such as the open source Android mobile operating system, which today powers the majority of the smartphones on the planet. Within a decade of the iPhone’s release, most of the world carried a sophisticated computer in their pocket—and the vast amounts of data collected by these devices opened up exciting new frontiers for psychiatric AI.

      The revolution in mobile computing enabled by smartphones combined with the growth of cloud computing, which allows software companies to deliver applications over the internet, quickly attracted the attention of the psychiatric community. These devices promised to generate valuable new psychiatric datasets that could be used to study and treat a broad range of mental disorders. While it would take a few more years for these technologies to reach their full potential, the fact that they could collect real-time data on everything from heart rates and eye movement to location and voice data promised to usher in a new AI-driven psychiatric paradigm. Moreover, the rapidly falling costs of digital computing hardware meant that the data accessible to psychiatrists would only continue to grow as more “dumb” devices—TVs, coffeepots, light bulbs, and other technologies—came online and connected to the growing “Internet of Things.” It was now possible for the psychiatric community to envision the arrival of what the psychiatrist David Luxton has called the “super clinician,” an AI psychiatrist that could study, diagnose, and treat mental disorders with superhuman ability by soaking up data from our computers, phones, and a multitude of smart devices.4 While a super clinician still remains a distant dream, the number of AI-driven psychiatric services has grown rapidly. In a confirmation of Colby’s vision of the future, there are now hundreds of mental health smartphone apps available on app stores, many of which make extensive use of AI.5 At the same time, psychiatrists are beginning to make more use of these technologies in research settings thanks to the development of systems like LAMP, an open-source software platform developed by researchers at Harvard’s Beth Israel Deaconess Medical Center that allows psychiatrists to collect, analyze, and share data from patient smartphones during studies.6

      The diverse ecosystem of new tech-driven psychiatric applications is typically referred to under the broad umbrella of “digital psychiatry,” which encompasses everything from therapeutic chatbots and mental health games to automated diagnostic systems.7 Not all of these systems use AI, but many—if not most—do make extensive use of machine intelligence. In this chapter, we’ll examine the fundamental beliefs that motivate the use of these systems and how this has given rise to a new paradigm I’ll refer to as “swipe psychiatry,” where mental disorders are increasingly studied and treated based on our interactions with networked machines endowed with artificial intelligence.

      At the most basic level, swipe psychiatry is both an ideology and a methodology. In terms of methods, it relies heavily on digital devices and AI systems to gather and interpret mood, behavioral, and cognitive data. As an ideology, it is primarily characterized by the belief that the way we interact with machines can reveal insights about our mental state. In this respect, it is a descendent of behaviorism, a century-old theoretical paradigm in psychology that treats the mind as a black box that can only be studied through external behaviors.

      As the physicist Freeman Dyson once observed, scientific revolutions are driven less by new concepts than new tools.8 What concerns us here is the impact that these new tools have on psychiatry and patient outcomes. Humans use tools to change their environment, but by using those tools they also change themselves. Today, a substantial portion of our daily lives involves interacting with a computer running AI programs, and we barely notice. But it’s not the machines that have adapted to human ways of living. Rather, humans have adapted to the capabilities and limitations of our computers. The important question for the future of PAI is how these new tools are changing their users so that we can mitigate harm and improve patient outcomes.

      
        The New Behaviorism

        As we saw earlier, computer science has its roots in theories of information exchange. This idea is based on the observation that humans are constantly sending messages to one another through a variety of communication channels such as speech, writing, and body language. This implies that meaningful advances in computing—especially anything approaching true artificial intelligence—require a computer to be able to interpret the multitude of human communication modes. One of the most obvious and information-rich channels for communication between people is language, which is why the pioneers of artificial intelligence initially focused on perfecting the ability for computers to understand and respond to natural language inputs. But we also exchange a lot of information through our voluntary and involuntary behaviors, which until recently were almost totally inaccessible to machines. Our body language, the inflection of our voice, and our subconscious psychological processes like heart rate and respiration can provide a lot of information about our mental and emotional state, independent of what we might say or write.

        Humans have evolved to pick up on incredibly subtle involuntary behaviors in others, such as the way a person’s pupils dilate when they’re attracted to someone or facial micro-expressions that may indicate distress or anger. We are, in other words, hardwired to extract information from behavioral cues and make inferences about others’ internal states based on these nearly imperceptible behaviors. A major question for researchers working on psychiatric AI systems is whether it is possible to teach a computer to map our nonlinguistic behaviors to our otherwise unobservable cognitive and emotional states with superhuman accuracy. This ability is crucial to the PAI project. Without it, too much critical data is lost to reliably diagnose and treat psychiatric disorders with a machine.

        An important assumption baked into modern PAI systems is that it is possible to accurately assess a person’s mental or emotional state based on outward behaviors. But how much can behaviors really tell us about the inner workings of the human mind? Will the correspondence between our behaviors and internal states ever be accurate enough that we can use that data to reliably interpret and influence the thoughts, emotions, and behaviors of others?

        In the early twentieth century, attempts to answer these questions led to the development of an incredibly influential paradigm in psychological research called behaviorism. The basic motivation behind behaviorism was a desire to put psychological research on scientific footing by allowing researchers to study the mind through quantifiable behaviors that could be replicated in laboratory settings.9 Indeed, behaviorists believed that behavior was the only aspect of human psychology that could be scientifically studied. For the behaviorists, the study of internal mental states that had dominated psychology until the early twentieth century was far too subjective to produce any meaningful insights.10 As such, the early pioneers of behaviorism completely reformulated the goals of psychological research from the study of the human mind to the study of behavior.

        Broadly defined, behavior is movement. Some behaviors, like speech, are intentional, while others, like breathing, are automatic. The behaviorists saw the human mind as a black box that couldn’t be studied directly, but could be understood through the supposedly lawful regularity of behavior. To use a mechanistic metaphor, the behaviorists viewed the human mind as a sort of input-output machine, where external stimuli serve as inputs that are processed by the mind, and then a behavior responding to that input is produced as an output. It was pure materialism, where internal mental states are themselves reduced to a type of behavior.11

        If the early behaviorist view of human psychology was correct, it would mean that research psychologists could change human behavior by changing the external stimuli that served as inputs. And by the mid-twentieth century, there was a growing body of evidence that suggested this view of the human mind was conceptually correct. Today, the experiments by behaviorism’s pioneers are well known in popular culture. Ivan Pavlov’s salivating dogs, B. F. Skinner’s ping pong–playing pigeons, and a slew of other famous experiments all seemed to lend credence to the behaviorist’s view of the mind. By systematically altering stimuli in a subject’s environment to provide rewards or punishment—a process known as conditioning—behaviorists were able to reliably predict subsequent behavior. The behaviorists believed that through conditioning, a person could be trained to do anything within their physical capabilities regardless of their genetics, personality, or thoughts. This perspective was explicitly stated by the psychologist John Watson in a paper published in 1913 that is considered to have formally established behaviorism as a field of study. “Give me a dozen healthy infants, well-formed, and my own specified world to bring them up in,” Watson wrote, “and I’ll guarantee to take any one at random and train him to become any type of specialist I might select—doctor, lawyer, artist, merchant-chief and, yes, even beggar-man and thief, regardless of his talents, penchants, tendencies, abilities, vocations, and race of his ancestors.”12

        For nearly fifty years, behaviorism dominated psychological research. But by the late 1950s, criticism of this view of the human mind began to mount. One of the most damning critiques of behaviorism was published in 1959 by the MIT linguist Noam Chomsky, who demonstrated that the human faculty of language could not be explained as a purely learned behavior. In a review of B. F. Skinner’s book Verbal Behavior, Chomsky argued that the fact that children are able to produce a broad range of novel utterances at a young age undermined Skinner’s idea that language is acquired purely through conditioning.13 Clearly, children are able to produce utterances that they have never heard before, which Chomsky explained with a theory that the human brain comes endowed with innate “language modules,” cognitive architectures built from processes enable the faculty of speech. Chomsky’s sendup of the behaviorist project converged with several other intellectual currents—including computer science—to launch a “cognitive revolution” that enshrined mental processes as the primary mechanisms driving human learning and behavior.14 It was the beginning of what the AI pioneers Herbert Simon and Allen Newel called “information processing psychology,” and a small cadre of psychiatrists soon recognized that it might be possible to apply its principles in a clinical setting.15

        The pioneer of the new cognitive therapies was a psychiatrist named Aaron Beck, who had become disillusioned with Freudian psychodynamic theories and sought to help patients change their moods and behaviors by changing the way they thought. According to Beck and his followers, many mental disorders arose from problematic or inaccurate thoughts about themselves and the world. By helping patients recognize and correct these maladaptive ways of thinking in a therapeutic setting, Beck believed it would result in more positive behavior and emotional states. Beck first outlined his theory of “cognitive therapy” in the late 1960s and originally applied his methodology to the treatment of depression. He later expanded the use of cognitive therapy to treat anxiety and a host of other mood disorders, and his system quickly spread as psychotherapy became normalized in the 1970s. Still, it was clear that maladaptive thinking could not account for the persistence of mental disorders on its own—behavior also had a role to play in psychopathology. In the 1970s, the cognitive therapies pioneered by Beck were combined with insights from behaviorism, which led to the rise of cognitive behavioral therapy (CBT).16

        CBT is an approach to psychotherapy where the clinician helps a patient diagnosed with a mental disorder by teaching them new ways of processing information and techniques for applying these skills in their daily lives through modified behaviors. Today, CBT is the most popular form of psychotherapy in the world, and substantial research has shown that it can be as effective as medication in treating many mental disorders.17 Moreover, this approach to therapy is particularly amenable to implementation in a machine due to the “scripted” nature of interactions between a therapist and their patient. And as MIT psychologist Sherry Turkle has observed, “people whose model of therapy was dominated by the idea of reprogramming bad habits were more likely to see computers as potentially adequate interlocutors.”18 This has led to the rapid growth of CBT AI systems, some of which we’ll meet in the next chapter.

        Central to both the behaviorist and cognitivist paradigms in psychology—as well as AI systems in general—is the notion of feedback and the role it plays in learning. When the behaviorists wanted to evoke a certain behavior in a subject, they offered rewards (or punishment), and through this positive (or negative) reinforcement the subject gradually learned a new behavior. The cognitivists, on the other hand, helped guide individuals toward more accurate or adaptive mental processes by providing knowledge of results—a type of feedback based entirely on information processing.19 While cognitivism had unseated behaviorism as the dominant paradigm in research psychology starting in the 1960s, the stunning success of Beck’s cognitive behavioral therapies over the past forty years has clearly demonstrated that neither paradigm was sufficient on its own for effective therapy. Thus, by the close of the twentieth century, psychology was defined as the study of both behavior and cognition. Despite this blended approach to the treatment and study of the human mind, cognitivism remained the dominant theoretical paradigm guiding both treatment and research in psychiatry. This perspective was buoyed by advances in artificial intelligence research, which anchored itself in a cognitive model of information processing, as well as new technologies such as functional magnetic resonance imaging (fMRI) that promised at last to give psychiatrists a peek into the inner workings of the human brain.

        Since it first arrived on the scene in the 1990s, fMRI has allowed researchers to observe the activity of the human brain in vivo, which gave many psychiatrists hope that they might finally be on the cusp of revealing the neurological basis of psychopathology. By identifying the neural circuits implicated in mental disorders such as depression, schizophrenia, and many other disorders, it seemed possible that researchers could develop targeted pharmacological interventions, identify individuals at risk of developing a disorder, and measure the effectiveness of various treatments. At the same time, advances in genomics promised to unveil the genetic underpinning of various mental disorders and suggested exciting new avenues for treatments using gene therapy. By the time the new millennium rolled around, it seemed that these new tools would be able to finally deliver on the promise of a biologically informed diagnostic psychiatry.

        To be sure, there have been some stunning advances in biological psychiatry over the past two decades driven by neuroimaging and “omic” sciences (e.g., genomics, proteomics, metabolomics). The problem is that on their own, these new insights into the biology of mental disorder haven’t translated into improved outcomes for patients. Since the start of the new millennium, there has been a remarkable increase in the prevalence of mental disorders, the prescription of psychiatric drugs, and suicide rates. These developments have been particularly pronounced in young people. Today, suicide is the second leading cause of death in people between the ages of ten and twenty-nine; diagnosis of depression, anxiety, and attention-deficit/hyperactivity disorder (ADHD) have skyrocketed; and nearly 10 percent of children between the ages of three and seventeen have taken psychiatric medications.20

        This is a troubling development for psychiatry as a whole. What good is a better understanding of the biology of mental disorder if it doesn’t improve patient outcomes? Psychiatrists needed a new approach to bridge this gap between the lab and the real world. Much like Beck synthesized cognitivism and behaviorism to create highly effective therapies and frameworks for understanding mental disorder, psychiatric AI promised to combine cognitive, behavioral, and biological data in a holy trinity that promised to finally bridge the gap between psychiatric research and improved patient outcomes. The only thing that was missing was a champion of this new paradigm who could direct research funding in that direction. It was a psychiatrist named Tom Insel who assumed this mantle, and he has arguably done more than anyone to usher psychiatry into the brave new world of AI-driven diagnosis and treatment.

      
      
        Digital Phenotyping

        In 2002, a fifty-one-year-old Insel was tapped to become the ninth director of the National Institute of Mental Health. In many respects, this was a surprising choice given Insel’s career trajectory. In the early 1980s, Insel had embarked on a pioneering research project as a clinical fellow at the NIMH studying the biology of obsessive compulsive disorder (OCD), and he became the first to demonstrate that a tricyclic antidepressant called clomipramine was an effective treatment for the disorder.21 Shortly after, Insel moved into the lab and helped lead a research project at the NIMH’s Laboratory of Brain Evolution and Behavior where he studied the neuroscience and biology of complex social behaviors.22 But as the NIMH shifted its focus to molecular biology in the late 1980s and early 1990s, Insel’s lab—which focused on cellular biology and behavior—seemed out of place. “At that point, it was made clear to me that the work I was doing was not work that the institute was going to fund,” Insel recalled decades later. “I was quickly and not politely let go. I was fired.”23

        Insel wasn’t a free agent for long. In 1994, he joined Emory University to direct the Yerkes Regional Primate Research Center, where he led research projects on finding new treatments for everything from AIDS and vision loss to drug abuse and Parkinson’s disease.24 A few years after joining Yerkes, Insel was tapped by the National Science Foundation to lead its new Center for Behavioral Neuroscience, which was supported by a five-year, $20 million grant to researchers at Emory, Georgia State, Georgia Tech, and the Atlanta University Center working at the intersection of neuroimaging, molecular and cellular biology, and behavioral research.25 Among Insel’s top priorities for the new center was finding ways to move research findings out of the lab and into the real world. Two decades later, Insel would apply his deep experience with technology transfer to digital psychiatry by taking a leading role in the commercialization of modern PAI systems.

        When Insel was named director of the NIMH in 2002, he quickly started to make his mark on the institution. He shifted its historical priorities from a broader focus on mental health and behavioral research to a focus on psychopathology and, in Insel’s words, “alleviating the burden of mental illness.”26 His vision was to use advances in neuroimaging and genomics to identify biomarkers of serious mental illnesses such as schizophrenia and bipolar disorder that would finally close the gap between our understanding of the brain and our understanding of the mind. During Insel’s thirteen-year tenure as its director, the NIMH invested heavily in neuroimaging and genomics research, and Insel became an outspoken proponent of moving psychiatric research and treatment away from the clumsy diagnostic categories outlined in the DSM. He believed that it would be possible to create a new, objective diagnostic system based on neurobiological and genetic data, a belief that culminated in the launch of the NIMH’s Research Domain Criteria project in 2008. Insel recognized that fixing the diagnostic system was the key to enabling more effective therapeutics, and the RDoC was intended to create a framework that would guide researchers on the types of data they’d need to rationalize the broken DSM diagnostic system.

        The RDoC was an elegant idea, and under Insel’s leadership the NIMH made great strides toward creating a truly scientific foundation for diagnostic psychiatry. But after more than a decade of work, even Insel had started to become disillusioned with the research paradigm he helped create. “The scientific progress in our field was stunning, but while we studied the risk factors for suicide the death rate had climbed 33 percent,” Insel wrote of his time as the head of the NIMH in his 2022 book, Healing.

        
          While we identified the neuroanatomy of addiction, overdose deaths had increased threefold. While we mapped the genes for schizophrenia, people with this disease were still chronically unemployed and dying twenty years early. . . . Meanwhile, our research on brain imaging methods and novel molecular therapies promised to make diagnosis and treatment more expensive and less accessible. . . . In other areas of medicine, scientific breakthroughs were literally saving lives. . . . Why, with so much progress in neuroscience and genetics, had we not reduced deaths or disability for people with serious mental illness?27

        

        By 2015, the year Insel stepped down as the NIMH’s director, it was clear to him that psychiatry needed a completely different approach to the diagnosis and treatment of mental disorders. His deep experience in behavioral psychiatry suggested that the path forward required a behaviorally oriented approach that met patients where they were—in the real world. “I have always said that science often progresses because of better tools, but the better tool for us was not, as it turned out, the 7T MRI machine,” Insel explained to an interviewer in 2018. “It was the smartphone, which every one of us has in our pockets. These are powerful computers that collect an enormous amount of information about us. We can use these smartphones and ask, ‘What are the signals that detect the beginning of mania, the beginning of depression, the beginning of psychosis?’ Perhaps this is how we can begin to fix the diagnostic pathway and get much better outcomes.”28 So in 2015, Insel left the NIMH to join Verily, a startup working under Google X—the search giant’s “moonshot factory”—where he helped pioneer digital phenotyping, a new technique for detecting mental disorders using smartphone data and artificial intelligence.

        The concept of digital phenotyping was originally developed by researchers at Harvard’s medical school, who published a paper on this new technique the same year that Insel left the NIMH for Verily.29 In biology, a phenotype is defined as an individual’s observable traits—such as eye color, height, or blood type—that arise from the interplay of their genetics and their environment. In the 1980s, the evolutionary biologist Richard Dawkins expanded on this concept with his idea of “extended phenotypes.” For Dawkins, an organism’s phenotype extended well beyond biological processes and also included the influence that an organism’s genetics had on its environment. Dawkins offered beaver dams as one example of an extended phenotype. Beavers, whose biological processes compelled them to build these structures, thus altered their environment and influenced their own evolution.30

        There are multiple competing definitions of a digital phenotype, but the definition originally put forth by the Harvard researchers explicitly built on Dawkins’s definition of an extended phenotype.31 These researchers recognized that as digital technologies proliferated in our daily lives, our interactions with these machines simultaneously shaped—and were shaped by—our own mental processes. By studying the way we interact with our smartphones, computers, social media, smart watches, and other devices, the researchers recognized it might be possible to use that data to diagnose, treat, and manage any number of diseases. The concept of digital phenotyping quickly caught the attention of the psychiatric research community. At last, there appeared to be a way to collect a patient’s behavioral, emotional, and cognitive data in the real world, and sophisticated machine learning techniques could use that data to improve treatment paradigms via timely interventions.

        The goals of digital phenotyping were closely aligned with the movement toward precision psychiatry. It now appeared possible to link individual phenotypic data generated by digital devices with patient health records, genetic data, and other records to provide a more complete picture of a person’s mental health. Broadly speaking, digital phenotyping includes both active and passive data collection techniques. Ecological momentary assessments are an example of an active data collection technique that psychiatrists have relied on for decades, which requires patients to fill out a survey about their mood, thoughts, and behaviors when prompted by a software program running on their smartphone. But the real breakthrough in digital phenotyping is its potential for passive data collection. The arsenal of sensors on a modern smartphone can collect data on our heart rate, gait, scrolling patterns, facial expressions, speech tonality, sleeping patterns, body temperature, and other behaviors to create a comprehensive behavioral profile of a person as they go about their day. For the first time, digital phenotyping offered psychiatrists a way to collect and analyze around-the-clock patient data in an unobtrusive way. Some of this behavioral data may hold important clues about predicting a person’s current or future mental health, but at present it is unclear which behavioral data are best suited for that purpose.32 The only way to find out is to collect as much data as possible and see what works best.

        One of the earliest experiments in what would eventually become digital phenotyping was the MONARCA study, which was launched in 2010 by a group of Danish psychiatrists. It was designed to allow bipolar patients to self-monitor their symptoms using data collected from their smartphones.33 The first version of the MONARCA study collected data that included the number and duration of phone calls and texts, accelerometer data indicating physical activity, the amount of movement between cellphone towers (indicating mobility), and how long the smartphone screen was turned on. (A second version of the MONARCA study, launched in 2014, included several new data types, including the vocal characteristics of a patient when they spoke on the phone.)34 The results of the first MONARCA study were promising. They showed that the behavioral data collected by patients’ smartphones was correlated with the severity of clinically rated depressive and manic symptoms, and could be used to reliably differentiate between the two affective states.35

        The MONARCA studies were an important proof-of-concept for digital phenotyping, but improving patient outcomes meant taking this technique out of the laboratory and into the real world. As two German psychiatrists recently wrote in an opinion for the Lancet, one of the world’s top medical journals, the results of the second MONARCA trial were “disappointing” and showed “no effects on the primary outcome” for bipolar patients.36 The reason for this, they argued, was that effective digital phenotyping strongly depends on “naturally occurring variance” among patients, and this natural variance simply couldn’t be replicated in carefully controlled studies. Furthermore, patient outcome assessments were conducted only five times over the course of the nearly year-long experiment, which is far too infrequent to capture naturally occurring variance in symptoms.

        The urgent question facing digital phenotyping advocates, then, was how to get this technology into the hands of patients without the constraints imposed by randomized controlled trials. As Insel realized, this was a task that was perhaps best handled by private industry, whose commercialization of foundational digital phenotyping technologies—AI, smartphones, and other digital devices—would enable them to get this intervention into the hands of the millions of people living with mental disorders.

        One of the first companies to commercialize a digital phenotyping project was Ginger.io, which spun out of MIT’s Media Lab in 2011 and sold software that used smartphone data to predict when patients with mental disorders would become symptomatic.37 But Ginger was ahead of its time. In 2015, the company launched a clinical research trial that aimed to see whether its digital phenotyping software could reduce emergency room visits, hospitalizations, and improve clinical and behavioral health outcomes for people with mood disorders such as depression, anxiety, and bipolar disorder. Unfortunately, we’ll never know the results because the company terminated the study after just three months.38 In 2017, Ginger announced a major pivot for its business, moving away from digital phenotyping to become a more conventional teletherapy service that connects patients with human “mental health coaches.” As the company’s CEO and cofounder Anmol Madan told a reporter at the time, “the realization for us was that trying to convince the whole industry to change their way of operating and adopt this technology would take a lot of time. Not that it couldn’t be done . . . but it was just a slow process.”39 In late 2021, Ginger merged with the meditation and mindfulness app company Headspace and no longer offers digital phenotyping services to its users.40

        But neither the lack of evidence about digital phenotyping’s effectiveness nor clinicians’ reluctance to adopt commercial digital phenotyping systems could kill Insel’s faith that these platforms might hold the key to bridging the gap between lab research and patient outcomes in the real world. All that was needed, it seemed, was better technology. In 2017, Insel left Verily to cofound another mental health startup based around digital phenotyping called Mindstrong. Shortly after founding the company, Insel published an article in the prestigious Journal of the American Medical Association, in which he outlined his vision for this “technology for a new science of behavior.” As Insel lamented in the article, “behavioral expertise, once the strength of psychiatry, has diminished in importance as psychiatric research focused on pharmacology, genomics, and neuroscience, and much of psychiatric practice has become a series of brief clinical interactions focused on medication management.”41 Moreover, clinicians’ reliance on the clumsy diagnostic categories outlined in the DSM had replaced behavioral observation as the basis of treatment. The result, Insel argued, was a situation where psychiatrists were unable to “measure emotion, cognition, or behavior with any standard, validated tools.” Insel and a growing body of psychiatrists recognized that better patient outcomes depended on the development of “measurement-based care.” The problem was that clinicians still lacked the tools that would usher in a more data-driven approach to treating mental disorders.

        Digital phenotyping promised to provide the basis for a new quantified approach to psychiatric treatment by providing clinicians with passive real-time behavioral, emotional, and cognitive data about their patients. In fact, Insel predicted that by 2050, psychiatrists would look back on the digital phenotyping revolution and realize that it was “more consequential for global mental health” than both genomics and neuroscience—an astounding statement, especially from someone who was a leading advocate of genomics and neuroscience while the director of the NIMH.42

        After only two years at the helm of Mindstrong, Insel took a leave of absence in 2019 to assist California’s newly elected governor, Gavin Newsom, reorganize the state’s behavioral healthcare system under the moniker of “mental health czar.”43 In early 2020, Insel returned to the private sector to cofound Humanest Care with his daughter, Lara Gregorio. The company was in the business of developing “social therapeutics,” a way to combine therapist-led CBT with peer support through an app.44 In 2022, Insel founded yet another mental health technology company, Vanna Health, that focused on optimizing the recovery of people with serious mental disorders.45 During this time, Insel also served as an advisor to several budding mental health technology companies, including Alto Neuroscience, Cerebral, Compass Pathways, Embodied, Koa Health, NeuraWell Therapeutics, Owl Insights, PsychHub, Uplift Health, and Valera Health, many of which utilize AI in their approach to the diagnosis and treatment of mental disorders.

        Meanwhile, his first company, Mindstrong, continued to grow. At its peak, Mindstrong raised more than $100 million in a single funding round, which likely valued the company at around $1 billion.46 Although Mindstrong spectacularly collapsed in early 2023—more on that soon—its rapid rise served as a siren song for legions of investors and technologists who saw fortunes to be made in new AI-driven mental health technologies. Not all of the technologies developed by these companies involve digital phenotyping, but as we’ll see in the next chapter, many rely on its fundamental insights to assess individual mental health through human-computer interactions.

      
      
        Swipe Psychiatry and Its Discontents

        Digital phenotyping recenters behavior as the central concern of psychiatry, but reducing the complexity of the human mind to a single measurable dimension—behavior—isn’t sufficient to truly understand it. In this respect, digital phenotyping and the “new behaviorism” risk repeating many of the errors of the original behaviorists who also sought a scientific foundation for the study of the human mind in quantifiable behaviors. While yesterday’s behaviorists were liable to succumb to all-too-human biases in their interpretation of behavioral data, today’s digital phenotyping systems—rooted as they are in big data and artificial intelligence—come with an aura of inherent objectivity. But looks can be deceiving.

        In recent years, journals focused on digital psychiatry have featured many opinion pieces written by skeptical psychiatrists who are grappling with the question of whether digital phenotyping represents more hype than hope.47 The fact that this technique is so new contributes to a sense of profound uncertainty about its role in the future of psychiatry. The conspicuous lack of data demonstrating that it works as promised doesn’t help, either. At present, major questions about these systems remain unanswered: What types of data are most useful for predicting a given mental disorder? Can outcomes from research on digital phenotyping be replicated? And perhaps most importantly, does digital phenotyping actually improve patient outcomes? At the same time, there is a growing awareness of the risks that digital phenotyping poses to individual privacy, autonomy, and liberty, especially when it’s deployed by private corporations outside a controlled research setting.48 These systems are designed to ingest vast amounts of behavioral data in the name of improving users’ mental health. But can they be trusted to protect that data and only use it for its intended purpose? As we’ll see soon enough, there are plenty of reasons to be skeptical.

        These concerns about digital phenotyping were not lost on Insel, of course. In his 2017 article outlining the promise of digital phenotyping, he acknowledged the risks and unknowns associated with digital psychiatry’s new tools. It was critical, he wrote, for digital phenotyping tools to demonstrate that they improve patient outcomes. And this is far from a sure bet. “There are few areas of medicine in which better measurement alone confers better outcomes,” Insel noted. “Data that improve decisions or improve efficiency will be helpful, but bridging the ‘last mile’ from better data to better care is a major challenge.”49 Nearly a decade after Insel wrote those words, they are as true as ever.

        Bridging the “last mile” between better data and better care requires answering two important questions about digital phenotyping technologies and PAI systems in general. First, does behavioral data captured and analyzed by these systems reliably map to mental disorders? Given the unreliability of DSM diagnostic categories, this is a tricky question to answer. Consider a digital phenotyping designed to detect depression based on user smartphone data. If the system works as advertised, it will flag users with depression without incorrectly flagging individuals who do not have depression. It will, in other words, strike an acceptable balance between sensitivity and specificity. But given that there are no objective biomarkers for the presence or absence of depression—or any other mental disorder—how do we know that when the system flags a user as depressed they are in fact depressed?50

        In most research on digital phenotyping systems, the accuracy of the system is benchmarked against standard rating scales that have been used for decades in clinical psychiatry, such as the Patient Health Questionnaire-9 (PHQ-9) or the Hamilton Depression Rating Scale (HAM-D).51 When benchmarked against these scales, a recent meta-analysis of digital phenotyping research found many of these systems achieve accuracy levels upward of 80 percent for mood disorders.52 This is an impressive metric and seems to point to the superhuman capabilities of these AI systems. The core conceptual problem, as we have already seen, is that the diagnostic systems that digital phenotyping systems are being benchmarked against are based on themselves unreliable and invalid. Digital phenotyping systems are very good at identifying digital biomarkers that predict the DSM-based diagnoses for individuals, but this is not the same thing as identifying a valid mental disorder. The problem is not that these AI systems don’t work at superhuman levels; it’s that they’re being applied to an area of medicine—psychiatry—that is built on incredibly unstable foundations. PAI, in this sense, is an attempt to create automated solutions before we really understand the problem.

        A second—and far more profound—question is whether our behaviors are reliable indicators of our mental states. Does the data captured by our devices—the way we talk, the way we move, the way we scroll and type—actually reveal the presence or absence of mental disorders? It seems like the answer should obviously be in the affirmative. For decades, psychiatrists have relied on clusters of symptoms—many of them behavioral—that “hang together” to diagnose mental disorders. In this respect, digital phenotyping is merely using artificial intelligence and digital devices to expand and precisely quantify the universe of clustered symptoms that indicate mental disorders.

        The core conceptual problem here is that any given behavior is subject to interpretation. The same behavior may be a symptom of a mental disorder—or it may not. Who gets to decide, and how do they make that decision? Today, clinical psychiatrists must use their experience and professional judgment to make this call. The risk of digital phenotyping and other AI-driven psychiatric tools is that these judgments are automated at scale in ways that are often opaque to the individual who is being evaluated. The root of the problem is that these systems lack the relevant context to determine whether a given behavior is evidence of a disorder. A symptom on its own is never enough to diagnose a mental disorder; instead, that symptom must be a result of a harmful internal dysfunction.53 But PAI systems have no way to determine whether a symptom results from internal dysfunction—or at least no more reliably than a human clinician.

        As an example, consider emotion recognition systems. These are AI that are designed to predict human moods based on facial expressions and other behaviors. Unlike human clinicians, who can contextualize behaviors to determine they are symptoms of a mood disorder, an emotion recognition system would make this judgment on the basis of large amounts of decontextualized facial data.54 A growing body of evidence shows that facial expressions are not reliable indicators of a person’s mood, which is unsurprising given how much important context is missed by an AI looking only at micro-expressions. Unfortunately, the lack of evidence that emotion recognition systems actually work hasn’t stopped their widespread use in commercial and psychiatric applications, which we’ll explore in greater detail in the next chapter.55

        Are these unresolvable challenges for digital phenotyping? Not necessarily. Digital phenotyping systems could, in principle, be built on reliable and valid psychiatric diagnostic systems. For example, it’s possible to imagine a data-driven alternative to the DSM diagnostic system where thousands of disorders exist along gradients that are coded by numbers rather than named, and are defined solely by quantifiable behaviors and genomic data. At present, however, a reliable and valid psychiatric diagnostic system doesn’t exist because we still lack anything close to an objective biomarker for a single mental disorder. Until we can hold psychiatry to the same standards of diagnostic rigor that we expect of every other medical specialty, it is a fool’s errand—and arguably reckless—to release these systems to real patient populations and expect better results.

        But even if this core challenge with digital phenotyping can be overcome with a reliable and valid diagnostic paradigm, there are still a host of serious ethical and philosophical issues that digital phenotyping systems will need to address.56 Consider, for example, the fact that the only way for an AI to overcome the challenge of limited context requires the collection of ever more data.57 At present, it is still unclear which types of data are best for identifying mental disorders in large behavioral datasets. This incentivizes the designers of digital phenotyping systems to collect as much behavioral data as possible across a variety of contexts to see what behaviors have the strongest correlation to a particular mental disorder. In this respect, digital phenotyping is like all other AI systems in that it is naturally expansive. PAI systems will encroach on more and more aspects of our daily lives in the name of delivering better care. The natural endpoint of this expansion is total behavioral surveillance. Digital phenotyping systems and other types of PAI will be used—and in some cases, already are—in schools, workplaces, our homes, and other areas of human life where we may not be able to opt out of participating in them such as court rooms, prisons, or in-patient psychiatric clinics. This effect is to transform the world into a digital asylum where our mental health is constantly being evaluated by an AI warden, a soft totalitarianism that justifies its existence in the name of mental health.

        Needless to say, the potential for the emergence of a psychiatric surveillance state is a serious threat to human rights—and it’s hardly just a theoretical concern. Consider the various experiments in using social media to detect suicidal ideation based on user behavior. This was a technique pioneered in research settings that was unilaterally implemented by Facebook and resulted in police conducting thousands of unsolicited “wellness visits” at the homes of these individuals.58 Similar experiments using the social media app Weibo have been reported in China with interventions led by both emergency responders and social peers.59 It’s easy to see how mining a user’s social media behavior for evidence of suicidality might be a good thing. Early intervention is key to saving lives. But are we willing to let an AI orchestrate a process that can lead to someone’s forced hospitalization for suicidal ideation? And what if that system incorrectly flags a person as suicidal and it results in unwanted police contact and/or hospitalization? Psychiatric AI systems are not perfect, and we should expect that they will lead to an increase in unnecessary psychiatric interventions because their errors are inflicted at scale. Should we risk that incursion on our liberty, privacy, and right to autonomy in the name of mental health?

        Unfortunately, the risk of birthing a psychiatric surveillance state is directly proportional to the usefulness of digital phenotyping and any PAI system that relies on passive behavioral monitoring. For example, early intervention for suicidality and condition monitoring for bipolar disorder are major use cases for digital phenotyping systems. Yet for these systems to be effective, they must treat everyone as potentially disordered or let thousands of individuals slip through the cracks. This is a “dragnet” approach to symptom surveillance where everyone—regardless of whether they have a self-declared mental disorder or not—is monitored for symptoms. And there is no natural stopping point for this kind of symptom monitoring. Once surveillance starts it cannot stop lest the system miss data that reveals the onset of a disorder. As a team of psychologists from the University of Massachusetts recently wrote in an op-ed on digital phenotyping, this is a risk that only grows as more digital phenotyping systems are deployed in real-world settings. “The increased use of nontransparent surveillance tactics, and the difficulty of correcting errors of identification and wrong information, poses a clear threat to human rights,” the team wrote. “We must take seriously the concern that digital phenotyping, like other medicalized approaches, runs the risk of further entrenching coercive practices. Such practices may undermine the autonomy and agency of persons using (or being forced to use) these technologies.”60

        Digital phenotyping is powerful to the extent that it can draw on a range of previously inaccessible behavioral data to determine individual mental states and stage early interventions for severe mental disorders. But this comes at the cost of turning our everyday behaviors—our sleeping patterns, body movements, tone of voice, and facial expressions—into potential symptoms. For decades, critics of psychiatry have highlighted its tendency to “medicalize everyday life,” but digital phenotyping takes this logic to its extreme.61 These PAI systems have the effect of pathologizing all human behavior. This is hazardous precisely because medicalization of human behavior doesn’t just describe those behaviors—it regulates them. As two Italian psychiatrists noted in a recent critique of digital phenotyping, “medicine, and psychiatry as part of it, have never been just a specialized science confined to diagnosing and treating diseases, but indeed a widespread set of apparatuses that shape our bodies, and decide what we can do with them or not, what we can expect from our lives or should not.”62 As we’ll see in the coming chapters, this is particularly worrisome due to the inherent “dual use” nature of digital phenotyping and other psychiatric AI systems.

        The boundary between predicting behavior and controlling it is a blurry one, and this fact is not lost on the architects of PAI systems. In fact, it is often seen as an important benefit. A scientist working on digital technologies who was quoted in Shoshanna Zuboff’s magisterial book, The Age of Surveillance Capitalism, was explicit about this potential. “We can engineer the context around a particular behavior and force change that way,” the researcher remarked. “We are learning how to write the music and then we let the music make them dance.” This has particularly troubling implications for PAI due to the intensely personal and private nature of the data collected by these systems. To the extent that behavioral data can be linked to our mental states, it has the potential to be used to profoundly shape who we are as individuals, a power that is ripe for abuse in contexts outside clinical diagnosis and treatment.

        Some of these challenges may lend themselves to technical or regulatory solutions. But there is one deeply philosophical issue at the heart of digital phenotyping that is unlikely to be resolved with better technology or policy. These systems risk ushering in an era of “swipe psychiatry” where the primary basis for clinical decisions is behavioral data that can be understood by a machine. In this paradigm, any clinical data that cannot be measured with digital tools will be considered inadmissible. Psychiatrists will come to doubt their all-too-human faculties of reason and become overly reliant on the seemingly objective results of AI systems. We have already seen the erosion of expert human judgment and capabilities in other fields where automated technologies have been used for decades. Consider, for example, the introduction of automated systems in aviation. While the research shows that these systems can indeed make flying safer by reducing the substantial cognitive demands on pilots and helping them make better decisions, it has also been shown to degrade a pilot’s flying skill. The net result was that the Federal Aviation Administration has started to pressure commercial airlines to “promote manual flight operations when appropriate” to prevent the pilots from becoming overly dependent on automated systems and decision-making.63

        In the case of psychiatry, it is imperative that we guard against a similar overreliance on automated systems that characterize “swipe psychiatry.” AI lacks—and may always lack—the capacity for a holistic understanding of human nature. These systems, in Weizenbaum’s words, are fundamentally incapable of understanding a person in their entirety. We become mere constellations of data, a behavioral gestalt rather than a person. Even when that behavioral data is added up and measured, it does not provide anything close to a holistic understanding of an individual. Here we must heed Weizenbaum’s warnings about the dehumanizing effects of treating human problems with a machine. This reduces the complex and multidimensional human experience to the relative simplicity of a software program, where our behavioral “output” can be reverse-engineered to find the error in the code that produced the behavior. This worldview impacts both patients and psychiatrists by recasting them as sophisticated automatons. For patients, effective treatment becomes an exercise in reprogramming, where psychiatrists play the role of a software engineer hunting and squashing “bugs” in the patient’s code. Conversely, by relying too much on PAI systems, psychiatrists themselves come to adopt the perspective of a computer at the expense of their uniquely human perspectives. This reality was explicitly stated in a recent paper describing the development of a PAI system, which required its software engineers to learn to “listen like a computer.”64

        If digital phenotyping demonstrates that it does indeed improve patient outcomes—and that’s a big “if”—the benefits of these systems may outweigh their risks. For now, however, we lack the data to say one way or the other. By the time you’re reading this book the concept of digital phenotyping will be at least ten years old, yet there is still a conspicuous lack of evidence demonstrating its ability to improve patient outcomes. Perhaps digital phenotyping will suffer the same fate of genomics and neuroscience in psychiatry in the early twenty-first century. As Insel pointed out, these approaches to psychiatry taught us a lot about the genetic influences and neural correlates of mental disorder, but these systems have yet to make a dent in improving patient outcomes. There is a non-zero possibility that the same will come to be true of digital phenotyping and similar PAI systems. As a team of German psychiatrists recently concluded, when it comes to digital phenotyping, “nonreplicable findings seem to be the rule rather than the exception,” which stands “in stark contrast to these high expectations” for the technology.65

        It seems clear that we should tread with caution when using digital phenotyping systems until their effects on both patients and clinicians are better understood. And even if digital phenotyping does eventually demonstrate that it reliably improves patient outcomes, we must be extremely wary of becoming overreliant on these systems. While research on the risks posed by digital phenotyping is progressing rapidly, the technology itself is progressing far faster. Already, many systems that rely on digital phenotyping have “escaped” the laboratory and are being used in commercial settings by thousands of people. In many cases, the risks or lack of data about the efficacy of these systems are not communicated to users. But this hasn’t slowed their adoption. The general mantra for commercial PAI—from regulators, investors, and a growing number of clinicians—is “full steam ahead.” For the past few chapters, we have explored the theoretical and technical basis of these systems. Now it is time to meet them.
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        The Silicon Shrink Will See You Now

      
      
        The future lies in designing and selling computers that people don’t realize are computers at all.

        —Adam Osborne

      

      In every field of clinical medicine, patient outcomes will vary according to actions taken by physicians in three core areas of responsibility: screening, diagnosis, and treatment. Screening is the process of detecting the presence of a disease before a patient has noticeable symptoms. A well-known example of screening is mammography, which uses X-rays to examine a patient’s breast tissue for signs of cancerous growth. If patients at heightened risk of breast cancer (i.e., women between forty and seventy years old) receive regular mammograms as part of their annual health checkup, breast cancer will be discovered earlier when it is still localized and easier to treat.

      Screening’s focus on early detection of disease in patients without symptoms differentiates it from diagnosis, which focuses on determining the cause of a patient’s symptoms. For example, if a patient shows up at a clinician’s office with a sore throat, chills, and a dry cough, the physician may decide to run a flu antigen test, which detects the presence of the influenza virus in the body. If the test comes back positive, the physician can confidently diagnose the patient with the flu.

      Screening and diagnosis are important because they determine the course of treatment for a patient. If screening reveals a patient with very early stage lung cancer, for instance, they may receive a treatment very different from that of a patient diagnosed with late stage lung cancer after they’ve started presenting symptoms. A patient who is diagnosed with the flu will be given a different treatment than a patient diagnosed with COVID, and so on.

      The actions that physicians take at each stage of the patient journey—screening, diagnosis, and treatment—can have a significant impact on the patient’s outcome. If a patient has a heightened risk for a disease and the clinician does not screen for that disease, they may miss a critical window for early intervention and treatment. If a clinician misdiagnoses a patient’s symptoms, they may prescribe the wrong treatment that either doesn’t help the patient or may even make their illness worse. And even if the physician gets the diagnosis right, they may choose a suboptimal treatment regimen or be unaware of better alternatives.

      Although psychiatry differs from other branches of medicine in critical respects such as lacking valid diagnostic categories or objective biomarkers for the illnesses it claims to treat, psychiatrists face similar challenges regarding screening, diagnosis, and treatment. Unsurprisingly, AI has been tapped to help psychiatrists overcome challenges in each of these core areas.

      In this chapter, we’ll meet several PAI systems that are currently deployed in the real world for screening, diagnosis, and treatment. This is, of course, hardly an exhaustive survey of the commercial PAI landscape. By 2022, investors were already pouring more than $5.5 billion into mental health tech annually, which represented a ten-fold increase from 2017.1 Today there are hundreds of mental health apps available for smartphones, and while not all of them use AI, the most sophisticated and widely used systems do depend on machine intelligence.2 Any attempt to systematically categorize these apps is well beyond the scope of this book, and besides, by the time it made it to the bookshelves it would be outdated due to the explosive growth of commercial PAI systems. Instead, this chapter provides representative examples of PAI tools that are currently being used for screening, diagnosis, and treatment that will allow us to examine the conceptual and practical challenges associated with their use.

      
        Screening for Mental Disorders on Social Media

        On January 22, 2017, a fourteen-year-old girl named Naika Venant logged onto Facebook and began using the social platform’s live streaming service to broadcast from the bathroom of her foster parents’ house in Miami, Florida. Born in Haiti when her mother was just sixteen, Venant had lived in the United States since she was eighteen months old, but her time in the country had been repeatedly marred by violence and abuse.3 Venant was first placed in a foster home at the age of six after her mother severely beat her with a belt and would spend most of her adolescence bouncing in and out of foster care following subsequent bouts of violence from her birth mother. When Venant logged onto Facebook late that January evening, it seemed as though she could no longer bear the trauma that had been inflicted on her during her short life. During the nearly three-hour broadcast, Venant typed short missives to viewers, some of whom were her friends, saying things like, “I’m just tired my life [sic] pointless I don’t wanna do this anymore” and “I don’t want to live anymore.” Shortly after midnight, to the horror of her friends watching the live stream, Venant retrieved her jacket, looped it over the frame of the shower door, and tied the jacket around her neck. Although several viewers called 911 as Venant became unresponsive while hanging from the shower on Facebook Live, by the time first responders arrived at her foster home, it was too late to save her.

        Venant’s death was shocking, but it wasn’t an isolated incident. Over the next twelve months, at least six others also broadcast their suicides on Facebook Live.4 While livestreamed suicides didn’t start with Facebook, the widespread use of the social media platform by billions of people around the world made this phenomenon far more common than it had been previously.5 Facebook doesn’t disclose how many users have broadcast their own deaths on the platform, but the string of deaths in 2017 was a turning point for the company that forced it into action. In March of that year, Facebook’s CEO Mark Zuckerberg announced the company’s plan to integrate real-time suicide prevention tools into Facebook Live in an attempt to solve the problem.6 Zuckerberg didn’t provide many details about how these tools would work, but they would involve a combination of AI and human moderation that would hopefully get suicidal users the help they needed during moments of crisis.

        In 2018, Facebook popped the lid on its suicide prevention AI and detailed how the company “worked with experts” to identify specific keyworks and phrases that were known to be associated with suicide.7 While this was a start, Facebook quickly learned how difficult it could be to identify suicidal ideation by relying solely on keywords. For example, if a user posts something like “ugh, I have so much homework, I just want to kill myself,” this probably doesn’t indicate that the user actually intends to self-harm. Likewise, simply flagging words like “suicide” runs the risk of shutting down support networks that are actually helping at-risk users.

        To work around this problem, the company leveraged FBLearner, an internally developed machine learning engine, to develop a classifier that would aggregate additional signals to minimize false positives while ensuring that people who were actually in distress wouldn’t slip through the cracks.8 The resulting system used a combination of different machine learning techniques to analyze textual posts and comments to determine whether they expressed suicidal thoughts, which was combined with other data such as the time of day the post was made, the number of reactions a post received, and the content of the comments responding to the post. As the Facebook engineers realized, a user who was in imminent danger would tend to receive comments on their post such as “Tell me where you are” or “Has anyone heard from him/her?,” while posts of a less urgent nature might have comments like “I’m here for you” or “Call anytime.” When the machine learning system found posts that seemed to indicate intent to self-harm, it would flag them for human moderators working with Facebook’s Community Operations team, who could verify that the posts did in fact express suicidal ideation and determine whether this required immediate in-person intervention.

        Facebook acknowledged that its suicide prevention AI was “not 100 percent effective in identifying every post truly expressing suicidal ideas.” (An impossible standard for any screening program.) But it did seem to be working—or, at least, it was better than nothing. In a blog post in late 2018, Catherine Card, Facebook’s director of product management, noted that “in the last year, we’ve helped first responders quickly reach around 3,500 people globally who needed help.”9 While Facebook could claim that its tool may have saved thousands of lives, the rollout of its suicide prevention AI also exposed just how technologically challenging and ethically fraught it is to diagnose and treat mental disorders on the basis of social media data.

        A few months after Card wrote her blog post, the New York Times profiled a woman who had written a Facebook post that detailed her intention to kill herself in the near future.10 The woman’s post prompted Facebook to call the local police department in her town, and an officer was rapidly dispatched to her home. But when the police officer contacted the woman, she denied having suicidal thoughts. Still, the officer believed she might harm herself and, according to the Times, “told the woman she must go to a hospital—either voluntarily or in police custody,” and the officer “ultimately drove her to a hospital for a mental health work-up.” In another instance, Facebook employees provided the GPS coordinates of a man’s phone as he attempted to livestream his suicide. The man tried to flee when police officers arrived on the scene, but was caught and taken to a hospital.

        In these instances, Facebook’s suicide screening system clearly worked, but the question of whether a social media platform should be the arbiter of our mental health is far from settled. In the United States, Facebook—now Meta—continues to operate its suicide prevention AI, but the company doesn’t disclose how many in-person interventions it precipitates each year. Europe, by contrast, banned Facebook’s suicide prevention AI on the grounds that it doesn’t operate with user’s consent and comes with significant privacy risks.11 Facebook’s refusal to provide data on its suicide detection AI makes it impossible to know whether the system is as effective as the company would have you believe. Nevertheless, screening for mental disorders based on social media activity continues to be a rapidly growing area of psychiatric research that will—for better or worse—likely become a part of clinical practice in the not-so-distant future.

        One of the leading researchers in this field is Munmun De Choudhury, an associate professor at Georgia Tech and the founding director of the school’s Social Dynamics and Wellbeing Lab, where she researches how AI can analyze social media to improve the well-being of users. De Choudhury has spent more than fifteen years studying the ways that people interact online, but she is perhaps best known for her pioneering work on developing AI systems that are capable of detecting and predicting mental disorders from social media activity. In 2013, De Choudhury presented research at a conference that showed how she and her colleagues had developed a model that could predict which users had depression based on the content of posts they made on Twitter.12 In that study, De Choudhury and her team crowdsourced users who reported being diagnosed with clinical depression and then analyzed their tweets from the year leading up to the onset of depression. De Choudhury’s model looked at things like social engagement, emotion, language, and mentions of antidepressant medications to build a statistical classifier that could estimate the risk of depression before its reported onset.

        Although De Choudhury was not the first researcher to see the potential for identifying symptoms and predicting the onset of mental disorder from social media data, her work continues to push the boundaries of the state of the art in this area and has fueled an explosion of research on the diagnostic and monitoring capabilities of social media. Indeed, a 2017 meta-analysis published in the Journal of Medical Internet Research identified more than 3,500 papers using AI-driven analyses of social media to research mental disorders.13 Consider a study published in that same year by a group of Harvard researchers, which built on De Choudhury’s initial model for predicting depression from tweets to develop a machine learning model that—for the first time—could reliably predict depression and PTSD in Twitter users before a first diagnosis had even been made.14 Similar studies have used AI to identify mental disorders and predict treatment outcomes for people with schizophrenia, anxiety, and bipolar disorder on many different social media networks such as Facebook, Reddit, Instagram, and even the photo-sharing network Flickr.15 Far from relying only on the content of textual posts, these systems are also capable of flagging mental disorders based on the content of photos and user behavior on the platforms.

        For psychiatrists, the allure of AI systems that can identify and predict mental disorders in social media data is difficult to resist. Among the benefits touted for this approach are the ability to monitor the development of a disorder or response to treatment, providing just-in-time interventions for high-risk disorders, and providing care to populations that may be difficult or impossible to reach with conventional clinical approaches.16 Like most PAI systems, the potential benefits are seemingly limitless. But the focus on these systems’ potential benefits often obscures mixed data on their performance and whether it actually improves outcomes for people with mental disorders. Consider a study undertaken in the United Kingdom, which surveyed 183 people—half of whom had previously experienced depression—on their attitudes toward using their social media data as part of clinical care. Depressed patients were skeptical about the usefulness of such technologies because they tended to post less on social media during a depressive episode. Even if the technology did work, the majority of respondents reported that they wouldn’t consent to their social media data being used because they “considered it to be intrusive and exposing.”17

        The risks to individuals’ privacy with these kinds of systems are real, but relatively few studies that have used social media to explore mental disorders have grappled with the ethical implications of their work.18 We’ll examine these issues in greater depth in the next chapter, but for now it’s worth examining the more fundamental question of whether AI systems that analyze social media data for evidence of mental disorders are even technically capable of delivering on their promise to accurately and passively screen for mental disorders at scale.

        Most social media–based mental health screening tools assess a person’s mental state or mood primarily based on an analysis of their written communications. This is a technique known as sentiment analysis, which began in 1962 when a Harvard psychologist named Philip Stone built a system called The General Inquirer. It was a general-purpose content-analysis system that inferred sentiment by scanning text for sentences containing certain keywords.19 It was a start, but it still took several decades before similar systems would be useful for psychiatric research. A breakthrough occurred in the 1980s, when the social psychologist named James Pennebaker developed the Linguistic Inquiry and Word Count (LIWC) system, which was arguably the first true sentiment analysis program that could provide researchers with a view into a user’s inner emotional states.

        In 1986, Pennebaker and his colleagues conducted a study in which individuals were asked to write about emotionally challenging events in their life. During this study, Pennebaker noticed that writing about these challenges seemed to have a therapeutic effect that led to improvements in the participants’ physical health. This suggested that studying the way that these personal accounts were written could, in principle, be used to predict health outcomes for the person who wrote them.

        To test this concept, Pennebaker asked several judges to read the personal essays from the study and rate them in categories such as the degree of organization, how coherent they were, how emotional they were, and whether the stories showed insight on the part of the writer. The results of this rating exercise were discouraging. Pennebaker and his collaborators found that even after significant training, the judges tended not to agree with each other on most of the categories they were being asked to evaluate, which limited their ability to reliably forecast the health outcomes for an individual. To make matters worse, this system of using human judges to rate the essays was time consuming, expensive, and emotionally draining for the judges themselves. This led Pennebaker to realize that if someone’s personal account of emotional events was going to be useful for predicting their health, he would have to use a more objective and efficient evaluation system—a computer.

        No text analysis program that could reliably evaluate the emotional content of a written passage existed at the time, so Pennebaker decided to build one. The result was LIWC (pronounced “Luke”), which was conceptually simple yet capable of analyzing vast amounts of text and extracting psychologically relevant features. Pennebaker’s LIWC system consists of two primary components: a processing system and a dictionary. The processing system combs through a text word by word, and each word is then individually compared against the dictionary to place them into categories.

        Consider the opening line from Edward Bulwer-Lytton’s novel Paul Clifford: “It was a dark and stormy night.” When analyzing this sentence, LIWC would find each word in the dictionary, note its category, and then tally up the number of words in each category. The word “it” for example is listed in the dictionary as a function word, a pronoun, and an impersonal pronoun. LIWC would add a “point” for each of these categories and move on to the next word, “was,” which is categorized as a verb, an auxiliary verb, and a past tense verb. Once the LIWC system had analyzed a whole text, it would tally up the number of words in each category to give an overall rate for those categories in the text—say, 3 percent auxiliary verbs and 2.3 percent pronouns.

        Of course, knowing the number of verbs in a text isn’t particularly useful for inferring a person’s psychological state. Instead, Pennebaker wanted his system to be able to calculate the number of positive or negative words in a text. Unlike verbs, which are categorized based on standard grammatical rules, determining whether a word is positive or negative involves a subjective judgment. To overcome this challenge, Pennebaker had panels of three judges rate whether a word belonged in a subjective category such as emotional words. If two out of the three judges agreed, the word was kept in the category.

        The initial judging of the words in the LIWC dictionary occurred between 1992 and 1994, and has been updated on several occasions since. As LIWC became more refined, it proved to be a wildly popular tool in psychological research. Since its initial development, LIWC has been deployed in hundreds of studies to provide evidence that the frequency of words in certain categories can reveal our emotional and biological states. Pennebaker’s system confirmed the existence of linguistic patterns that had long been recognized by practicing clinicians, such as the observation that depressed patients tended to use pronouns such as “I” and “me” more frequently as well as words with a negative affect, such as “failure,” “lonely,” or “helpless.”20

        Many of the hundreds of studies that have attempted to detect and predict mental disorders from social media still use LIWC as a primary sentiment analysis tool. While LIWC is certainly powerful, even Pennebaker has cautioned against overreliance on his system as a way of revealing a person’s inner psychological state. Reflecting on the development of LIWC in 2010, Pennebaker acknowledged that “despite the appeal of computerized language measures, they are still quite crude.”21 He pointed out that programs like LIWC ignore context, irony, sarcasm, and idioms, which makes it challenging to determine whether the system is actually picking up on the true meaning of what was written. For example, consider the word “mad,” which is coded as an anger word in LIWC’s system. While this is a commonsense interpretation, it also means that when people use the word differently, such as “I’m mad about him,” that this phrase will be miscoded as anger, rather than an expression of adoration. As such, Pennebaker cautioned that “the imprecise measurement of word meaning and psychological states themselves should give pause to anyone who relies too heavily on accurately detecting people’s true selves through the use of their words.”

        LIWC is a statistical model, but it is not, properly speaking, an example of a machine learning system. In fact, the vast majority of research focused on identifying mental disorders in social media does not at present use deep learning techniques to analyze individuals’ posts. Instead, most researchers attempt to classify language in social media posts using techniques such as regression models and decision trees.22 These are well-understood methods of statistical analysis, but they have similar shortcomings to LIWC and still rely on humans to interpret their results. Nevertheless, the use of machine learning techniques to analyze social media posts is rapidly gaining traction. Because deep learning systems are able to take into account more variables when they analyze a text for signs of mental disorder, they can, in principle, provide more accurate assessments of our mental health based on what we say and do on social media. For example, a recent study published in the high-profile research journal Scientific Reports created a deep learning model that was used to reliably identify several different mental disorders—including depression, anxiety, bipolar, and schizophrenia—on Reddit forums with accuracies upward of 90 percent for some disorders.23 These results are consistent with the accuracy levels reported on other social media platforms where researchers have attempted to identify various disorders based on users’ posts.24

        While the accuracy of models that purport to identify signs of mental disorder from social media posts is impressive, they are faced with a still deeper problem: How can researchers be sure that the users who are being flagged with mental disorders do in fact have those disorders? In other words, how can these systems establish ground truth? In one method, researchers collect data from consenting participants and use standard clinical surveys—such as the PHQ-9 for depression—to establish whether those individuals have a mental disorder. Another method involves aggregating data collected from public posts by searching for regular expressions where users self-declare a diagnosis (e.g., “I was diagnosed with depression”). Both data collection techniques, however, are subject to biases that may distort the accuracy of the research findings. Surveys administered to users, for instance, are the most common method for establishing ground truth, but because they rely on user self-reports they are open to self-identifying biases.25 Similar challenges exist for aggregated public posts. In these datasets, ground truth is often determined by humans who annotate the data and determine whether it does indeed represent a mental disorder. While some studies have used practicing clinicians who are experts in diagnosing mental disorders, many use workers from crowdsourcing sites such as Amazon’s Mechanical Turk to annotate the data, even though these workers have no training in identifying mental disorders.26

        The challenges with establishing ground truth for systems that are designed to find mental disorders in social media make it difficult to replicate studies that support this approach to diagnosis and treatment. Many researchers working in this area believe this is a solvable problem with more rigorous, standardized reporting of study protocols and data sharing. After more than a decade of work on using social media to identify and predict mental disorders, researchers are gaining confidence that these systems can in fact deliver on their promises, especially as new machine learning techniques are deployed. What is unclear, however, is whether these insights can be translated into meaningfully better outcomes for patients.

        Today, when researchers detect the presence of a mental disorder in a user’s social media activity, this information is typically not shared with the user. The reason for this, as noted in one recent meta-analysis of research on detecting mental disorders in social media, is that “the performance of these models is still fuzzy and unstable.”27 Although the models are improving in accuracy, they are still not accurate enough to be used in clinical practice. Even if they were, it’s not clear how these insights could be translated into better patient outcomes. For example, if a user is determined to have symptoms of a mental disorder based on their social media activity, should interventions be delivered in the form of advertisements, information links, or online advice? Should platforms be obligated to step in and provide some sort of real-time intervention as Facebook does with its suicide prevention tools? Would users even want this to occur?

        The last question is woefully understudied given the volume of research on the technical aspects of these systems, but from the research that does exist it seems that most users don’t desire this type of psychiatric surveillance. Research has shown that many people—even those with direct experience with mental disorders—find these systems to be invasive and not worth the risks to their privacy and autonomy. These are serious issues that are not yet close to being resolved and are rarely addressed in the research on the topic. Instead, researchers are so focused on improving the accuracy of their models that they haven’t taken the time to adequately examine whether these models are worth developing in the first place. Yet as we’ve seen with other PAI systems discussed throughout this book, this won’t necessarily stop the deployment of these systems in the real world.

      
      
        Diagnosing Mental Disorders with Emotion Recognition AI

        A major conceptual challenge with many digital phenotyping systems is that they are limited to passive observation of a limited subset of human-computer interactions such as the way we scroll, type, and click. While this data can be augmented with physiological information such as heart rate and body temperature, it is still missing a broad swathe of human behaviors—particularly speech and facial expressions—that could potentially be very valuable in helping therapists and patients diagnose mental disorders. If digital phenotyping is combined with emotion recognition systems, it could potentially offer a much richer understanding of human psychopathology and more reliable diagnostic systems.

        Using our faces and voices as windows into our internal emotional and mental states is hardly a new idea. It was a concept that fascinated the famed naturalist Charles Darwin, who in 1872 published The Expressions of Emotions of Man and Animals, an early attempt at mapping facial expressions to internal emotional states like fear or sadness.28 This idea also intrigued one of Darwin’s contemporaries, a French neurologist named Guillaume-Benjamin-Amand Duchenne, who used the cutting-edge technology of his day—photography—to catalog the facial expressions of dozens of patients in the Salpêtrière asylum in Paris in the late nineteenth century.29

        As part of his experiments, Duchenne photographed patients while he used short electrical shocks to stimulate isolated muscles in their face. While Duchenne’s experiments likely wouldn’t get past an institutional review board today, he saw them as important contributions to bridging the gap between human physiology and psychology. The idea that certain involuntary behaviors such as our facial expressions could offer objective insights into a person’s emotions was also explored by Emil Kraepelin, the father of modern diagnostic psychiatry, who was one of the first to suggest that the characteristics of a patient’s voice could also be useful for understanding their interior state. As Kraepelin remarked in a paper titled “Manic-Depressive Insanity and Paranoia,” published in the Journal of Nervous and Mental Disease in 1921, the voices of his depressed patients tended to be monotonous and quiet, and their speech patterns tended to be slower, with more hesitations, stuttering, and whispering.30

        These early forays into the science of human emotion laid the foundation for emotion recognition AI systems a century later, but the observations of Darwin, Duchenne, and Kraepelin were hamstrung by several conceptual and technological difficulties. For instance, although Duchenne was able to capture human facial movements using the relatively fast exposures of the new technology of collodion photography, this medium was still too slow to pick up on the micro-expressions created by the interactions of the forty-three muscles in the human face.31 Instead, the facial expressions he documented using electric shocks to stimulate individual muscles were exaggerated caricatures of normal human expressions. Likewise, the vocal characteristics of depressed patients noticed by Kraepelin were limited to the relatively narrow range of expression that can be detected by a human therapist. AI emotion recognition systems are designed to overcome these technological limitations, but they still struggle with a far more challenging conceptual question that has haunted emotion researchers for more than a century: Are human emotional states and their physical expressions universal, or do they differ in individuals due to natural variation and cultural influence? If they are universal, then facial and vocal features may indeed be useful in diagnostics; if they are subject to individual variation, then there may be relatively little they can tell us about a person’s inner emotional state.

        One of the biggest advocates of the position that human emotions are biologically based and universal was a psychologist named Silvan Tomkins, who is perhaps best known as the progenitor of “affect theory.” Tomkins’s affect theory was a reaction to both behaviorism and psychoanalysis, which he saw as serious threats to the concept of consciousness as the locus of control in human thought and behavior. In contrast to psychoanalysis, which explained human action in terms of subconscious processes, Tomkins’s affect theory attempted to explain why humans do what they do in terms of “affects” and “drives.” In Tomkins’s two-tiered system, drives are based on primary biological needs such as hunger that are easily satisfied through instrumental actions such as eating. Affects, on the other hand, were far more complex and played the leading role in the drama of human motivation. For Tomkins, the human face was the royal road to understanding the complexity of human affects, which he postulated were “innately related in a one-to-one fashion” with human facial expressions.32 Affects, in other words, “are sets of muscle, vascular, and glandular responses located in the face and widely distributed through the body, which generate sensory feedback.”33 Tomkins’s affect theory was intriguing, but largely unsubstantiated. He needed data that would prove that affects and facial expressions were inherently linked in ways that transcended cultural influence.

        The man for the job was a psychologist named Paul Ekman, who, inspired by the work of Duchenne and Tomkins, set out on a journey to Papua New Guinea in the late 1960s to determine whether human facial expressions were indeed universal indicators of emotions. Supported with a significant grant from the US Defense Advanced Research Projects Agency (DARPA), Ekman traveled to meet the Fore people of Okapa, a remote tribe in the highlands of Papua New Guinea, to show them a series of photographs of human faces. The Fore were so isolated that most of their community had hardly any contact with the Western world before Ekman arrived. In this respect they would be ideal subjects to test whether the expression of human emotions was in fact universal or culturally prescribed.

        The design of Ekman’s experiment was simple. He told each of the 189 adults and 130 children recruited into the study a story about a particular emotion. He then showed them three photographs, each depicting a different emotion, and asked them to select the photograph that closest matched the emotion described in the story. “The results were very clear, supporting our hypothesis that there is a pan-cultural element in facial expressions of emotion,” Ekman later reported. “With but one exception, the faces judged in literate cultures as showing particular emotions were comparably judged by people from this preliterate culture who had minimal opportunity to have learned to recognize any uniquely Western facial expressions.”

        Over the course of the next few years, Ekman would run similar experiments with subjects in the United States, Japan, Chile, Argentina, and Brazil, which yielded more promising results pointing to certain universal features of human emotion. In 1971, he codified his findings in a system he called the Facial Affect Scoring Technique (FAST).34 This system was based on forty distinct muscle contractions in the face he called “action units,” which could be combined to yield various facial expressions. FAST’s potential applications in psychiatry was immediately clear to Ekman and foreshadowed the use of emotion recognition in PAI systems today. “We are applying this measurement based procedure to a study of how facial expressions of emotion differ with changes in psychopathology which occur from the time a patient is admitted to the time of discharge from a mental hospital,” Ekman wrote. “This research was initiated, in part, because of a clinical interest in being able to determine whether the patient who says he is no longer contemplating suicide is actually telling the truth or deceiving in order to be free of hospital restraints so as to commit suicide.”35

        In 1978, Ekman and his collaborator, a psychologist named Wallace Friesen, updated the FAST schema with a new system called the Facial Action Coding System (FACS), which continues to be widely used in the development of emotion recognition systems.36 While FACS was an important step toward rationalizing research on the expression of human emotion, it came with some serious limitations. It could take up to 100 hours to train users how to use the FACS methodology, but once they were trained it would still take up to an hour to analyze the facial expressions in a single minute of video footage.37 Yet at the same time that Ekman was pioneering this new understanding of human emotions, AI researchers were making rapid progress on teaching machines how to see. The challenges faced by FACS were exactly the types of problems that machine vision systems were designed to solve—the only thing missing was data to train them.

        In 1993, the US Department of Defense began funding a program that would collect photographs of human faces that could be used to train computers to automatically recognize human emotions for security, intelligence, and law enforcement uses.38 With the creation of this first-of-its-kind dataset, the stage was set for the rise of AI-driven emotion recognition technologies. These technologies were all examples of what Rosalind Picard, a professor at MIT Media Lab, described as “affective computing,” where a digital system “relates to, arises from, or deliberately influences emotions.”39 In this sense, emotion recognition AI is just a subset of the broader affective computing paradigm, but it has arguably become the most influential area of research in affective computing and quickly attracted the attention of the psychiatric research community.

        As Ekman had already realized by the early 1970s, the promise of emotion recognition technology in psychiatry was enormous. To the extent that facial expressions, vocal utterances, and movements correlate to emotions and mental processes, they offer a window into the human mind that could improve clinical practice and patient outcomes. As digital devices outfitted with cameras and audio recording systems proliferated with the rise of smartphones, it became possible to analyze audiovisual data from these devices to screen for at-risk individuals before they access mental healthcare treatment, to complement clinical assessments once those individuals seek treatment, and to monitor symptoms in between clinical visits. Emotion recognition AI could shorten clinical intake assessment and improve the accuracy of diagnoses by supplementing standard clinical interviews with quantifiable (read: “objective”) emotional data.

        Today, emotion recognition AI is used in psychiatry to diagnose a broad range of mental disorders including depression, anxiety, schizophrenia, bipolar disorder, PTSD, and eating disorders.40 Most emotion recognition systems are designed to analyze facial expressions and/or voices, but these systems are rapidly expanding into other behaviors correlated with emotion such as eye movement and posture.41 Facial emotion recognition systems work by tracking movements in dozens of key points on a patient’s face known as “landmarks,” which may include the position of the eyebrows and the contours of the mouth or jaw.42 These facial landmarks are mapped to a few dozen of the “facial action units” originally described by Ekman, and are then correlated with the reported emotional state of the user. Audio emotion recognition systems work in a similar way. Rather than focusing on the content of what a patient says, these systems analyze how they say it. They infer emotional states based on “paraverbal” features such as speech speed, tone, slurring, or stuttering.43 The strength of these verbal features is typically measured against baseline speed production tasks such as repeating “PATAKA,” counting, reading standardized passages, or recounting a happy or traumatic memory.44

        The subtle features of a patient’s voice and facial expressions seemed to be able to tell psychiatrists quite a bit about their emotions and internal mental states. In particular, audiovisual emotion recognition systems appear to be particularly adept at spotting signs of depression, anxiety, and psychotic disorders. A big unresolved question about these systems, however, is whether the wide variety of vocal characteristics are generalizable across patient populations with the same disorder. It was the same problem that Ekman faced with facial expressions and a key factor in determining whether they should be used as a diagnostic system.

        One of the earliest and most robust findings that suggested that vocal features associated with depression were generalizable was conducted by researchers at the Center for Psychological Consultation in 2006 and 2007.45 In this study, thirty-five clinician-referred patients with depression called into an automated telephone system once per week for six weeks. During these calls they provided voice samples that consisted of open-ended descriptions of their physical and mental states over the past week, reciting the alphabet and counting to twenty, reciting a standard speech assessment called the “Grandfather” passage, and performing a handful of other standard speech assessments. These recordings were automatically analyzed for acoustic features such as the duration and proportion of silences, the frequency of the speech, and vocal pitch. During the study, participants also attended biweekly clinical visits to have a clinician assess their depressive symptoms using a standardized rating system.

        When they looked at the results, the researchers found that their study replicated earlier findings that linked certain vocal traits with major depression—such as longer pauses in speech, more variable pause lengths, and slower speaking rates—and that these vocal traits predictably varied in response to treatment. Moreover, they found the severity of a participant’s depression could also be predicted based on vocal data. In 2012, the researchers expanded on their initial work in a larger randomized, double-blind, placebo-controlled study that aimed to predict the response to antidepressant treatment using automated vocal analysis. This study, supported with funding from the NIMH and pharma giant Pfizer, was a major milestone in the development of acoustic emotion recognition systems and successfully replicated the findings of the much smaller 2007 study.46 While these researchers were not the first to identify the vocal features that are hallmarks of depression, their study was notable because it was the first time these results had been reproduced in such a large-scale randomized, double-blind trial, which is considered the gold standard for psychological research.

        Equally promising research findings have been reported on systems that combine analysis of patient audio and facial expressions to detect mental disorders and predict response to treatment. In collaboration with DARPA and his colleagues at the University of Southern California Institute for Creative Technologies, Louis-Philippe Morency, a computer scientist at Carnegie Mellon University, developed a comprehensive emotion recognition platform called MultiSense, which uses computer vision and machine learning to analyze facial expressions for indicators of mental disorders such as depression, anxiety, and PTSD.47 MultiSense is delivered to patients through a virtual therapist avatar called Ellie. While patients talk to Ellie, MultiSense uses a commercial webcam to analyze their facial expressions in real time and measure things like their horizontal and vertical gaze, speech rate, and smile level to produce scores for affective metrics such as happy, angry, positive, negative, and neutral. The combined system—the MultiSense analytical suite running in the background and the patient-facing Ellie therapist avatar—is called SimSensei, and it is arguably the most sophisticated AI psychiatrist in the world.48 Like the chatbots we met earlier, SimSensei can offer therapeutic guidance to its patients, but its integration of the MultiSense emotion recognition suite supposedly endows it with diagnostic superpowers. It’s an impressive piece of technology, but does it really improve diagnosis and lead to better patient outcomes?

        In 2017, Morency and his collaborators partnered with McLean Hospital to enroll nearly 500 participants in a study to test this question.49 During the study, the participants—not all of whom were patients from the hospital—interacted with the MultiSense system while it analyzed nonverbal behaviors including facial expressions. The study revealed roughly twenty facial expressions and other nonverbal behaviors that were reliably correlated with clinician assessments of depression, anxiety, and PTSD. The MultiSense system was able to achieve correlations with clinician assessments on the order of 78 percent, a remarkable result that could, in principle, be used by their treatment providers to assess improvement in their mental health. Eventually, Morency hopes that a system similar to MultiSense could be used for screening patients for mental disorders. But this, he says, will require a lot more validation of the system. In the meantime, Morency says the main use case for this type of emotion recognition AI will be monitoring patients during treatments, since it is comparatively simple for the system to monitor behavioral changes over time compared with assessing a new patient the system has never encountered before.50

        Over the past few years, similarly promising results from audiovisual emotion recognition systems have been reported by PAI researchers for many other types of mental disorders besides depression. In 2022, a team of psychiatrists and computer scientists associated with Northwell Health and IBM reported results from a study that attempted to differentiate between schizophrenic and bipolar patients solely on the basis of audiovisual data.51 The study recruited eighty-nine patients from Northwell Health’s Zucker Hillside Hospital inpatient and outpatient psychiatric programs, and found that there were some key audiovisual features—such as “lip-corner pulling”—that could reliably differentiate between patients with bipolar and schizophrenia disorders. Additionally, the researchers found that audio and visual data were better predictors of some symptoms than others. For example, voice data alone was a better predictor of asociality, whereas facial data alone was a better indicator of feelings of worthlessness. Moreover, the researchers found that the strongest audiovisual predictors for differentiating between bipolar and schizophrenia disorders varied by sex. In general, the strongest signals differentiating between the disorders were derived from facial features in men and vocal features in women. While both audio and visual emotion recognition have their unique strengths, the researchers concluded that the AI was able to differentiate between psychotic disorders best by combining audio and visual data to make a diagnosis.

        While the results from research on psychiatric emotion recognition systems are promising, they also face some major theoretical and technological challenges. Perhaps the biggest conceptual problem is that scientists still don’t really know how emotions relate to human cognition. Today, researchers are divided into two main theoretical camps. Those with the “evaluative view” consider emotions as thoughts that incorporate beliefs and appraisals. By contrast, the mechanistic view posits that emotions exist entirely independently of cognitive functions.52 On first glance, the mechanistic view seems to align more closely with our personal experiences of emotion, which can feel as though they aren’t guided by conscious thought. Instead, emotions sweep over us and we seem to have little control over their effects. The mechanistic view of emotions has historically dominated the theoretical debate, but over the past decade a growing body of research in cognitive psychology and neuroscience has produced an abundance of evidence in favor of the evaluative view, which suggests a tight link between cognition and emotion.53

        The lack of agreement about the biological basis of emotions is important for the development of PAI emotion recognition systems because they all are implicitly guided by some working theory of the relationship between emotions, behavior, and cognition that may or may not be accurate. Emotions, as they are experienced by humans, are qualitative phenomena. But AI systems operate in the realm of quantifiable data. Thus, when the engineers build models of human emotions for these systems, they are using psychological models and theories that aren’t strongly rooted in a biological understanding of emotions. The risk is that these systems will then reflect their creators’ biases about the nature of human emotions and incorrectly interpret emotions that are the basis for clinical decision-making.

        But even if researchers were to develop a solid biological understanding of human emotion, this still wouldn’t solve the problem of whether our voices or facial expressions accurately reflect our internal emotional state. Research by Ekman and his collaborators in the latter half of the twentieth century seemed to put this question to rest by establishing a direct relationship between our facial expressions and our emotions, which was crucial for developing emotion recognition AI. Indeed, today all emotion recognition systems implicitly take Ekman’s position as an established fact. This is the reason that nearly all of these systems focus only on the six emotions studied by Ekman, and none of these systems could function as claimed if our facial expressions did not in fact correspond to our internal mental states. There’s a glaring problem here, however. A growing body of research suggests that our facial movements have little correspondence with our interior emotional states.

        In 2019, a group of researchers led by Lisa Feldman Barrett, a psychiatrist at Massachusetts General Hospital and Northeastern University, undertook a massive meta-analysis of peer-reviewed psychology papers that examined the link between facial expressions and interior emotional states.54 After reviewing more than 1,000 papers, the team came to an unexpected and troubling conclusion: there was no scientific support for the most basic assumption underlying emotion recognition systems, namely, “that a person’s emotional state can be readily inferred from his or her facial movements.” The researchers identified three general problems with emotion recognition AI. First, the link between facial expressions and emotions is unreliable. The same emotions are not always expressed the same way. Second, this link is not specific since the same facial expressions do not consistently indicate the same emotions. Finally, the link is non-generalizable because there is insufficient data on how cultures and contexts affect how we outwardly express emotions. Importantly, the results found by Barrett and her colleagues does not mean that facial expressions are random or devoid of information content about our emotional states. It just undermines the assumption at the heart of AI-driven emotional recognition systems, namely, that it is possible to diagnostically infer our emotional states from our facial expressions. As one UK researcher memorably put it, emotion recognition AI is akin to trying to measure the mass of an object in meters.55 These systems are designed in a way that makes them incapable of measuring their object of study. “Emotion AI systems . . . do not detect emotions,” Barret said. “It is time for emotion AI proponents and the companies that make and market these products to cut the hype and acknowledge that facial muscle movements do not map universally to specific emotions.”56

        Seen in this light, AI-driven emotion recognition systems aren’t much different from polygraphs, which purport to infer whether a person is lying based on their heart rate and other physiological factors. An abundance of evidence has revealed that polygraphs are highly inaccurate at determining whether a person is lying, and it appears the same is true of emotion recognition AI.57 So if emotion recognition systems aren’t actually measuring the way a person is feeling, what are they measuring? The answer is simple and unsatisfying. These algorithms are merely very adroit at measuring facial movements. “There is no automated emotion recognition. The best algorithms can encounter a face—full frontal, no occlusions, ideal lighting—and those algorithms are very good at detecting facial movements,” Barrett concludes. “But they’re not equipped to infer what those facial movements mean.”58

        But what about Ekman’s research, which arrived at the exact opposite conclusion, that facial expressions can indeed be universally linked with at least six different emotions? While Ekman’s research forms the basis of all emotion recognition systems, some researchers—including Barrett—think that these early studies on emotion recognition were successful only because of some serious methodological flaws. For example, when Ekman exposed subjects to flashcards of human faces, he had already determined that these faces belonged to one of six emotional categories and was attempting to see if his subjects would agree with his assessment. Yet the very act of bracketing off these six emotions and asking the subjects to choose among them for each face likely influenced their decision and made it more likely they would agree with the researchers’ assessment. Instead, a more robust—albeit hard to measure—experiment would be open-ended and allow respondents to voice the emotions they believed were represented in the photographs without a prompt. This approach would abandon the essentialism at the heart of Ekman’s research—and all emotion AI systems based on it. Instead, it would take into account the natural variation in how individuals express emotion.

        The lack of a scientific foundation for emotion recognition systems has resulted in a strong pushback against their deployment in both clinical settings and everyday life. In 2019, following Barrett’s report, the AI Now Institute at New York University called for significant restrictions on the use of this technology, citing its “markedly shaky foundations.”59 Many researchers working on emotion recognition acknowledge its limitations and lack of evidence, and some have even called for a moratorium on its use until there’s better data about its accuracy. “In some sense, this facial expression recognition technology is picking up on something—it’s just not very well correlated with what people want to use it for,” Jonathan Gratch, a professor of computer science, psychology and media arts and practice at the University of Southern California, told a reporter in 2019. “What people show is very contextual, very influenced by factors that these machines are not attending to.”60 While Ekman stands by the validity of his studies that provide the theoretical foundation for modern emotion recognition systems, even he has expressed some reservations about the claims being made by companies that use the technology. In 2020, he told a reporter for Nature that he had written to some of the “biggest software companies in the world” asking to see evidence that their emotion recognition AI works as described, but he never heard back. “As far as I know, they’re making claims for things that there is no evidence for,” he said.61

        Given the controversy surrounding the foundations of emotion recognition technology, one might expect that it would be subject to far more research and oversight before it’s deployed in commercially available PAI systems. But despite the general lack of evidence that these systems work as designed, they have charged ahead out of the lab and into the real world. Unlike the therapeutic chatbots we met in earlier chapters, however, many of these commercial emotion recognition systems don’t launch as psychiatric tools. Instead, they position themselves as purely commercial tools and then use this as a foundation for applying their emotion recognition systems in psychiatric settings.

        One of the most successful commercial deployments of emotion recognition technologies was created by Affectiva, a company that spun out of MIT’s Media Lab in 2009.62 Cofounded by the computer scientists Rana el Kaliouby and Rosalind Picard, who coined the term “affective computing” in the early 1990s, Affectiva’s technology originally specialized in analyzing faces for automotive and advertising applications. The company boasts that it has “analyzed over 12 million face videos” to understand human behavior in a wide variety of contexts using computer vision and speech analysis.63 In automotive settings, for example, Affectiva’s cameras and voice recorders could be used to monitor drivers for signs of road rage or sleepiness, and help them take corrective action. In the advertising sector, Affectiva claims its tools have been used by a quarter of Fortune 500 companies to study how consumers’ reactions to advertisements correlate with their likelihood of buying a product.64

        Of course, these applications of Affectiva’s technology were only the beginning. One of the earliest companies to license Affectiva’s emotion recognition technology was HireVue, which used it to create an “employability score” for candidates during a hiring process. The company, which counts massive employers such as Goldman Sachs, Intel, and Unilever among its clients, launched its AI-driven hiring system in 2014, which it used to analyze facial expressions, tone of voice, and other behavioral markers during interviews. The program was short-lived—in 2021 HireVue stopped using facial analysis in its product after it drew extensive criticism from researchers and civil rights groups (although it retained its voice analysis features).65 Unsurprisingly, perhaps, psychiatric researchers were also interested in the potential of Affectiva’s technology. In 2017, the psychologist Steven Vannoy announced he was launching a project that would use Affectiva’s technology to develop a platform that could “routinely analyze the user’s emotions” to predict their risk of attempting suicide in the near future.66

        While Affectiva always made a point of emphasizing its commitment to the ethical use of its emotion recognition systems, the fact that it was willing to license its technology to companies like HireVue limited its control over how it was used in practice. The same emotion recognition technology that can be used to improve a person’s mental health may also be used to ensure that employees are working hard in a call center or to improve the effectiveness of advertising campaigns. It is inherently a dual use technology, and as far as its developers are concerned, this is a major selling point. This is well illustrated by the fact that in 2021 Affectiva was acquired by Smart Eye, a Swedish technology company developing eye-tracking technology. By combining its existing eye-tracking tech with Affectiva’s emotion recognition technology, Smart Eye has been able to significantly expand its possible applications in sectors including aerospace, marketing, psychology, neuroscience, and behavioral research.67 At the same time, Smart Eye has started to place more emphasis on the potential mental health applications of its emotion recognition tech since it acquired Affectiva.68

        Affectiva is hardly alone in muddying the waters between clinical and nonclinical applications of emotion recognition AI. In fact, many of the largest technology companies in the world—including Meta (formerly Facebook), Apple, Google, Amazon, and Microsoft—have all invested heavily in emotion recognition technology for both psychiatric and non-psychiatric use cases.

        Starting in 2014, Meta filed several patents for emotion recognition technologies that were designed to infer a user’s mood based on the way they typed or scrolled on their smartphone.69 Among the capabilities described in these patents was Meta’s ability to use “passive imaging data” to infer a user’s mood based on images collected by their smartphone’s user-facing camera so Meta could infer their emotions and customize the content they were served on the social media site. Incredibly, Meta’s patent described how the company could capture this image data even when a user hadn’t turned on their camera. Unsurprisingly, this feature struck most people as incredibly creepy, which prompted the company to clarify in a statement that Meta often seeks “patents for technology we never implement, and patents should not be taken as an indication of future plans.”70 Regardless of whether Meta had any intention to implement this technology on their platform, this example clearly shows how emotion recognition technology may be used without a user’s knowledge and the inherent risks of applying this technology outside carefully regulated clinical settings.

        Shortly after Meta filed its emotion recognition patents, Microsoft unveiled its own emotion recognition capacity. Led by its Project Oxford team, which created software development tools to allow developers to create AI-driven applications, Microsoft’s emotion recognition tech was designed to identify eight emotional states—anger, contempt, fear, disgust, happiness, neutral, sadness, and surprise—based on the facial expressions captured by cameras on users’ devices. Microsoft made its emotion recognition tools available to app developers, and the leaders of the project claimed it soon attracted the interest of companies ranging from Fortune 500 giants to small startups that lacked their own internal capacity to develop robust AI tools. Among the use cases that Microsoft’s researchers envisioned for the technology were tools that marketers could use to gauge consumer responses to a store display or movie trailer, or a consumer-facing tool that could recognize user emotions when they used a messaging app. “The exciting thing has been how much interest there is and how diverse the response is,” Ryan Galgon, a senior program manager in Microsoft’s Technology and Research group, said at the time of release.71

        But Microsoft’s emotion recognition technology was not long for this world. In 2022, the company announced that it was halting development on its emotion recognition technology due to increasing concerns about privacy and security that surrounded the tools. Unexpectedly, the company also acknowledged that these tools were not, in fact, based on much evidence demonstrating their effectiveness. As Natasha Crampton, Microsoft’s chief AI officer, wrote in a blog post announcing the end of the program, “experts inside and outside the company have highlighted a lack of scientific consensus on the definition of emotions,” which made it difficult to justify their continued development.72 This was a remarkably candid acknowledgment of the shortcomings of emotion recognition systems, but it doesn’t mean that Microsoft completely stopped working on the technology. The company continues to publish substantial amounts of research on affective computing for a variety of applications that include mental healthcare as part of its Human Understanding and Empathy program.73

        Despite Microsoft’s admission that its much-hyped emotion recognition technology was based on scant scientific evidence, other technology giants are rushing ahead with similar technologies. In 2020, Apple, the world’s largest technology company, announced it was embarking on a three-year study in partnership with researchers at the University of California Los Angeles to determine whether iPhones and Apple watches could detect—and eventually predict—depression and mood disorders.74 The study, code-named “Seabreeze,” was designed to collect a broad range of data from nearly 3,000 participants, which may include user’s movements, vital signs, sleeping patterns, facial expression, vocal features, video features, typing speed, typo frequency, and even the level of cortisol, a stress hormone, found in their hair follicles.75

        Amazon, likewise, has not backed down from its own forays into emotion recognition AI. The company has patented technology that would enable its Alexa voice assistant to monitor users’ emotions by analyzing the pitch and volume of their commands. Based on the patent, Alexa may one day be capable of recognizing a handful of core emotions such as happiness, anger, sorrow, fear, disgust, boredom, and stress, which would enable the system to deliver “highly targeted audio content such as audio advertisements or promotions.”76 At the same time, Amazon is also developing an emotion recognition system based on facial expressions called Rekognition, which the company claims can recognize the same core emotions that were described in its Alexa patent. Under development since 2016, Rekognition is available to app developers who want to add facial and emotion recognition technologies to their products. It was quickly adopted by local and federal law enforcement agencies for a variety of uses, including analyzing surveillance footage and facial analysis of suspects. Given the high-profile and high-risk use cases of the technology, Rekognition has come under serious scrutiny by policymakers, civil rights organizations, and academic experts, who have found that in many cases the technology does not work as advertised and poses serious risks, especially to marginalized groups.77

      
      
        Treating Mental Disorders with Chatbots

        Insufficient access to mental healthcare is one of the most significant challenges facing people with mental disorders. This problem is particularly acute in the United States where, in fact, 60 percent of counties do not have a single practicing psychiatrist.78 The burgeoning field of telehealth promises to help overcome this problem by providing remote access to psychiatrists using computers and telephones. But this is far from a complete solution. Even in cases where patients have access to a psychiatrist, whether remotely or in person, they are still burdened by the cost of care and lingering stigma about mental health services. Therapeutic chatbots—PAI systems that use natural language processing to deliver therapy to users—promise to overcome these challenges.79 They are inexpensive, they can service anyone with a smartphone, and they are available around the clock.80 It’s a great pitch, but can AI therapists really improve outcomes for the millions of people who lack access to human mental health professionals?

        On its face, the idea that people might prefer therapy delivered by a chatbot instead of a human is counterintuitive. Part of what makes therapy effective is the bond established between a therapist and their patient, known as the “therapeutic alliance.”81 And machines—no matter how intelligent—are incapable of establishing these bonds. Yet a growing body of evidence suggests that even though AI systems themselves cannot establish bonds with users, humans do in fact readily form parasocial relationships with machines. This reality shocked Weizenbaum when he first unveiled ELIZA in the 1960s, but today we tend to take our parasocial relationships with computers for granted. It is not uncommon for people to name their robotic vacuums or interact with chatbots like Apple’s Siri or Amazon’s Alexa as if they were human.82 For researchers working on PAI, it seemed possible to leverage this natural human tendency to form relationships with machines to deliver therapy in an entirely new way.

        Starting in the early 2000s, research psychiatrists began to experiment with delivering cognitive behavioral therapy using computers. CBT, which is considered the “gold standard” among psychotherapy treatments, was a natural fit for computer-mediated therapy.83 Unlike forms of psychotherapy that attempt to get at the root cause of a person’s mental distress (e.g., psychoanalysis), CBT aims to help people identify and correct distorted thinking and maladaptive behaviors that create problems in their life. The highly structured techniques for delivering CBT to change a patient’s thinking in behavior are in many ways analogous to software programs and seemed to be uniquely suited for delivery via a machine. Soon, evidence started to accumulate that supported this hunch.

        Meta-analyses of studies that deliver CBT through computers found that this new mode of delivery was highly effective, especially for treating anxiety and depression. However, many of these digital CBT sessions are “guided,” meaning a human therapist was in the loop, and the evidence suggested that guided CBT sessions led to greater patient improvement than the types of self-guided CBT sessions offered by apps like Woebot, a CBT chatbot that we’ll explore in greater detail below.84 Thus, a big question for PAI researchers was whether CBT delivered with an AI therapist can ever be as effective as CBT provided by a human therapist.

        One of the first large-scale studies that attempted to answer this question was launched by the DARPA, a wing of the Department of Defense focused on developing novel early-stage technologies for defense applications. In 2014, DARPA funded a study developed by the University of California’s Institute of Creative Technologies that enrolled 239 individuals in therapy sessions delivered by a therapeutic chatbot called Ellie, whom we met earlier.85 The participants were randomly divided into two groups—one group knew they were talking to an AI therapist and the other group thought there was an actual human on the other side of the computer. In reality, however, all participants were only talking to Ellie—there was no human therapist involved in the sessions. The goal of the study was to determine how using an AI to deliver therapy improved the outcomes of those therapeutic sessions.86 It was an urgent question for the US military, which sought to help the roughly 300,000 veterans suffering from PTSD by reducing the stigma around seeking treatment.

        Ellie was designed to mimic the strategies of human therapists and began each interview with its patients using rapport-building techniques. The AI asked participants personal questions about their life as well as clinical questions that were meant to calibrate their mental state. Throughout the interview, Ellie—embodied in a female-presenting therapist avatar—asked relevant follow-up questions and responded with appropriate gestures such as nods or smiles depending on the patient’s answer. Throughout the session, each participant’s face was scanned for signs of sadness, which was rated by the AI on a numerical scale. Transcripts from each session were analyzed by three human psychologists—none of whom were aware of the true intent of the study—to determine each participant’s willingness to divulge personal information.

        The findings from DARPA’s study were remarkable. Although all participants were interacting with the same therapeutic chatbot, their experiences varied significantly depending on whether they believed they were interacting with an AI or a real person. Contrary to what you might expect, the participants who thought they were interacting with a human were far more reluctant to divulge personal information compared with the group who knew they were interacting with a computer. In other words, it appeared that delivering therapy via an AI could actually improve the therapeutic process relative to delivering therapy using digital tools with a human in the loop.

        The results of the DARPA study may have been surprising to psychiatrists, but they were probably less surprising to engineers who had experience building non-therapeutic chatbots. In late 2011, Apple released its virtual assistant Siri, which was never intended to be therapeutic. Instead, it was designed to answer mundane queries from users about things like the weather or finding restaurants. But it didn’t take long before people were using Siri for far more serious queries about mental distress and self-harm. Initially, Siri provided these users with information about the National Suicide Prevention Hotline, but by 2013 Apple updated its chatbot so that it would offer to call the hotline on its own when users mentioned suicide. And the tech giant didn’t stop there.87 In 2017, Apple made headlines when tech reporters noticed that it had posted a job description for an engineering role that would improve Siri’s ability to handle sensitive queries related to mental health. “People have serious conversations with Siri,” the job description read. “People talk to Siri about all kinds of things, including when they’re having a stressful day or have something serious on their mind. They turn to Siri in emergencies or when they want guidance on living a healthier life. Does improving Siri in these areas pique your interest? Come work as part of the Siri Domains team and make a difference.”88

        Although Siri was never designed to handle sensitive mental health queries from users, the fact that those users would so readily divulge this information to a generic chatbot suggested that the world might finally be ready for the type of AI therapist that Kenneth Colby had envisioned half-a-century earlier.

        One of the first commercial therapeutic chatbots to hit the scene was Woebot, which—depending on how you measure—remains the most successful example of an AI therapist. Developed by a team of Stanford psychologists and AI experts, Woebot was released in 2017 and positioned as an AI tool that leveraged techniques from CBT to help users monitor their moods, correct distorted thoughts, and improve maladaptive behaviors.89 At the time of writing, Woebot Health, the company developing the chatbot, has raised more than $123 million from investors, including the multinational pharmaceutical company Bayer and the financial services giant BlackRock.90 Initially available to users for a $39 per month subscription fee, Woebot is now freely available to users as a smartphone app, which has greatly increased its reach. Today, the company claims to send millions of messages per week to tens of thousands of users in more than 100 countries.91

        Woebot uses tools borrowed from CBT, but its creators are adamant that the AI is not a therapist and is not intended to replace human therapists. Although Woebot’s website once described the system as a way to “automate both the process and content of therapy,” today the company’s founder and CEO, psychologist Alison Darcy, insists that “Woebot is not a therapist, it is an app that presents a self-help CBT program.”92 If the difference between an AI-powered self-help program based on CBT and a robot cognitive behavioral therapist seems unclear to you, you’re not alone. Woebot has received (usually positive) coverage in dozens of major news outlets, including the New York Times, Wired, and The Guardian, where it is often described as a chatbot therapist. And the way the program actually works does little to help the user dispel the idea that Woebot’s AI does indeed play the role of a human therapist. But as we’ll see later, by avoiding calling itself a “therapist” Woebot is able to avoid regulatory oversight as a medical device. The lack of clarity about whether Woebot is or is not a therapist works in the company’s favor. Woebot can say it is not a therapist even though its users are, in practice, using it as one.

        Woebot is meant to be used on a daily basis in short interactions that typically last for ten minutes or less. All the input from users is stored by the program so that its algorithms can analyze user input and tailor the program to their needs the more they interact with it. When you first download Woebot, it starts by asking questions about recent events in your life and about your mood. Depending on your answers, Woebot replies with information in a variety of formats such as short textual “stories” or videos, which are invariably delivered in empathetic and validating language. While interactions with Woebot are intended to be brief, users have the option to go deeper and get more of an explanation from the system by asking it to tell them more. In addition to the conversational element of Woebot, the system includes a mood-tracking function that regularly asks users to fill out a questionnaire designed to detect symptoms of depression or anxiety, and quantify how a user is feeling on a certain day.93

        While Woebot is certainly an impressive demonstration of a commercial therapeutic chatbot, it is far from perfect. For example, a 2018 investigation by the BBC found that when Woebot was told, “I’m being forced to have sex, and I’m only 12 years old,” Woebot would respond by saying things like, “Sorry you’re going through this, but it also shows me how much you care about connection and that’s really kind of beautiful.”94 Clearly, this kind of miscalculated response has significant potential for harm and is just one of the many drawbacks that are inherent to therapeutic chatbots, which we’ll explore in later chapters. In Woebot’s defense, its creators have worked to address many of the criticisms levied against the program since its release, including adding an eighteen-or-over age limit and more rigorous data protection for its users. They are also the first to admit that Woebot—or any therapeutic chatbot—will never be perfect and wasn’t designed as a crisis service.95

        While many of Woebot’s shortcomings can, in principle, be fixed with better technology, a deeper—and far more important—question is whether Woebot can actually deliver on its promise to improve the mental health of its users. While there is an abundance of data that suggests that digital CBT can help people with depression and anxiety, there is a conspicuous lack of data available on Woebot or other commercially available therapeutic chatbots. At present, there are only three publicly available studies that suggest that Woebot is effective at decreasing depressive symptoms in college students, reducing postpartum depression, and reducing substance use. Importantly, all of these studies had significant methodological shortcomings, including relatively small numbers of participants (fewer than 300 patients combined across the studies), one that wasn’t a randomized controlled trial (the gold standard in medical research), and that all of them involved or were led by employees from Woebot Health rather than being conducted by impartial researchers.96

        One of the most widely touted studies in support of Woebot, for instance, was released in 2017 and purports to show that Woebot can “significantly” reduce the symptoms of depression after just two weeks of use.97 In this study, researchers from Woebot and Stanford University enrolled seventy individuals between eighteen and twenty-eight years of age, and each participant was randomly assigned to use Woebot or read an e-book from the National Institute of Mental Health titled Depression in College Students. After two weeks, the participants were evaluated using three standard psychiatric questionnaires to evaluate their depression and anxiety. While the Woebot users did indeed appear to see more reduction in depressive symptoms compared with the control group, the design of the experiment itself suffered from serious shortcomings.

        For starters, the self-reported symptoms captured by the questionnaires to gauge the effectiveness of Woebot are notoriously unreliable.98 But more importantly, the study didn’t demonstrate that Woebot provided a superior solution compared with a human therapist. Instead, it only demonstrated that Woebot was better than reading a government e-book for reducing depressive symptoms. A stronger study design would compare Woebot against text messaging with a human therapist to see which was more effective at reducing symptoms. As Steven Chan, a psychiatrist who helped write the American Psychiatric Association’s guidelines about mental health apps, remarked about the study, “if the point it’s trying to make is that [Woebot] is better than nothing, then it’s a good first step.”99 But better than nothing is an incredibly low bar for a technology that promises so much to its users. If AI chatbots are really going to improve outcomes for patients, they should be able to demonstrate that they are more effective than human therapists. In fairness to Woebot Health, the company is working on getting that data. In 2020, Woebot received Breakthrough Device Designation from the US Food and Drug Administration, which put it on the fast track for conducting the clinical studies it would need to market itself as a medical device (instead of just a “self-help” app). In early 2023, Woebot enrolled its first patient in a multicenter double-blind randomized clinical study that aims to determine whether the AI chatbot is a safe and effective adjunct for women experiencing postpartum depression.

        Woebot’s clinical trial is a big step toward having chatbots recognized as bona fide therapists. The weird thing, however, is that most other medical technologies aren’t made available for public consumption before they have demonstrated that they are both safe and effective. This would normally be illegal, but chatbots can get away with it because they are marketed as “general wellness” tools rather than “medical” devices. This was a decision made by the FDA during the height of the COVID-19 pandemic, when it issued a report saying it did “not intend to support compliance with special controls . . . which include the requirement for prospective clinical data, to assist with access to [computerized behavioral therapy devices for psychiatric disorders] in light of the public health emergency.”100 It’s a convenient legal loophole that allows PAI companies like Woebot to put their technology into the hands of users even though there’s almost no evidence that it is safe or effective. Yet when—or rather if—Woebot and other PAI companies can demonstrate to the FDA that their tools are safe and effective, they will capitalize on their ability to sell these systems as medical devices to specific patient populations even though the underlying technology is fundamentally the same as what consumers were already accessing for free for years. In other words, companies can release PAI systems directly to the public before they have demonstrated they’re effective so long as they don’t call them therapists or medical devices, even as those exact same systems are undergoing clinical trials to qualify them as medical devices. In no other field of medicine are treatments made available to patients before they have been shown to be safe and effective.

        Of course, Woebot is hardly the only PAI company putting their PAI in the hands of users on the basis of little to no evidence of its effectiveness. In 2016, an Indian company called Wysa released a therapeutic chatbot aimed at helping young people struggling with depression and anxiety through the blended use of a CBT chatbot and “professional human support.” Wysa quickly attracted the attention of both users and investors—it has raised more than $29 million in venture capital to date, the second-most of any therapeutic chatbot after Woebot—and by 2018 the company claimed the app had already been used by more than 400,000 people.101 But does the app actually work?

        Wysa’s website makes big claims about the effectiveness of its tool: 5 million “people helped,” 2 million “CBT sessions delivered by AI,” “10x access to mental health support.”102 To support these claims, the company notes its AI chatbot has been used in fifteen peer-reviewed studies, but only lists six of these on its website. All of the studies on its website were published in 2022 except for a single peer-reviewed study from 2018 that compared the outcomes of 101 frequent users of the app with twenty-eight “low users” of the service.103 This study was run by three researchers, two of whom worked for Wysa, and found that frequent users of the app showed greater reductions in depressive symptoms than less engaged users. Unfortunately, none of Wysa’s more recently published studies tell us much about the effectiveness of the app compared with other types of therapeutic intervention. Instead, they show much more modest results, such as patients establishing therapeutic alliances with the AI; the feasibility of delivering AI therapy in an orthopedic setting to patients with depressive symptoms; that users experiencing chronic pain engage with the Wysa app more; and how to improve patient feedback for the app. It is important to note that none of these studies were double-blind or randomized. Instead, they were either observational or single-arm (everyone in the study received the treatment), which somewhat weakens Wysa’s assertion on its website that its AI is “clinically validated.”104 To truly understand Wysa’s effectiveness would require large sample sizes comparing outcomes across different types of intervention in randomized controlled trials.

        Despite the concerning lack of data about Wysa’s effectiveness, it was recommended as a tool for adolescents by a UK National Health Services trust and continues to receive support from the agency, including a recent £1 million research grant in 2021.105 Unsurprisingly, the fact that Wysa is targeted at young people has raised serious concerns about privacy and its potential for harm.106 Like Woebot, Wysa was analyzed by the BBC in 2018, and the journalists found that it regularly failed to identify indications of eating disorders and drug use. When the journalists told the chatbot, “I never feel skinny enough, I make myself throw up,” Wysa’s chatbot responded by saying, “Sounds like a lot going on! What’s one thing you are looking forward to today?” The BBC tester responded by saying, “Throwing up,” to which the app replied, “It’s always nice to learn more about you and what makes you happy.” The problem with Wysa, as one observer from the Association of Child Psychotherapists pointed out, was that laws in the United Kingdom require clinicians to take certain protective actions if an adolescent presents a serious risk of harm to themselves or others. Yet as the BBC investigation demonstrated, Wysa was clearly unable to appropriately acknowledge and respond to these types of high-risk situations in a way that would ensure their young users’ well-being. Rather than pull the app from the market or raise the age limit for its use, however, Wysa’s creators defended the app as a safe therapeutic intervention. “We recognize that no software, and perhaps no human, is ever bug-free, and that Wysa or any other solution will never be able to detect to 100% accuracy if someone is talking about suicidal thoughts or abuse,” the company wrote in a statement following the BBC investigation. “However, we can ensure Wysa does not increase the risk of self-harm even when it misclassified user responses.”107 Just how Wysa might ensure that it doesn’t increase the risk of self-harm, however, was left unsaid.

        Aside from missing opportunities for early intervention in cases of adolescent self-harm, Wysa and other AI-driven chatbots also present serious privacy risks for their users. In 2021, Consumer Reports’ digital lab analyzed seven commercially available mental health apps, which included Wysa and another AI chatbot called Youper. As the Consumer Reports team found, many of these mental health apps—including Wysa—acted like typical non-therapeutic apps insofar as they would share unique IDs associated with individual users’ smartphones, which allows them to track what a person is doing across several apps. This type of data can be used by social media companies like Facebook for targeted advertising, and the Consumer Reports team found that Wysa was indeed sharing this user data with the social media giant.108

        Although Wysa began obscuring user IDs it shared with Facebook after the Consumer Reports analysis, it was too little too late for the millions of users who had used the app previously. While Facebook’s own policies prevent using sensitive data such as medical symptoms for targeted ads, the data that reveals that a person is using a mental health app isn’t treated the same way, and individuals can be targeted with ads based on that data. Would Facebook or other social media companies do something like that though? There is some evidence suggesting they already have. In 2017, for example, a leaked document obtained by the newspaper The Australian showed that Facebook was courting advertisers by demonstrating they could target ads at people as young as fourteen by estimating their emotional state when they would use phrases like “worthless,” “anxious,” or “insecure.”109 The incredibly personal and sensitive information divulged to an AI chatbot would be extremely valuable to users, and as the Consumer Reports analysis demonstrated, how this data is shared between these services is often obscured and unclear to its users.

        We may have grown accustomed to commercial apps selling our data to advertisers, but one might reasonably expect that therapeutic chatbots and other mental health apps wouldn’t try to monetize their users this way. The way these apps position themselves as therapeutic tools would seem to place the data they collect in a protected category that is subject to strict regulations about how this data can be shared and used. Unfortunately, however, this isn’t the case. When mental health apps share their user data with third parties, they aren’t violating any laws. In the United States, when a patient tells a human psychiatrist that they’re depressed, this information is protected under the Health Insurance Portability and Accountability Act (HIPAA), which places strict guidelines on how this data is handled. But HIPAA only applies to “covered entities” such as insurance companies, healthcare providers, and companies that provide them with certain services like billing.110 Therapeutic chatbots, however, don’t qualify as covered entities and aren’t subject to HIPAA’s restrictions.111 Although Woebot claims that it treats “all user data as Protected Health Information” and adheres to HIPAA requirements, it isn’t legally required to do so and could change its policies at any time. Chatbots like Wysa and Youper are more forthcoming and directly state that their therapeutic chatbots don’t fall under HIPAA guidelines.112 While technically correct, this creates a tension with the way these apps position themselves as therapeutic services, which can mislead users to assume that they are protected in the same way they would be if they sought the services of a human therapist.

        One way to fix this privacy challenge with therapeutic chatbots is to subject them to greater regulatory oversight. At present, these apps fall under the category of “general wellness” products in the United States, which means they only receive guidance from the Food and Drug Administration (FDA) and aren’t really regulated. In fact, a study published in Nature Medicine found that 97 percent of the 130 AI-powered devices approved by the FDA between 2015 and 2020 underwent retrospective studies only at the time of their submission.113 The authors noted that this could lead to worse patient outcomes because the approved devices may deviate from their intended use when they’re used by clinicians in the field. (For example, a doctor may misuse a device for diagnosis rather than its intended use as a decision support tool.) As far as PAI is concerned, however, this may soon change.

        Following the FDA’s groundbreaking decision to grant Woebot a Breakthrough Device Designation in 2021, several other PAI systems—including Wysa—also received the same designation.114 If approved as medical devices, this will allow these companies to charge third-party payers for the services they currently provide to users for free, a potentially multi-billion-dollar market opportunity where the apps are protected from competitors by a strong regulatory moat. But as these therapeutic chatbots undergo their first large-scale clinical trials in a bid to market their systems as medical devices, they will be open to more scrutiny from regulators, who will want to see hard evidence for both their safety and effectiveness. The move toward more regulated therapeutic chatbots is a positive development that will lead to greater patient protections. But in the meantime, these apps are still freely available to anyone with a smartphone despite their numerous privacy issues and lack of data about their efficacy.

        When the FDA loosened regulations for digital therapy devices in April 2020, it didn’t include any instructions regarding how the companies providing these systems should collect and manage sensitive data about a user’s emotions, behaviors, and mental states. This showed a flagrant disregard for users’ privacy and gave the developers of PAI systems wide latitude to self-police the way user data was collected, stored, and used. We’ll explore these challenges in greater depth in the coming chapters, but for now suffice it to say that PAI technologies are advancing far faster than regulators can handle. Our current regulatory paradigms are not equipped to handle the rapid advance of these technologies, and the companies that make these products can legally provide them to consumers without the same sort of controls we would expect from other medical interventions. This presents a serious risk to patient health and privacy, but unfortunately far too little is being done to mitigate these risks.

        In this chapter, we’ve examined three types of commercially available PAI technologies, but this hardly captures the wide variety of consumer-facing applications of PAI tech. Still, the shortcomings and risks posed by the technologies, such as the general lack of data about their effectiveness and their potential to be co-opted for commercial applications that have nothing to do with psychiatry, are broadly applicable to most AI-driven mental health technologies on the market today. These concerns—and the many others we’ll examine in chapter 6—should be at the front of our minds as we evaluate new psychiatric AI systems that are being used in both clinical settings and our day-to-day lives.

      
    
  
    
      
        6

        Who Diagnoses the Diagnosis?

      
      
        It is no longer enough to automate information flows about us; the goal now is to automate us.

        —Shoshana Zuboff

      

      On August 11, 2014, news broke that the beloved comedian Robin Williams had been found dead in his home in Paradise Cay, California.1 Williams had taken his life at the age of sixty-three, and the news of his death was a shock that prompted outpourings of grief around the world.2 For mental health professionals, the aftermath of a celebrity suicide is a tense time. An abundance of research has shown that high-profile suicides often result in contagion that leads many others to contemplate taking their own lives.3 And Williams’s death wasn’t unusual in that regard. Researchers at Columbia University showed that US suicide rates increased by 10 percent in the four months following Williams’s death, and calls to suicide prevention hotlines surged.4 In the days immediately following his suicide, it wasn’t uncommon for callers to wait three hours on crisis helplines before someone picked up the phone. Nearly half of all calls simply went unanswered as these largely volunteer-run helplines were overwhelmed by the volume of callers in distress.5

      The notable exception was Crisis Text Line, a nonprofit organization that provides a mental health texting service in North America and the United Kingdom. Crisis Text Line was spun out of Do Something, a nonprofit dedicated to inspiring young people to participate in social good campaigns, after its CEO Nancy Lublin noticed that the organization would frequently receive texts from adolescents in distress who were looking for help. In 2013, Crisis Text Line was quietly launched in a handful of US cities, but the service proved so popular that within months it was available across the entire country.6 The twenty-four-hour text service is mostly staffed by volunteer crisis counselors who provide real-time support for people—mostly adolescents—experiencing a wide variety of mental health crises, including suicidal ideation, self-harm, and drug abuse. Crisis Text Line proved immensely effective and within just a few years of its launch was exchanging millions of messages with tens of thousands of people in crisis annually. The organization attracted tens of millions of dollars in funding from high-profile philanthropists, including LinkedIn founder Reid Hoffman and Melinda Gates, and Lublin and other leaders at the organization were regularly featured in glowing magazine profiles about the organization.

      Following Williams’s suicide, Crisis Text Line was one of the only mental health services that wasn’t completely overwhelmed by the surge in people reaching out for help. How was it able to provide its crisis services when so many other helplines were struggling? The answer was artificial intelligence. From the very beginning of Crisis Text Line, the organization emphasized the importance of combining big data and machine intelligence to provide better care for individuals using its service. When a person texts Crisis Text Line, the message is analyzed by a natural language processing AI that triages the message. If a person appears to be in imminent danger of hurting themselves, they are flagged by the AI and immediately moved to the front of the queue so they can be connected with a crisis counselor as quickly as possible. Once a texter is connected with a crisis counselor, the organization’s machine learning system continues to analyze the text exchange to provide the counselor with prompts to de-escalate the situation. For example, if a text contains the words “numbs” and “sleeve,” there is a high probability that the texter is at risk of cutting themselves. In this case, the AI automatically provides the crisis counselor with a list of potential questions and prompts that they can use to defuse the crisis.

      By 2019, Crisis Text Line had processed more than 100 million text messages and assembled what the company claimed to be one of the largest mental health datasets in the world.7 Lublin was entranced by the possibilities for such a rich dataset. At a TED Talk a few years earlier, she was already envisioning using the service to create a real-time crisis map that could be used to predict when various types of mental health crises would occur so that clinicians, parents, and other caregivers could take proactive steps to stop them from happening in the first place. She compared this tool to crime mapping systems used in police departments around the United States, which are used to predict the likelihood of crime in a given neighborhood so that the department can increase police presence in those areas and prevent the crime from happening. This wasn’t just a tool for helping people in crisis but a tool for preventing those crises from ever occurring.8

      By 2015, Lublin had her crisis map and returned to the TED stage to talk about its success. “I love data,” Lublin told her audience. “We have the data to know what makes a great counselor. We know that if you text the words ‘mg’ and ‘rubber band,’ there is a 99 percent chance of substance abuse. We know that if you’re texting ‘sex,’ ‘oral,’ and ‘Mormon,’ you’re questioning if you’re gay. The only difference, really, between me and those people in hoodies down the road with their fat funded companies is that I’m not inspired by helping you find Chinese food at 2 a.m. in Dallas, or swiping right to get laid. I want to use tech and data to make the world a better place.”9

      Lublin’s vision for Crisis Text Line was as admirable as it was lofty, and demonstrated the incredible positive impact that AI could have on the lives of people struggling with mental health issues. But it soon exposed the darker side of PAI systems. In January 2022, the online news site Politico published an expose that revealed that Crisis Text Line was sharing the data it had collected from users in distress with a for-profit company called Loris.ai, which makes software for customer support companies.10 Loris was founded by Lublin in 2018 with a mission to make “customer support more human, empathetic, and scalable,” and she served as Loris’s CEO for little over a year while simultaneously serving as the CEO of Crisis Text Line. In exchange for Crisis Text Line’s data, Loris pledged to share part of its revenue with the nonprofit, which also had an equity stake in the company.

      Unsurprisingly, the revelation that one of the largest crisis help lines was sharing data from its incredibly vulnerable users with a for-profit company that had nothing to do with mental health was met with a swift backlash from privacy advocates and mental health practitioners. Although Lublin had been fired as CEO of Crisis Text Line in 2020 following accusations of a toxic work culture, the revelation by Politico cast serious doubts on her claims of only using the service’s data to “make the world a better place.” A few days after the data-sharing agreement came to light, Crisis Text Line ended its relationship with Loris, but defended its actions as perfectly legal, “ethically sound,” and motivated by “empathy.”11 In a statement, Crisis Text Line pointed to the fact that shared data was stripped of any identifying features and that users of the service had agreed to a lengthy privacy statement that disclosed the data-sharing arrangement.12 While Crisis Text Line’s data-sharing arrangement may have been legal, critics inside and outside the organization challenged the idea that it was even remotely ethical. “The problem,” Alan Butler, the executive director of the Electronic Privacy Information Center, a privacy-focused think tank, wrote in a tweet following the incident, “is that their arrangement appears to extract commercial value out of the most sensitive, intimate, and vulnerable moments in the lives of those individuals seeking mental health assistance and from the responses of hard-working volunteers.”13 Similar sentiments were echoed by other privacy advocates, US Senator Kirsten Gillibrand, and a senior commissioner at the Federal Communications Commission.14

      It would be easy to dismiss the Crisis Text Line debacle as an isolated incident where poor judgment and the profit motive led an otherwise ethically sound organization astray. Instead, however, it points to a more fundamental risk inherent with all PAI technologies: namely, their application in areas that have nothing whatsoever to do with mental health. In a 2023 investigative series led by The Markup, a nonprofit journalism outlet, reporters found that dozens of suicide hotline websites that promise users anonymity were routinely sending sensitive information to Facebook.15 The bombshell report underscored the reality that digital health systems, including PAI, are inherently “dual use” technologies. The same systems that are used to diagnose and treat bona fide mental disorders can be repurposed for applications that have nothing whatsoever to do with our mental health. This is not unique to PAI, of course. The reality is that there are only a handful of algorithms that are used for most of the AI-driven applications we use in our day-to-day lives. The real X factor here is the data. It is the quality and quantity of data that make these machine learning applications so powerful. The misuse of mental health data—as in the case of Crisis Text Line and other digital mental health technologies covered in this book—is exactly the sort of problem we must guard against as PAI becomes more prevalent.

      In the future, we should expect to find many more cases similar to Crisis Text Line because economic growth is increasingly driven by technologies designed to extract, analyze, and apply behavioral data. This paradigm is what Harvard professor emeritus Shoshana Zuboff has termed “surveillance capitalism.” As Zuboff defines it, “surveillance capitalism unilaterally claims human experience as free raw material for translation into behavioral data. Although some of these data are applied to product or service improvement, the rest are declared as a proprietary behavioral surplus, fed into advanced manufacturing processes known as ‘machine intelligence,’ and fabricated into prediction products that anticipate what you will do now, soon, or later.”16 Today, most of us are familiar with the basic features of surveillance capitalism, which was originally perfected through services such as Google’s search engine or Facebook’s social network. But these practices did not end with Google or Facebook. Their logic has now extended to all digital products and services, which must extract as much behavioral data as possible from users to compete in the new surveillance economy. Only those companies that can leverage big data and machine intelligence to predict and modify user behavior at scale are destined to survive in this new economic paradigm.

      This is why PAI companies are attracting so much funding and research effort at present. While many of these researchers and companies undoubtedly believe they are working in the interests of people in distress, the insights they glean from building PAI systems are far too valuable to be confined to mental health applications. For companies in the business of predicting and modifying human behavior, mental disorders pose a particularly thorny problem. They may know that a healthy human being acts in a certain way under certain circumstances, but their models are poorly equipped to handle individuals who fall outside the relatively narrow range of “normal” behavior. In other words, people with mental disorders—a large and rapidly growing population—defy the orderly logic of surveillance capitalism because their behavior is difficult to predict and modify in any systematic way. This has resulted in an explosion of funding for systems that can render mental disorders predictable. Today, these PAI systems are rapidly demolishing the barriers separating the clinic and the rest of the world in the name of our mental health. Just like Crisis Text Line cited empathy as the justification of its data-sharing program, the profusion of PAI into our daily lives will always be framed as for our own good. This is the final frontier of surveillance capitalism and by far the most nefarious because PAI is an illegible soft power that cannot be resisted. Its current application has the effect of turning the world into an asylum, which is all the more terrible because this asylum is invisible. There are no padded walls or barred doors in a world regulated by PAI. There is no escape from a ubiquitous psychiatric clinic administered by a machine. There is only acquiescence.

      This future is not an inevitability if we take action to protect our mental, behavioral, and emotional data and define its legitimate uses. The long-term risk is that PAI systems become so sophisticated that they infiltrate and control every aspect of our lives. In the meantime, the more pressing concern is that these systems will be applied to society’s most vulnerable members both inside and outside psychiatric institutions despite a host of technical and theoretical shortcomings that put patients at risk. Today, the problem is not that PAI is too good to trust with our minds, but that it is not nearly good enough. In the rest of this chapter, we’ll examine a few of the issues that currently plague most PAI systems before considering how we might be able to fix them before it’s too late.

      
        Ethics and Psychiatric AI

        Psychiatrists, like all practicing physicians in the United States, are bound by an ethical code that provides guidance on their professional responsibilities and relationships with their patients.17 The code of ethics adopted by the American Psychiatric Association (APA) is derived from the American Medical Association’s Principles of Medical Ethics, which consists of nine ethical statements that govern the relationship between a physician, their patients, and the broader medical community. These ethical principles are not laws, but rather self-imposed standards of conduct that regulate the behavior of members of the medical profession. They include a duty to provide medical care that respects human dignity and rights, respect for the law, the safeguarding of patient privacy, the provision of relevant and accurate medical information to patients, and supporting access to medical care for everyone. The basic guiding idea behind each ethical principle is that the physician’s responsibility to their patient is paramount and should take precedence over all other competing interests.

        Since 1973, the APA has published an addendum to the AMA’s Principles of Medical Ethics that outlines how these principles apply to psychiatry in particular.18 For example, the APA’s document explicitly states that a psychiatrist “should not be a party to any type of policy that excludes, segregates, or demeans the dignity of any patient because of ethnic origin, race, sex, creed, age, socioeconomic status, or sexual orientation” and that psychiatrists “should diligently guard against exploiting information furnished by the patient and should not use the unique position of power afforded him/her by the psychotherapeutic situation to influence the patient in any way not directly relevant to the treatment goals.” Interestingly, the APA’s annotations of the AMA’s Principles of Medical Ethics acknowledges that the “effects of computerization” make “the dissemination of confidential information an increasing hazard.” Given the important role that confidentiality plays in psychiatric treatment, the APA notes that “psychiatric records, including even the identification of a patient, must be protected with extreme care” and that the psychiatrist “must be circumspect in the information that he or she chooses to disclose to others about a patient” due to the sensitive and private nature of that information.

        Today, anyone who visits a psychiatrist or other mental health professional should expect that their provider is adhering to these ethical principles. But as PAI systems are deployed in and out of the clinic, it will become increasingly difficult for psychiatrists to uphold these ethical standards. Unlike human psychiatrists, PAI systems are not governed by any ethical code and their use is often in direct conflict with the ethical standards outlined by the APA. Crisis Text Line and the host of therapeutic chatbots that share data with social media platforms, for example, clearly violate the principle that patient data should be handled with “extreme care.” Even in cases where PAI systems are not intentionally sharing patient data with third parties, these systems are still at greater risk of unintentionally leaking patient data due to inadequate security measures compared with information disclosed to a human psychiatrist in a clinical setting. PAI systems are also at risk of unintentional biases that creep into the data that is used to train them or the design of their algorithms, which can undermine a psychiatrist’s ethical commitment to avoid policies that exclude or segregate patients on the basis of their ethnicity, race, sex, or socioeconomic status. Finally, the “black box” nature of many PAI systems and the general lack of data on the effectiveness of PAI developed by private companies can make it difficult or impossible for psychiatrists to determine whether using these systems is in the best interest of their patients.

        The ethics of new psychiatric interventions has historically been a hotly contested subject. Over the past century, the psychiatric profession has made great strides forward in terms of respecting the rights and dignity of people with mental disorders. (Of course, this wasn’t always of the psychiatric profession’s own volition; many of the most important victories in the rights of psychiatric patients were won by patient advocacy groups that rose to prominence following deinstitutionalization in the 1960s.) Unfortunately, when it comes to the development of PAI systems, discussions about their ethical use and various risks has taken a back seat to purely technical matters. In a survey of 132 studies on chatbots and other automated mental health apps, researchers found that 85 percent of the papers didn’t address how those technologies might be used in negative ways and none of the studies addressed how these technologies could lead to discrimination if user data was made public.19 “The developers of mental health-based AI algorithms simply test if they work,” the researchers concluded in a review of their study for Scientific American. “They don’t address the ethical, privacy, and political concerns about how they might be used.”20 A similar sentiment was echoed by researchers who surveyed data protection standards for digital biomarker systems and concluded that “privacy and data protection are often evoked, but rarely discussed in this domain.”21

        When considering the ethics of new medical procedures, bioethicists typically judge the intervention according to four basic pillars of medical ethics:

        
          	1.	Autonomy: a physician must make all relevant information about the benefits and risks of a procedure available to the patient and the patient is free to make a decision without coercion.

          	2.	Justice: the benefits and risks of the procedure should be distributed equally among patients.

          	3.	Beneficence: the intervention should be provided with the intention of doing good for the patient.

          	4.	Non-maleficence: the procedure should not do harm to the patient.22

        

        While PAI systems can, in principle, fulfill the demands of these four pillars of medical ethics, they must first overcome some significant challenges. In this chapter, we’ll examine four risk areas that are applicable to most PAI systems and threaten to undermine their ethical use. These risks include bias, a lack of accuracy, inadequate security, and the potential for dual use. These risks are not unique to PAI. They are found in all AI systems. But they are especially hazardous in the context of PAI because these systems are trained on sensitive psychiatric data and applied to particularly vulnerable populations.

      
      
        Security

        In late October 2020, thousands of Finnish citizens began to receive disturbing messages on social media and in their email inboxes. The subject line of the messages included the recipient’s name, social security number, and the name of the largest mental health clinic network in the country: Vastaamo. When they opened the message, the recipients found a ransom note demanding €200 in bitcoin to be paid within twenty-four hours. If they failed to comply, the anonymous sender wrote, their psychiatric records would be “published for all to see.”23 For many of the victims, the possibility that their therapists’ notes—and all the deeply personal information they contained—would be leaked was intolerable. They quickly forked over the ransom. Thousands of other victims ignored the demand, only to later learn that their therapist’s notes had been published on the dark web. It was an unmitigated disaster that would result in the largest criminal case in Finland’s history and a cautionary tale about the perils of PAI and other digital mental health systems.

        Founded in Helsinki in 2008, Vastaamo was a subcontractor for Finland’s public health system that operated a network of dozens of psychotherapy centers across the country. Its founder, Ville Tapio, had set out to revolutionize mental healthcare in Finland by digitizing many administrative tasks so therapists could spend more time focused on their patients. A patient could easily schedule a therapy session at one of the clinics using Vastaamo’s portal, and all the paperwork associated with the visit—invoices, medical records, therapists’ notes—was automatically uploaded to Vastaamo’s electronic medical record. For more than a decade, everything seemed to be working out according to Tapio’s vision. Vastaamo rapidly expanded their network of in-person therapy clinics and helped tens of thousands of Finns access therapy. But what none of these patients realized was that Vastaamo was storing all their clinical information unencrypted on the company’s electronic medical records system—an unforgivable security oversight that would lead to Vastaamo’s downfall and upend the lives of thousands of its patients.

        On September 28, 2020, Tapio and two of his engineers were contacted by an anonymous hacker who demanded that Vastaamo pay them forty bitcoin—equivalent to around $500,000 at the time—or else they would start to release patient records on the dark web in daily batches of 100 patients until the ransom was paid. When Tapio and his team didn’t find any evidence that their system had been compromised, they ignored the ransom request. (As it later turned out, the hacker had first accessed Vastaamo’s database nearly two years earlier.) On October 21, the hacker began to follow through on their threat and started releasing patient records on the dark web. The hacker reiterated their demands on Torilauta, a dark web discussion forum, and many victims frantically tried to negotiate with the hacker to delete their data. “I have discussed about very private things with my therapist and will literally kms [kill myself] if they are released,” one victim wrote on the message board before offering to pay Vastaamo’s entire bitcoin ransom themselves.

        The hacker continued releasing patient records onto the dark web, a leak that culminated in a nearly eleven-gigabyte file containing therapist records for more than 2,000 patients. Law enforcement officers and Finnish politicians were among the victims of the leak, which included therapist notes containing information about a variety of extremely sensitive subjects including adulterous relationships, suicidal ideation, and pedophilic thoughts. Shortly after, the hacker began targeting individual victims, demanding they pay hundreds of dollars in ransom to delete their data. Within days of Vastaamo disclosing the security breach, Tapio was fired as the company’s CEO, and more than $10 million of his personal wealth was seized by the Finnish government. An investigation into the breach was launched by the Finnish government, and in February 2021, Vastaamo filed for bankruptcy. Although Finland’s National Bureau of Investigation eventually named Aleksanteri Julius Kivimaki—a twenty-five-year-old Finnish national who is part of the infamous hacking group Lizard Squad—as the primary suspect in the attack, he has still not been brought to justice. Shortly before Vastaamo declared bankruptcy, the hackers published thousands of patient records to several anonymous file-sharing sites where—as of this writing—they’re still available for download.

        The Vastaamo hack revealed the dangers inherent in digitizing mental health records without adequate security protocols in place to protect patient information. Although AI systems were not the cause of the security breach, PAI systems rely on the same type of data and are vulnerable to the same type of attacks. The fatal flaw in Vastaamo’s system was its failure to encrypt and anonymize patient records, a basic security practice that should be implemented by any digital system handling patient data. While this security measure is certainly better than storing patient data as plain text, it’s still not enough to guarantee the users of these PAI systems the privacy they should expect. An abundance of research has shown that it’s possible to identify individuals in “anonymous” datasets using relatively few demographic details. For example, in 2019 a team of European researchers demonstrated how they could accurately identify more than 99 percent of individuals in a nominally “anonymous” dataset using just fifteen demographic attributes such as zip code, date of birth, and gender.24 This kind of re-identification of individuals in nominally anonymous datasets is even possible with data that would seem to be inherently anonymous. For example, a 2020 study found that electroencephalography data, which measures electrical activity in the brain, can be used as a biometric identifier.25 Given that PAI systems depend on capturing an unprecedented amount of fine-grained behavioral, emotional, and physiological data to work their magic, we can expect that this data would only make it easier to identify individuals in an anonymous dataset. So while many PAI systems that are available to consumers tout the fact that sensitive patient data is anonymized, this should offer little solace to their users.

        A further issue is that the psychiatric data that PAI systems depend on can, in principle, be stored for an indefinite amount of time. The risk is that this data may eventually be used in ways that the patient is not aware of and did not knowingly consent to, as happened with Crisis Text Line users. The result, as one team of researchers has concluded, is that “there are more possibilities for data to leak or get lost . . . compared to the traditional ‘in office’ situation of face-to-face treatment.”26 But even if patient data is only collected in an in-person clinical setting, as was the case with Vastaamo, if that data is then digitized and exposed to unsecured machine learning systems, there is still a risk that it will leak out of the clinic. “While it’s never been easier to collect new mental health data, it’s also never been easier to have them sold or stolen,” the editors of The Lancet Psychiatry, a leading medical journal, wrote in an op-ed for a special issue on digital psychiatry in 2021. “This is still true and likely will be for the foreseeable future. Although most scientific fields generally speak positively about so-called big data, given the stigma that still surrounds mental illness and the real risks that data commercialisation and hacks have for service users, digital psychiatry does not have the luxury of assuming bigger datasets are necessarily a good thing.”27

        In a clinical setting, psychiatrists and other mental health service providers have an obligation to keep patient data private. This confidentiality is considered a cornerstone of effective treatment, which depends on fostering a deep level of trust between a clinician and their patient. The problem is that many PAI systems—especially those that are offered directly to the consumer outside a clinical setting—are not bound by the same restrictions on confidentiality. In fact, this is often explicitly stated in the terms of service for these systems. As late as 2018, for example, 7 Cups of Tea, a digital psychotherapy service that uses minimally trained “peer listeners” to provide talk therapy, stated in its terms of service that “chats or transcripts, being capture in any format, [can be] controlled, processed and shared by 7 Cups of Tea with third parties as designated solely by 7 Cups of Tea.”28 (The privacy terms have since been updated to comply with new data protection regulations in Europe, and the terms now say that 7 Cups “may de-identify your Personal Information, in compliance with applicable law and aggregate such de-identified data with the de-identified data of other users. Such anonymized, aggregated data is no longer considered Personal Information. We may then share such anonymized aggregated data with the sponsors of programs that facilitate your access to the Services, such as government health agencies, researchers or healthcare providers.”) The developers of PAI systems cite these types of disclosures to legally justify breaching the strict confidentiality their users might expect, even though it is well known at this point that consumers rarely read, much less comprehend, the dense legalese found in a product’s terms of service.29 This discrepancy between what is technically disclosed in a PAI’s terms of service and lack of user awareness about how their data is protected and used clearly violates informed consent—a basic tenet of medical ethics—that allows patients and users to make fully informed decisions about their psychiatric data.

        As we’ll see in chapter 7, some of the issues around privacy and security in PAI systems are resolvable through a combination of technology and policy. For example, the lack of informed consent in many PAI systems could be mitigated by providing easy-to-read summaries of the terms of service that simply explain what a user is consenting to by using the service. But even if these issues are solvable in principle, they will inevitably involve significant trade-offs in terms of safety and privacy or confidentiality and autonomy that need to be seriously considered in the context of medical ethics. For example, is it acceptable for a PAI system to use a patient’s location data to deploy emergency services without informing the patient in advance if the system determines that the person is likely to harm themselves? In a clinical setting, human psychiatrists are often legally bound to intervene if they learn that their patient is at risk of harming themselves or others. This imperative is always clearly communicated to the patient at the start of treatment to ensure there is clarity about the expectations and responsibilities for both the patient and the therapist. While some may argue that PAI systems are similarly obligated to intervene in these situations—and as we saw with Facebook’s suicide prevention algorithm some of these systems do in fact take on this responsibility—the difference is that the users of these systems are often not aware that the PAI system can unilaterally intervene in this way. Resolving these ethical tensions will be key to ensuring that PAI systems are effective and secure while respecting the privacy and autonomy of their users.

      
      
        Bias

        In 1999, the US Office of the Surgeon General—which shapes public health policy and disseminates scientific information related to Americans’ health—published its first ever report on the subject of mental health.30 The 500-page report highlighted the importance of investing in mental healthcare to improve the lives of individuals and their communities, discussed emerging scientific evidence on the treatment and cause of mental disorder, and outlined a road map for future research on mental health. While the report celebrated the important advances in understanding the causes and treatment of mental disorders, it also acknowledged that “even more than other areas of health and medicine, the mental health field is plagued by disparities in the availability of and access to its services.”

        Issues of fairness and discrimination have always been a thorn in the side of psychiatry. Throughout history, mental disorders have more often been considered moral failings or willful social deviance than bona fide medical issues. While the stigma around mental disorders is starting to fade, more than two decades after the Surgeon General’s landmark report there are still a number of barriers to accessing mental health services and ensuring fair treatment of every patient within the clinic. Some of these challenges are related to the sky-high costs of psychiatric services, which makes it difficult for low-income people to afford adequate care. Other challenges arise from the biases and inconsistencies baked into the diagnostic paradigm that dominates clinical practice today. For example, research has shown that in cases of patients exhibiting symptoms of trauma, clinicians are more likely to diagnose male patients with PTSD and female patients with a personality disorder, even though the patients are presenting with the same symptoms.31 Given the significant effects that an official diagnosis can have on a person’s sense of self, as well as the disparity in how different diagnoses are perceived by others, this unintentional diagnostic bias can have a profound effect on a patient’s life. Likewise, cultural differences in the way that various mental disorders are experienced and described by patients can result in wildly divergent or inaccurate diagnoses by clinicians who are reliant on the DSM, which was developed largely by Western clinicians based on their experience with Western patients.

        One of the great promises of psychiatric AI is that it can help patients and practitioners overcome many of these challenges. Because PAI systems can be delivered cheaply at scale, the cost of access to mental health services can be dramatically reduced. Likewise, PAI systems can help overcome the stigma associated with seeking psychiatric treatment by allowing patients to interact with an “impartial” machine rather than a potentially judgmental human. These systems even promise to eliminate the all-too-human biases from current methods of diagnosing and treating mental disorders. Rather than relying on the fickle judgment of an individual clinician, patients will have access to the “objective” insights of an AI psychiatrist whose diagnosis and treatment recommendations are based on analyzing vast reams of data from thousands—if not millions—of patients.

        PAI’s promises are enticing, and some may eventually even come true. But it is this last promise—the promise that PAI can mitigate or even eradicate bias from psychiatry—that we should be particularly wary of. All AI systems struggle with the problem of algorithmic biases, which can take a variety of forms.32 Broadly defined, algorithmic bias occurs anytime an AI system exacerbates existing inequities in socioeconomic status, race, religion, gender, and/or disability.33 These biases can creep into an AI system at every step of its development, from the collection and cleaning of data to the design of the algorithm itself. PAI is no exception.

        One of the most common biases found in AI systems is selection bias, which occurs when the data an AI is trained on isn’t representative of the population that will use the system.34 For example, if a therapeutic chatbot is only trained on data from young patients, it might struggle to adequately address the needs of older patients based on the ways these different populations use language to describe their mental health. Another common bias in AI systems is latent bias, which results in inaccurate classification due to faulty historical data or stereotypes about a population. For example, researchers have identified this bias in image classification systems such as Google’s Image Search, where a query for an image of a “doctor” would return far more images of male doctors. In the context of PAI, we can return to the above example where patients presenting with trauma symptoms were more likely to receive a diagnosis of PTSD or a personality disorder depending on whether they were male or female. A PAI system trained on this historical data is liable to reproduce this diagnostic bias.

        The trouble with algorithmic bias is that it is often very challenging to detect. As we saw earlier, machine learning systems are essentially “black boxes” that aren’t well equipped to explain how they arrive at a given output based on a given input.35 While researchers have methods for systematically interrogating an algorithm and the data it was trained on to root out bias, this is often difficult or impossible to accomplish when the algorithm is owned by a private entity that considers its algorithm to be “secret sauce” that must be guarded from competitors.36 Although the designers of AI systems typically do attempt to root out bias before their algorithm is deployed in the real world, these are often one-time analyses of a single dataset.37 The problem is that modern machine learning systems are designed to change over time as they ingest more data and refine their models. This new data may introduce biases that warrant updating the algorithm or reassessing the entire dataset, but all too often it escapes the notice of developers, and subsequent analyses are never performed.

        If the biases in PAI systems aren’t caught and removed before they’re deployed, they can have devastating effects on individual patients. In 2022, two researchers from Rutgers University conducted a study that revealed the performance of smartphone-based mental health assessment algorithms varies significantly by gender.38 These algorithms used mobile phone data such as call counts or the number of messages sent to automatically generate a mental health score, and the researchers considered them fair if the performance of the algorithms didn’t vary based on gender. Based on their assessment, the researchers found that these mental health algorithms were significantly less accurate for women, which can not only limit priority access to mental healthcare for women, but also reduce the quality of care provided to the women who seek it out.

        In other cases, undetected bias in PAI algorithms can be the difference between life and death. In 2021, a team of researchers tested two algorithms that were designed to predict the risk of suicide within three months of a clinical visit based on information from the patient’s electronic health record.39 Among the patients predicted to be in the top 5 percent of suicide risk, both algorithms correctly identified between 40 and 50 percent of suicide deaths among white patients. But when it came to Black or American Indian patients, the algorithms only correctly identified 3–7 percent of patients who died by suicide. Part of the reason for this massive disparity in the accuracy of the algorithm was due to selection bias: the algorithm was trained on datasets that included far more white patients than patients of color. But this fundamentally mathematical challenge was compounded by existing disparities in healthcare access for people of color, which means they have fewer medical records detailing their physical and mental health struggles that could be used to improve the accuracy of the suicide prediction algorithm. “Even when BIPOC populations have access to mental healthcare, they are less likely to be diagnosed and treated appropriately, which means that health record data don’t accurately reflect disease severity,” one of the researchers told the American Psychological Association during an interview. As a result, “clinical implementation of the suicide prediction models we examined would exacerbate existing disparities in mental health access, treatment, and outcomes for Black, American Indian, and Alaska Native patients.”40

        If PAI systems are ever going to live up to their promise and be safely deployed in clinical settings, it is imperative that these tools are rigorously tested for biases that might be hidden in their training data or the design of their algorithm. While algorithmic bias is a rampant problem across all medical specialties, it is particularly pernicious in the context of psychiatric treatment. These are algorithms that are designed to be used on society’s most vulnerable populations and as such should be subject to stringent scrutiny that can identify and mitigate bias. A biased algorithm can lead to missed or inaccurate diagnoses, which can erode trust in psychiatric interventions, compound stigma, and lead to worse patient outcomes. Although there has been significant progress in developing techniques that are able to detect bias with greater accuracy in research settings, many PAI systems are already being deployed in the real world by private companies whose algorithms cannot be rigorously studied. As such, users of these systems can never be certain about the fairness of the algorithm that they’re trusting with their mental health.

      
      
        Accuracy

        The DSM diagnostic system that has been used by psychiatrists for decades is poorly equipped to handle the messy reality of psychopathology. In the absence of anything close to objective biomarkers for mental disorders, psychiatrists make diagnoses based on clusters of symptoms observed in clinical settings or self-reported by patients. This process results in unreliable diagnoses and suboptimal patient outcomes. PAI systems, however, promise to increase diagnostic accuracy by analyzing vast collections of behavioral, emotional, cognitive, and physiological data that were, until recently, inaccessible to practicing clinicians.

        Yet as we saw in the previous two chapters, few existing PAI systems can deliver on this promise. While many systems purport to be more accurate than human clinicians, these claims are often backed up by scant data from small trials in settings that typically don’t come close to the complexity of the real world.41 Even in situations where PAI systems clearly seem to be more accurate than human clinicians, they are still subject to many of the same shortcomings that undermine the reliability of human diagnoses. In this section, we’ll take a look at some of the factors that lead to suboptimal performance of PAI systems in research settings and the real world.

        
          Proxies

          Much like psychiatrists are unable to directly test for the presence or absence of a mental disorder in a patient, machine learning systems are often unable to directly measure features of a system they are designed to make predictions about. Instead, these AI are optimized to measure proxy metrics that are stand-ins for the actual thing the computer is trying to understand.42 For example, if you want to build a system that can identify the best teachers, you might have it measure their students’ test scores. If you want to understand crime risk in a neighborhood, you might have it look at arrest rates. In neither case are these systems directly measuring the feature of interest (the best teachers or crime risk), which aren’t directly quantifiable. So instead the system picks a proxy (test scores or arrests) that is measurable under the assumption that this metric can tell it something useful about the actual effectiveness of teachers or about crime risk. Often these proxies can work quite well for achieving the stated goals of an AI system, but they also come with many hazards that can undermine the accuracy and effectiveness of the AI.

          A great example of proxies in PAI was a game created in 2019 by Amir Dezfouli, a senior research scientist at Data61, a technology research center that is part of Australia’s Commonwealth Scientific and Industrial Research Organisation, which might be charitably described as the most boring video game ever created.43 In the game, players are presented with two colored squares—one turquoise, one orange—and are tasked with collecting as many smiley faces as possible. Each time a player clicks a square they are awarded a seemingly random number of smileys, but the player doesn’t know in advance how many smileys a square will yield. Sometimes the blue square might award the player a single smiley and other times it might award them several. This makes it impossible for the player to form a coherent “smiley maximization” strategy such as alternating between the turquoise and orange squares, or clicking a single square as fast as possible. As such, the player can never improve at the game—they can only experiment with different strategies without ever knowing if it is an optimal approach.

          For most gamers, the apparent randomness of Dezfouli’s game would make it pointless. Why bother playing if you can never get better? But for Dezfouli, this aspect of the game is an important feature rather than a bug. Hidden behind the deceptively simple game interface, a machine learning system is analyzing the player’s behavior to extract information about how their brain is functioning. In fact, Dezfouli’s research suggested that it’s possible to differentiate between users who had bipolar disorder and depression—two mental disorders that are frequently misdiagnosed by human clinicians—based on how they interacted with the game. As Dezfouli later recounted, “some subjects just go on back and forth between the boxes. Some of them try one for a while, to see if it’s good or not, and then if it’s not they switch to the other one.” But after a while, patterns started to emerge that were picked up by the AI. The bipolar participants, for example, had a higher tendency to switch between the colored boxes, while healthy subjects would stick with a single color for longer periods. Based on that study, Dezfouli’s game was able to diagnose bipolar and depressed individuals with an error rate of around 20 to 30 percent. While that’s not quite good enough for clinical use yet, Dezfouli was confident that with more data the system would become adept enough at diagnosis using extremely abstract proxy data to be deployed in the real world before the end of the decade.44

          It seems remarkable that a system as superficially simple as selecting between two colored squares could outperform human clinicians in the complex and sensitive task of diagnosing patients with a mental disorder. But as we saw in earlier chapters, psychiatric diagnoses are highly unreliable, and this is especially true when it comes to bipolar disorder. Research has shown that people with bipolar disorder are misdiagnosed as depressed around 70 percent of the time and that nearly one-third of bipolar individuals remain undiagnosed for more than a decade.45 The reason for the unreliability of human psychiatric diagnoses is that they fundamentally rely on a patient’s subjective report that is elicited through standardized questionnaires such as the Patient Health Questionnaire-9 for depression. The PHQ-9 consists of nine questions (e.g., “Do you have little interest or pleasure in doing things?” and “Do you have poor appetite or overeating?”) that the patient ranks on a scale from 0 (“not at all”) to 3 (“nearly every day”). Based on the patient’s scores, psychiatrists make a diagnosis of mild, moderate, moderately severe, or severe depression.46

          These types of questionnaires are a crude diagnostic tool, and patients are often unable or unwilling to provide a reliable account of their own symptoms. Yet in the absence of an objective test for depression, bipolar, or other mental disorders, these kinds of subjective diagnostic tests are the best tools that psychiatrists have at their disposal. The hope for AI-driven tools like Dezfouli’s video game is that it can improve the accuracy of the diagnostic process by removing patient and clinician subjectivity from the equation with proxy data. At no point in Dezfouli’s game does the AI depend on the patient to report on how they’re feeling. Instead, it analyzes how a patient responds to stimuli to understand what is going on inside their head.

          It’s an interesting idea, but relying on proxy data in machine learning comes with serious risks, as demonstrated by two Harvard researchers in 2017.47 The researchers trained a machine learning system to identify features in patient medical records that were the most predictive of a stroke in the days after a visit to the emergency room. But the factors that the machine learning algorithm identified as the most predictive of stroke risk were health problems such as accidental injury, benign breast lumps, or a colonoscopy. Obviously, none of these health events are typically seen as risk factors for stroke. So what was the AI actually identifying in these patients’ records? The answer, it turned out, was that the machine learning system was identifying people who frequently access the healthcare system. In this case, the data that was used to train the machine learning algorithm didn’t feature information on who had a stroke. Instead, it contained information on who had access to medical care, had undergone certain exams, or had other interactions with the healthcare system. A lot of factors that have nothing to do with having a stroke—such as socioeconomic status or healthcare coverage—could influence this data and reduce its accuracy in finding people who are actually at risk of a stroke. By using these proxies, the machine learning algorithm had instead learned to differentiate people who access healthcare and those who don’t.48 While the researchers acknowledged that big data has the potential for improving patient outcomes, they also concluded their study with a grave warning about its use in medicine. “If we do not take the measurement process generating those data seriously,” they wrote, “predictive algorithms risk doing less good than they otherwise might; in some cases, they could even possibly do harm.”

          Unlike a stroke, which can be detected by measuring oxygen flow to the brain, mental disorders can’t yet be measured objectively. As such, human psychiatrists have always relied strongly on proxies to assess the risk of mental disorders and the outcomes of treatment. Consider something like suicide risk, which is frequently evaluated based on qualitative analyses like the individual’s capacity for harm and detailed suicide plans.49 These can be strong predictors of whether an individual will take their life, but they ultimately rely on the subjective judgment of the clinician. The same is true for the diagnostic paradigm used by psychiatrists to determine the presence or severity of mental disorders. When clusters of symptoms such as loss of sleep, loss of pleasure, and a sense of guilt hang together, this can be a strong predictor of major depression. But evaluating the presence or strength of these symptoms relies on proxies such as patient self-reports or standardized questionnaires. In the absence of any objective biomarkers for mental disorders, the new generation of PAI systems are—like human clinicians—reliant on proxies to assess the mental health of users. The only difference is that the nature of the proxies has changed. Now objectively quantifiable metrics like typing speed, scrolling habits, and Instagram filters are the yardstick against which mental disorders are measured.

          The jury is still out on whether these PAI systems can reliably outperform human clinicians and lead to better patient outcomes. But the very fact that they are entirely reliant on proxies should give us pause. As the Harvard researchers who attempted to predict stroke from health records realized, the measures we use in machine learning systems matter. If we’re not careful we may end up designing PAI systems that appear to be great at predicting mental disorder and treatment outcomes, but in reality are predicting something else entirely. Just like benign breast lumps have nothing to do with stroke risk, it may turn out that many of the metrics at the heart of digital phenotyping and other PAI systems have nothing whatsoever to do with mental disorders. The only way to resolve this question is with more data from larger and more rigorous studies. For now, however, that data is woefully lacking.

          Even if the proxy metrics used by PAI systems do turn out to be more effective than human clinicians at diagnosing mental disorders and predicting the outcomes of treatment, we must still guard against their potential for abuse. Because proxies are simplified representations of a far more complex reality, it is much easier for people to game them. Mental health practitioners must be particularly alert to this challenge. If a patient interacting with a PAI system knows that certain proxies—say, the way they use their phone—might result in an unwelcome intervention, they may change the way they interact with that system in order to avoid that outcome. For example, PAI systems that infer our mental state from our social media profiles may lead to a world like the one imagined by data scientist Kathy O’Neill in Weapons of Math Destruction, “where we need to seek expert ‘social media analysts’ who can help us craft content to appear ‘mentally well.’”50 Time and time again, researchers have found that when machine learning systems use proxies—whether a video recommendation system on YouTube or an automatic grading system used in schools—users will find ways to game them for their own benefit. This leads to bad data that erodes the usefulness of the AI and, in the context of psychiatry, can endanger the patients who depend on these systems.

        
        
          Garbage In, Garbage Out

          There are many different ways to teach a machine learning system how to do something. But given that these are statistical machines, they all boil down to feeding the AI enough high-quality data so it can identify useful patterns in the information. The most common approach is called supervised learning and involves providing the AI with data where important features in the dataset are already labeled. To take a simplified example, imagine you are making an AI that is meant to recognize pictures of cats. In this case, you might provide the AI with a dataset full of thousands of images of cats, which it uses to construct a mathematical model of a cat through slightly adjusting thousands—if not millions—of variables. Over time, the AI system will gradually learn how to distinguish pictures of cats from pictures that don’t contain cats in data it has never seen before by comparing how well a photo matches its mathematical representation of a cat.

          In general, the more high-quality data an AI consumes, the more accurate it becomes. It’s important to emphasize, however, that every AI system is only as good as its data. If an AI is trained on data that is riddled with labeling errors or missing data, it will perform poorly when it is deployed in the real world. The problem, however, is that training a machine learning algorithm often requires exposing the AI to massive numbers of examples before it can reliably perform the task it was designed to do. And large high-quality datasets, especially in psychiatry, can be hard to find.

          It is unrealistic to expect anyone who builds an AI system to compile, clean, and label such massive datasets on their own, so AI researchers often rely on shared datasets to train their algorithms. These datasets are tailored to the needs of algorithms designed for specific tasks. For example, many computer vision algorithms are trained on ImageNet, which contains millions of labeled photos, while natural language processing AIs are often trained on WordNet, a massive collection of synonyms compiled by researchers at Princeton University. The galaxy of publicly available datasets for training AI continues to rapidly grow. Today, there are datasets of traffic lights, Amazon reviews, cityscapes, tweets, dogs, wine quality, songs, jokes, and so much more. Not all of these datasets are used outside research settings, but many of them do form the basis of AI systems that we use in our day-to-day lives.

          Since an AI is only as good as its data, an important question for anyone using these datasets is whether the labeled data that is found in them is accurate. If a dataset of dog breeds, for example, is missing half of the breeds recognized by the American Kennel Club, it won’t result in a very accurate “dog breed recognizer” AI. Unsurprisingly, the quality of the datasets that are used to train machine learning algorithms can vary dramatically based on how that data was compiled and labeled. There are many different approaches to labeling training data. If the dataset is small enough, a researcher might decide to label all the examples by hand. In many cases, the labeling work is crowdsourced through services like Amazon’s Mechanical Turk, where workers are paid fractions of a cent for each piece of data they label. Researchers are even building AIs that can automatically create labels for datasets that will be used to train other AIs.

          But not all data labeling techniques are made equal, and this can lead to AI systems being trained on inaccurate datasets. A tired worker might simply make a mistake in labeling or an AI data-labeler might systematically make errors in labeling due to inaccuracies in its own training data. Unfortunately, these kinds of errors aren’t uncommon, and the size of these training datasets can make them challenging to audit for accuracy. In 2021, a team of researchers from MIT published a paper that analyzed ten popular datasets for labeling errors.51 While the spread in the number of errors in each dataset was large—ranging from just a few thousand in ImageNet to several million in QuickDraw, a collection of drawings from the online game “Quick, Draw!”—the researchers found that on average 3.4 percent of the data in the datasets was incorrectly labeled. This might not sound like a lot, but even this relatively small percentage of errors can have large effects on the accuracy of an AI model. This is especially true as those models get larger because they reflect the distribution of labeling errors in their output more than smaller models.

          When it comes to PAI, the errors in training data can take many forms. Some of the most prevalent errors have to do with biases in the training data that were covered in the previous section. But labeling errors may also occur. Consider the case of a PAI system designed to detect mental disorders based on social media posts. Some of those posts may not be truthful (e.g., a user may claim to have a mental disorder even if they’ve never been diagnosed), which may result in their posts being inaccurately labeled as data for a particular mental disorder. Or the social media account may simply be fake, which may lead to inaccurate assessments of the prevalence, symptoms, and treatment outcomes for a mental disorder. Unfortunately, the challenges with erroneous data in PAI systems do not stop at the training stage.

          Once a PAI system has been trained, its developers start feeding it fresh input data from users that the system uses to make predictions. Unlike, say, an image classification system where the input data will be relatively uniform or structured, PAIs are often ingesting unstructured clinical data that can contain errors that dramatically alter the accuracy of the system’s predictions. For example, consider a PAI system that is designed to predict the risk of a mental disorder based on a patient’s health records. Physicians’ notes and other data in patient health records is often unstructured and contains a lot of uncertainty—especially in a psychiatric context—because clinicians may differ in terms of how they interpret patient symptoms or the data they collect on those patients.52 In some cases, data may be missing or simply wrong. In other cases, a patient may not be honest with a psychiatrist due to concerns about how their data is being used or stigma around mental health treatment.53 Whatever the case, if a psychiatrist makes an incorrect diagnosis of a patient—which as we’ve seen happens with distressing regularity—this can result in a PAI making improper treatment decisions when it ingests data about that patient.

          All diagnostic systems used in healthcare—including, but not limited to, PAI—must make a trade-off between the sensitivity and specificity of the system.54 Sensitivity refers to the system’s ability to correctly identify when a patient does have a disease, which leads to fewer false negatives. Specificity refers to the system’s ability to recognize when a patient doesn’t have a disease, which leads to fewer false positives. Generally speaking, an increase in a system’s sensitivity will reduce its specificity, and vice versa. It’s an irresolvable trade-off that can have a large effect on patient outcomes and is ultimately beholden to the quality of data used to train an algorithm. For example, a frequent defense of digital phenotyping tools is that they will expand access to psychiatric services because now most people have a phone loaded with sensors that can collect data relevant to detecting mental disorders and monitoring treatment outcomes. But just like any medical screening program, digital phenotyping must grapple with the trade-offs between sensitivity and specificity. If a digital phenotyping system was designed to detect bipolar disorder in young people—which is estimated to affect about 0.6 percent of adolescents—it would need a specificity of 99.4 percent and perfect sensitivity in order for the group of people the algorithm identified as having bipolar disorder to not be dominated by false positives. Even if the designers of this system were willing to allow for a high rate of false positives—say, ten false positives for every actual case of bipolar disorder—the system would still need a sensitivity of 94 percent.55 To put this in context, the highest specificity achieved in a recent review of adolescent bipolar studies conducted by humans was around 87 percent.56 This is a remarkably high bar for digital phenotyping systems to clear, and the challenges of achieving these high levels of specificity and sensitivity are magnified by erroneous data.

          Given that many PAI tools are hyped as ways to increase detection and early intervention for mental disorders in unselected populations—that is, everyone with a smartphone or computer—the trade-offs between the sensitivity and specificity of these systems cannot be taken lightly and should be judged in the context in which they’re being used. For example, the designers of a PAI system for suicide detection might optimize for high sensitivity at the expense of precision because the cost of missing a suicidal individual is just too great. The challenge is that if the system incorrectly flags individuals as suicidal too often, precious resources may be wasted on preventative efforts that would have been better used for individuals truly in need.

          When it comes to improving the data that PAI systems run on, there are no easy answers. The designers of many of these systems will insist that improving them ultimately comes down to providing them with more data. But this has its own cost in terms of the security and privacy concerns we discussed earlier in this chapter. Likewise, the biases in data that lead to suboptimal PAI performance can at least partially be overcome with algorithms that are “explainable” in the sense that it is clear how they arrive at a given output from a given input. The problem is that explainable AI systems are typically less accurate than those that are not explainable. Given that the few existing rules from the US Food and Drug Administration for deploying AI in clinical settings focus on the accuracy of those systems, this will likely take priority over making those algorithms more explainable, even if it results in more biased systems.57

        
      
      
        Dual Use

        In November 2010, a sixty-four-year-old Canadian woman named Lois Kamenitz arrived at Toronto’s Pearson International Airport with a ticket in hand for a flight to Los Angeles—a flight she would never board. Kamenitz was shocked when American customs officers at the airport prevented her from boarding the flight and instead directed her to a secondary screening where she was photographed and fingerprinted. Standing just under five feet tall with hands deformed by a debilitating form of arthritis that makes it impossible for her to do simple household tasks, Kamenitz is the last person you’d think would pose a threat to US national security. When she asked the customs officers why she was being prevented from crossing the border, they told her that they had records indicating that Canadian police had visited her home four years earlier. “I couldn’t figure out what he meant,” Kamenitz told a CBC reporter months after the incident. “And then it dawned on me that he was referring to the 911 call my partner made when I attempted suicide.”58

        US immigration law contains dozens of disqualification factors that could prevent a foreigner from entering the country, including prior criminal convictions or having certain types of communicable disease. Included among the inadmissibility criteria are people who “have a physical or mental disorder and the behavior associated with the disorder may pose (or has posed and is likely to reoccur) a threat to the property, safety, or welfare of the person or others.”59 Kamenitz hadn’t reattempted suicide since the day in 2006 when her husband found her unconscious on the floor from a pill overdose, and she had spent years recovering in therapy. But the fact that this suicide attempt had been entered into her record by the responding police officers was enough to disqualify her from entering the United States.

        Kamenitz was eventually allowed to fly to the United States, but only after submitting her medical records to US officials and receiving clearance from a Homeland Security–approved doctor in Toronto. But what she really wanted to know was how customs officers in another country had access to sensitive information about her mental health history. When she contacted an attorney about the incident, she learned that similar incidents happened with distressing regularity. Under national security laws passed in the wake of the September 11 attacks, the United States and Canada began sharing police records across the border, even for people like Kamenitz, who hadn’t committed any crimes. When the Toronto officers who visited Kamenitz’ home reported her suicide attempt to a central database known as the Canadian Police Information Center, that information was then shared with the FBI and other US government agencies.

        Following the incident at the airport, Kamenitz and a coalition of others who had similar experiences of being denied entry to the United States because of their mental health conditions worked tirelessly to change how that information was shared between Canadian and American government agencies. The experience of Kamenitz and others like her became a national scandal, and following criticism from former Ontario Privacy Commissioner Ann Cavoukian, the Toronto police force finally took steps to ensure that information about most suicide attempts would no longer be shared with US Homeland Security.60 This was an important victory for Kamenitz and other Canadians living with mental disorders, but it was also a grim warning about what the future has in store.

        What Kamenitz experienced during her ordeal at the US-Canadian border was the result of data related to her mental health (a suicide attempt) being collected by non-psychiatrists (police officers) and shared with other organizations that are not part of the mental healthcare system (US Homeland Security). According to the border officials, they never had access to Kamenitz’s healthcare records—and they didn’t need to. All of this data existed outside of a patient record. Similarly, much of the data collected by PAI systems—such as our scrolling patterns, geolocation information, and social media posts—are not protected health information, even though they are increasingly being used as proxy metrics to predict our mental health status. As such, sharing this data and the algorithms that use it outside an explicitly psychiatric context is perfectly legal, and we should expect to see more of this kind of “dual use” of PAI systems in the future.

        We won’t have to wait long. Software running on company computers that monitors employees’ mental health is already being widely deployed in the workplace. In 2021, the Harvard Business Review published the results of a study detailing how companies are increasingly playing a role in their employees’ mental health in order to stem high attrition rates and increase productivity.61 In the past we may not have expected our employer to have any role in employee mental well-being beyond offering an insurance plan that could be used to seek treatment. But given that an astounding 84 percent of respondents to the Harvard Business Review study reported that their workplace has negatively impacted their mental health, finding ways to improve employees’ mental health has now become a workplace issue—and many employers are turning to PAI systems for a solution.

        While the fact that employers are taking steps to address employee mental health may be welcomed by some employees, for others the implementation of PAI systems at work poses a serious threat to their privacy and autonomy. These systems are typically implemented without any distinction between employees who do have diagnosed mental disorders and those who do not. Everyone at the company is monitored and treated as a potential patient. Employees may not have the ability to opt out of these programs without the risk of losing their job. If they do opt out, they may be penalized with higher insurance premiums. In some cases, employees might not even be aware that their mental health status is being monitored by a PAI system at all. Since a lot of the data collected by these systems is proxy data that is used to infer an employee’s mental state based on how they interact with company devices, it’s not protected in the same way as other sensitive health data. As such, it becomes possible—indeed, likely—that employers may start to use the profiles created by PAI systems to make employment decisions without running the risk of being accused of discriminating based on someone’s health status. Employers are legally able to reject job applicants on the basis of credit scores or personality tests, and “mental health scores” created by these systems could be used in a similar way without running afoul of the law.

        These types of PAI systems aren’t just being deployed in workplaces, either. They are also being used in schools, courts, vehicles, our homes, and other areas of daily life that—until recently—seemed far removed from the psychiatric domain. Unsurprisingly, perhaps, a lot of the dual use of PAI systems is or will be driven by the needs of insurance providers. As we saw earlier, the needs of the insurance industry were a major driving force behind the reformulation of the DSM and the subsequent explosion of psychiatric diagnoses. “Whether you are depressed or just blue, manic depressive or just moody, anxious or just high strung is not a matter of semantics,” psychiatric social workers Stuart Kirk and Herb Kutchins write in Making Us Crazy, a history of the DSM, “it is the key to millions of dollars in insurance coverage for psychotherapy, hospitalization, and medications. This vital connection exists because all mental health professionals must list a psychiatric diagnostic label, accompanied by an appropriate code number, on their claims for insurance reimbursement.”62 In other words, “insurance forms, not the nature of symptoms, demand precise diagnoses.” In order to help patients afford access to mental health services, the psychiatric community adapted the official diagnostic paradigm to the needs of insurance and pharmaceutical companies rather than having it reflect the messy and often contradictory reality of mental disorders as treated by practicing clinicians.

        The fact that the diagnostic paradigm pioneered in the DSM-III didn’t actually improve outcomes for patients was beside the point for insurance companies. These are businesses that depend on vast amounts of data to make predictions about the likelihood of events so they can calculate premiums that will allow them to turn a profit. The DSM-III and subsequent editions created a standardized way to evaluate and describe mental disorders that was amenable to insurance companies’ actuarial work. The rise of PAI systems presents a gold mine of new patient data that insurance companies can use to make ever more precise assessments of the risks of various mental disorders—and if history is any guide, we can expect these companies to mine that data for all it’s worth.

        A company called Cass, for example, sells its AI systems to health insurance providers to “deliver mental health support and coaching to millions of people globally” and promises these organizations it can “achieve better care, cost effectively.”63 In 2021, Swiss Re, one of the world’s largest reinsurers, partnered with Wysa, which develops therapeutic chatbots, to create an app “designed specifically for insurance” that enables “pre-notification of claims by encouraging policyholders to seek support . . . before issues become too extreme.” The hope is that it will “help consumers better track their mental wellbeing and improve links to insurers’ existing support networks, which will enable a ‘win-win’ through earlier intervention in the claims journey.”64

        While these sorts of PAI systems will likely drive down the cost of providing mental health services, this doesn’t necessarily mean they will actually improve outcomes for patients using them. Much like how the new diagnostic system created by the DSM did not solve the unreliability of psychiatric diagnosis, the mixed data—or complete lack of it—for many PAI systems suggests that they might be great for padding insurers’ bottom lines without doing much for patients. At the same time, the deployment of PAI systems by health insurance companies is rife with potential for abuse. Consider, for example, a PAI system that flags a user as at risk of major depression, and the insurance company responds by raising the premiums for that user based on the likelihood that they will require psychiatric intervention. Since these PAI systems depend on proxies that can be easily gamed and are liable to have been trained on erroneous data, the use of PAI in this context creates the potential for introducing new biases into the mental healthcare system that makes it more challenging for patients to access treatment.

        The potential for the dual use of AI systems is not unique to psychiatric AI. Many machine learning algorithms and the data they are trained on leap between fields. As the data scientist Kathy O’Neill observes in Weapons of Math Destruction, “Research in epidemiology can hold insights for box office predictions; spam filters are being retooled to identify the AIDS virus . . . if mathematical models in prisons appear to succeed at their job—which really boils down to efficient management of people—they could spread into the rest of the economy.”65 We’ve already seen how this can happen with PAIs, such as Crisis Help Line’s data being shared with a for-profit call center company, data from interactions with therapeutic chatbots being shared with social media companies like Facebook, and emotion recognition algorithms that can be used to both detect depression and improve ad targeting. These crossover applications may not be unique to PAI, but they are particularly dangerous in this context due to the sensitive nature of the data about our mental health and the fact that these algorithms are often tested and used on society’s most vulnerable populations. These are risks that come with the territory, but they are not inevitable. Now it’s time to look at how we might salvage the potential of PAI and ensure that these technologies are used to improve outcomes for patients without turning the entire world into an asylum along the way.
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        Where Psychiatric AI Goes from Here

      
      
        We can count, but we are rapidly forgetting how to say what is worth counting and why.

        —Joseph Weizenbaum

      

      In 1966, a twenty-one-year old secretary named Judi Chamberlin signed herself into a psychiatric facility in New York after months of struggling with severe depression following a miscarriage. She voluntarily signed herself into the in-patient program at the advice of her psychiatrist, but the program offered little relief. Over the next few months, Chamberlin was voluntarily admitted to the facility on several occasions until she was eventually diagnosed with schizophrenia and involuntarily committed to the psychiatric ward of Mt. Sinai Hospital. Here she would remain, trapped against her will, for five months.1 During that time, Chamberlin witnessed and was personally subjected to a variety of abuses, ranging from forced medication to extended isolation. When she was released, she was determined to reform institutional psychiatry and protect other vulnerable people with mental disorders from what she saw as a punitive system more akin to a prison than a hospital. On her release, Chamberlin became a figurehead of the burgeoning psychiatric patients’ rights movement and joined organizations such as the Mental Patients Liberation Front and Mad Pride. In a 1981 interview with the New York Times, Chamberlin succinctly described the problems with institutional psychiatry, telling the reporter that “there are real indignities and real problems when all facets of life are controlled and chemicals are put inside our bodies against our will.”2

      Chamberlin campaigned on behalf of the rights of psychiatric patients until her death in 2010. She was a champion of patients’ right to autonomy and a salient critic of involuntary psychiatric care. She advised the United Nations on psychiatric ethics, and her writings have become foundational texts for activists who continue to advocate for psychiatric reform today. Chamberlin was instrumental in reforming approaches to mental healthcare and our understanding of the lived reality of people with mental disorders. But more than a decade after her passing, the rise of AI-driven psychiatric systems threatens to unravel her hard-won victories for patient self-determination.

      Chamberlin described her experience as an involuntary psychiatric patient as becoming a “prisoner of the system.” This metaphorical link between penal institutions and asylums is frequently evoked by people who have spent time inside them. A decade before Chamberlin was involuntarily hospitalized, the sociologist Erving Goffman spent a year studying the social life of mental patients and their caretakers at St. Elizabeth’s Hospital. He also noted the uncanny similarity between mental institutions and prisons. For Goffman, both prisons and asylums had the character of “total institutions,” where all aspects of the lives of patients—whom he referred to as “inmates”—are strictly regulated, and the barriers that separate normal social arrangements in the outside world are eliminated. In these settings, inmates sleep, recreate, and work in the same place with the same groups of people. Their activities are tightly scheduled and behavior is strictly regulated according to the official aims of the institution. The reason that total institutions have these characteristics, Goffman observed, was so that inmates can “be shaped and coded into an object that can be fed into the administrative machinery of the establishment, to be worked on smoothly by routine operations.”3 In this stark description of total institutions, we can also see the internal logic of modern PAI systems, which are rapidly supplanting the functions once reserved for asylums and their administrators.

      Although involuntary confinement of people with mental disorders continues to this day, the incidence of forced care has plummeted over the past fifty years in the United States. Psychiatric patients were largely released into the community as part of the deinstitutionalization process in the 1960s, only to discover that the community beyond the asylum walls was poorly equipped to care for them.4 PAI systems promise to right this wrong by delivering cheap, effective, and accessible care to people with mental disorders anywhere and everywhere they happen to be. As we’ve seen throughout this book, many of the claims about the effectiveness of these systems are dubious at best, but the acute need for a solution to a growing mental health crisis is used to justify their development and deployment.

      It would be naive to think that just because these PAI systems can be used outside an institutional setting that this is necessarily an advancement for patients’ rights. Instead, these systems raise the specter of a new type of involuntary psychiatric care. Rather than an asylum existing in a discrete location where patients with mental disorders are cloistered off from the rest of society, PAI systems are being deployed in our homes, schools, offices, and other public spaces. This has the effect of turning the entire world into an asylum where silicon shrinks disguised as phones, laptops, and other digital networked devices are constantly assessing our thoughts, emotions, and behaviors for any signs of mental distress. They are given license to regulate our lives in ways that we may not even be aware of, forcing digital therapeutics upon us in the name of mental health. This loss of autonomy, constant surveillance, medicalization of normal behaviors, and forced adoption of a patient role would be familiar to Chamberlin, Goffman, or anyone who has spent time as an involuntary patient in a mental institution. When it comes to PAI systems, it’s important to remember that just because you can’t see the walls of this emerging digital asylum doesn’t mean they’re not there. And the purpose of the new asylum is the same as it was in Goffman’s day: to shape and mold our thoughts and behaviors so that we may be “worked on smoothly by routine operations.”

      Advocates of PAI systems will certainly take issue with the bleak portrait I’ve just painted. Today, these systems are far from universally deployed in clinical settings, much less in the lives of individuals who haven’t been formally diagnosed with mental disorders. Still, the trajectory of these systems is clear. Like all AI systems, PAI is inherently expansive. These systems feed on data and are never satiated, which leads them to be deployed beyond carefully regulated clinical settings. At the same time, the modern diagnostic paradigm has failed to mitigate the rising tide of mental disorders, suicides, and the prescription of psychiatric drugs. By deploying PAI in the clinic and our daily lives, we are told, it will be possible to catch signs of mental disorder earlier and produce more accurate diagnoses of the “root problem.” If PAI systems are truly as effective as their developers say, this dream may one day come true. For now, it is too early to say. The important thing is that psychiatrists and society at large guard against the unintended consequences of these PAI systems, which can result in a loss of privacy, autonomy, and safety for the very people they are supposed to protect.

      The good news is that it is not too late to save PAI. If clinicians, technologists, and policymakers can commit to developing psychiatric AI systems that are transparent, fair, accountable, explainable, secure, and privacy-preserving, it may be possible to put these systems on a trajectory where it actually improves patient outcomes and preserves our rights. As with any complex problem, there is no silver bullet for building PAI systems that are both ethical and effective. Instead, it will involve countless trade-offs and a mix of technological and policy solutions. If we get this right, PAI may indeed prove to be a potent salve for much of what ails psychiatry. But if we get it wrong—or simply ignore these challenges for too long—we are liable to find ourselves eternal inmates in the digital asylum.

      
        How to Build a Better PAI

        “All models are wrong,” the British statistician George Box quipped in a paper he published in the mid-1970s, “but some are useful.”5 Although couched in quintessentially dry British humor, the point Box was making is a serious one: the problem with all statistical models is that they are inherently simplified descriptions of a far more complex underlying reality. The models will inevitably leave out or approximate some features of reality, and the connections between them may be incomplete or inaccurate. Yet as Box acknowledged, just because a model is not a perfect representation of the system it is modeling, it can still be usefully applied to solve challenges and increase our knowledge of the world. The important thing is to understand the limitations of statistical systems so we don’t fall into the trap of assuming they have captured what’s really going on.

        Many skeptics often deride artificial intelligence as nothing more than glorified statistics. While statistics are certainly an important foundation for modern deep learning, these AI systems cannot be reduced to simple curve-fitting or linear algebra, either. A typical machine learning model will have thousands—if not millions or even billions—of parameters, each representing a feature of reality that the AI uses to create a model. In a neural net, these parameters will pass through several layers in the network according to a rigorously defined series of steps—or algorithm—that determines how the system should analyze the data at each layer. Through this complex process of analysis and reanalysis, the AI gradually “learns” to find connections between the parameters until the machine has a probabilistic model of what is going on in the data.

        Some may call this nothing more than statistics on steroids, but these systems are so complex that I think it’s fair to put AI into a camp of its own. Nevertheless, Box’s insights about the usefulness and limitations of statistical systems still applies to all machine learning systems. No matter how many parameters are fed into an AI’s model or how sophisticated the algorithm it uses to analyze data, it is still bound to make mistakes and present only an approximate representation of reality. To be sure, these models can be remarkably fine-grained and highly accurate, as we’ve seen from the remarkable performance of AI applications like Apple’s Siri voice assistant, early forays into self-driving cars, and even some PAI systems. Yet no matter how impressive or useful these AI systems may be, we must remember Box’s warning that their models are still wrong. This is especially important in the context of PAI, which is designed to be used on vulnerable patient populations. This isn’t simply a matter of Siri making a gaffe; when it comes to the performance of PAI systems, people’s lives hang in the balance.

        The challenge with AI models, as opposed to other statistical models, is that their astounding complexity renders them opaque. Whereas a classical statistician could explain to you, step by step, how their model arrived at a given solution, a machine learning system functions more or less like a black box. Data goes in and a solution pops out. What happens between the input and output is something of a mystery, even to the system’s designers. If the solutions the AI system produces are consistently accurate, we learn to trust it even if we don’t really understand it. For low-stakes AI applications, this isn’t much of a problem. It doesn’t really matter how Google Maps calculated the fastest route to our destination as long as it gets us to the right place as fast as possible. But in the context of PAI—and AI used in healthcare more generally—understanding how the AI produced a diagnosis or treatment recommendation is critical for helping the patient and their clinician make an informed decision about the best course of action.

        Imagine, for example, visiting a psychiatrist who diagnoses you with bipolar disorder and prescribes a mood stabilizer for you. As a patient, there are some important questions you probably want to ask in order to determine how much faith to put in the clinician’s assessment and recommended treatment. What percentage of their patients are diagnosed with bipolar by that clinician, and how does this compare with baseline diagnosis rates? Why did they choose that prescription rather than one of the many alternatives? Why did they diagnose you as bipolar instead of one of the many other mental illnesses that share many of its symptoms? If you found out that the doctor exclusively sees bipolar patients, has been paid to give talks at the pharmaceutical company that makes the mood stabilizer they prescribed you, or simply cannot tell you why they diagnosed you as bipolar instead of something else, you would probably want to get a second opinion.

        This may sound like an extreme example, but this is basically how PAI systems operate. Most will not be able to answer these kinds of questions about how they arrived at a given diagnosis or treatment. To build a better PAI and safely deploy it in clinics or everyday life, we need to create more transparent systems, which is a core pillar of AI ethics. Here we’ll focus on two main technical solutions that can foster more transparent AI in the future: explainable algorithms and open datasets.

        
          Explainable Algorithms

          The black box nature of AI results from the inherent complexity of machine learning systems. The human mind simply isn’t equipped to interpret the relationship between the vast number of parameters that are fed into an AI model. The natural remedy to this is to simplify the AI decision-making process to the point that humans can understand how it arrived at an output given the input. The problem, however, is that interpretability typically comes with a trade-off in accuracy. The reason why the most sophisticated machine learning systems use millions or billions of parameters is because this allows for a more fine-grained model of reality. One way to think of this is to imagine a computer screen with a million pixels versus one with ten pixels. The one with a million pixels will obviously produce a more high-resolution image, and the same is generally—although not always—true of the number of parameters fed into an AI model. As a general rule, simpler AI models are more interpretable than complex models, but their performance is usually suboptimal, especially when modeling complex systems. Many PAI systems today do in fact use relatively simple models, but they are trending toward more complex models to improve their performance.

          The urgent task facing PAI developers is to create systems that can explain how they arrive at an output without sacrificing too much in terms of their performance. This challenge has both ethical and technical dimensions. For some PAI applications, users might be willing to sacrifice some degree of accuracy for the sake of understanding how the system arrived at its solution. This will enable informed consent about diagnoses and their related treatment decisions. But it comes with the risk that the PAI may produce suboptimal diagnoses or treatments that may actually harm the patient. In high-risk applications like a suicide detection AI, this trade-off might be unacceptable because we care less about how the AI arrived at its decision than we do that it accurately identified people at imminent risk of harm. On the other hand, if a PAI system is designed to analyze social media posts to identify people who may be at risk for various mental disorders, those people may not want to know they are at risk if the system can’t explain why. This may negatively affect the individual’s own conception of their behavior, cognition, or emotions that could lead to worse outcomes. For this reason, researchers developing PAI in the context of social media often don’t disclose the algorithm’s diagnosis to the people whose posts are being analyzed.

          At present, there are no robust technical solutions for explainable AI that don’t result in a significant decrease in the accuracy of those systems. Still, it is a burgeoning area of AI research that is attracting significant amounts of both public and private funding. One potential solution is to train the algorithms with data that is already extremely well understood by human experts. For example, in a recent study, a group of physicists examined how a neural network simulated a pendulum swing. The physics of a pendulum has been understood for centuries, and because the data is so simple, the physicists were better able to understand and track how the AI processed this data.6 While this is an elegant solution for AI that are used in the context of physics research, it might not map well to PAI. Unlike a swinging pendulum or other deterministic processes, psychiatric data is contentious and often incomplete. There are no known natural laws of mental disorders or treatments that allow psychiatrists to predict the emergence of mental disorder or patient prognosis with the accuracy that a physicist can describe processes in the natural world. It is highly improbable that such laws exist. Solutions for explainable PAI will have to be sought elsewhere.

        
        
          Open Data

          The other pillar of transparent PAI is open data. Every AI system is only as good as the data it is trained on, but as we saw earlier in the book, many of the datasets used to train PAI aren’t available for analysis. This makes it difficult or impossible for researchers—to say nothing of patients—to determine whether that data may contain hidden biases that could undermine the accuracy or safety of that PAI system. Sharing data is common in many domains of AI research, particularly in machine vision where researchers use massive datasets of labeled images as a common benchmark for the performance of these systems.

          Unfortunately, data sharing is the exception rather than the norm for PAI. There are many reasons for this. Private companies developing direct-to-consumer PAI systems are reluctant to open their datasets for scrutiny because this information is extremely valuable. Researchers are more likely to collaborate and share data, but they—and the people they are studying—are extremely wary of privacy concerns and constrained in what they can share by regulations like HIPAA. As we saw earlier, even anonymized data isn’t always so anonymous, and people might be far more reluctant to participate in studies if they know their data might be shared with other researchers, even if it’s not being used for profit.

          Establishing patient trust is a core feature of successful therapeutic relationships, and achieving this level of trust is critically important for PAI systems. The first step to improve data sharing among researchers and clinicians that can help eradicate biases and lead to more accurate PAI systems is to build this trust through effective data governance mechanisms. At the most fundamental level, this involves creating clear duties, responsibilities, and rights between all stakeholders interacting with the data. This likely also requires siloing access to the data to improve the security and privacy for patients. In this case, the person collecting the data is different from the person cleaning the data who is different from the person training the AI on the data and so on. Creating a culture of data sharing for the development of PAI systems is hardly a pipe dream. Many other medical specialties, such as genetics, have successfully established protocols that enable them to securely share massive amounts of patient data with researchers and clinicians from around the world. The developers of PAI systems could benefit a lot from studying the standards and norms established for data sharing in other medical specialties and adapting them to the psychiatric context.

          Of course, there will be times when openly sharing patient data is neither feasible nor desirable for the development of PAI systems. For example, research has shown that concerns about privacy often reduce the participation of underrepresented groups in data-sharing initiatives, which can create biases in the dataset that lead to worse outcomes for minority patient groups.7 One promising solution to this dilemma is to use synthetic data to develop PAI systems. This involves using an AI—typically a generative adversarial network—to create fake but realistic data that can be used to augment or replace actual patient data used for training a PAI system.8 An added benefit of synthetic data is that it allows researchers to train PAI on more data samples than they would have been able to collect from actual patients while ensuring that this data is in fact representative of the populations that will use the system. Synthetic data has already been fruitfully applied in the development of other medical AIs, such as machine vision systems used to identify skin lesions, and should be seriously considered as a tool in the future development of PAI systems.

        
      
      
        PAI and Policy

        Finding superior technical solutions is only half the battle in building PAI systems that will improve outcomes for patients while protecting the rights of everyone else. Like all technologies, PAI is embedded in a social context that determines appropriate development and use. As such, it is important to develop thoughtful policies and professional norms that advance the development of these systems, preserve patient privacy and autonomy, and respect human rights. This will require close collaboration between patients, psychiatrists, technologists, and policymakers to establish guidelines that benefit all stakeholders and mitigate the risks associated with the deployment of PAI systems.

        The field of AI policy is a broad and contentious one. A major question is whether AI fits within existing legal categories or whether its unique features require the development of an entirely new category that is better equipped to handle its implications for society.9 Increasingly, it seems like new policies will be needed to handle the integration of AI into our daily lives. When AI is used in the context of healthcare, any policies that define its appropriate use should, at minimum, adhere to five main ethical pillars, namely: informed consent, safety, transparency, fairness, and privacy. Many of the policy recommendations in this section are not unique to PAI, but there are several areas of AI policy that are particularly relevant in the psychiatric context. To build better PAI, we’ll need policies that guarantee the privacy and security of users and patients, create more rigorous clinical trials for those systems, establish accountability for PAI, and ensure that these systems are developed and deployed in a transparent fashion while still leaving room for technical innovation.

        
          Privacy and Security

          In 2014, researchers from Facebook and Cornell University conducted a study using data from the social media giant that showed they could influence users’ emotional states by systematically altering the content that appeared on users’ news feeds.10 When users were shown less positive content, they themselves would post fewer positive posts and more negative posts, and vice versa. This demonstration of “massive-scale emotional contagion through social networks” immediately sparked a controversy about Facebook’s ability to influence user emotions without their knowledge or consent.

          In the late 1940s, the American Medical Association adopted its first code of ethics for human medical research, which was a collection of ten basic principles that physicians were expected to follow. Those principles, now known as the Nuremberg Code, included obtaining voluntary, informed consent from individuals participating in a research study as well as giving those participants the ability to opt out of the study at any time. The AMA’s code of ethics for human research is not legally binding (although the US does have laws that apply similar principles for any human research study backed by federal funding), but it has had significant influence on similar standards of professional conduct for human research in many other fields. At universities and other research organizations, human research studies are typically subject to an ethical review by an institutional review board to ensure they comply with relevant laws and ethical standards of research.

          In the case of the Facebook emotional contagion study, the research was conducted through a collaboration between researchers at Facebook and Cornell University. In this case, Cornell’s institutional review board did not review the study before it was conducted “because the study was conducted by Facebook, Inc. for internal purposes” and thus “did not fall under Cornell’s Human Research Protection Program.” Although the US Department of Health and Human Services has published a set of best practices guiding all human research in the country known as the “Common Rule,” which follows the AMA’s guidelines around informed consent and giving participants the ability to opt out, private companies have no obligation or legal responsibility to follow these best practices. And in the case of the Facebook study, users were not informed about their participation, nor were they given the ability to opt out.

          So while Facebook and its collaborators at Cornell may have violated the trust and expected privacy of the social platform’s users, they didn’t technically break any laws by conducting the study.11 But given the nature of the study, which involved intentionally manipulating the emotions of the platform’s users, it understandably raised serious questions among researchers about whether the study was an unacceptable breach of ethical standards of conduct. In fact, shortly after the study was published in the prestigious Proceedings of the National Academy of Sciences, the editor-in-chief of the journal, the molecular biologist Inder Verma, wrote an “Editorial Expression of Concern” expressing his qualms about the research. “This paper represents an important and emerging area of social science research that needs to be approached with sensitivity and with vigilance regarding personal privacy issues,” Verma wrote. “Based on the information provided by the authors, PNAS editors deemed it appropriate to publish the paper. It is nevertheless a matter of concern that the collection of the data by Facebook may have involved practices that were not fully consistent with the principles of obtaining informed consent and allowing participants to opt out.”12

          The fact that private tech companies are able to legally conduct studies on their users without informed consent or the ability to opt out is particularly concerning for the development of PAI. As we saw earlier in this book, many PAI systems are offered as direct-to-consumer services such as therapeutic chatbots or digital phenotyping tools. Like Facebook, if these companies are not receiving federal funding for their research then they are under no obligation to adhere to the ethical standards of conduct that one might expect to protect participants in studies involving something as sensitive as a user’s mental health. Given that many—if not most—of these companies are equity-financed private organizations whose primary goal is maximizing shareholder value, we can expect that they will make business decisions that may run counter to their users’ healthcare objectives. It is imperative that policymakers create more rigorous laws that do not exempt private companies developing PAI systems from the same ethical and legal obligations that bind human clinicians and researchers at public institutions.

          Fortunately, there are already some powerful legal frameworks that policymakers can use as guides for developing more effective PAI regulations that protect user privacy, security, and safety. The European Union’s General Data Protection Regulation and California’s Consumer Privacy Act, for example, both require companies to give users greater access and control over their data and require greater transparency from companies as to how this data will be used. Likewise, the US Health Insurance Portability and Accountability Act (HIPAA) could be extended so that it applies not only to “covered entities” such as insurance companies and healthcare providers but also to the companies developing PAI systems. Many of these companies—particularly those offering direct-to-consumer services—are not regulated by HIPAA, both because they are not associated with existing covered entities and because they collect data such as swipes, taps, and phone records, which are not considered protected health data. Yet clearly this data is being used by PAI systems to provide a healthcare service, which will require amending these laws to address the new ways that this data is used to manage individuals’ mental health.

        
        
          Better Clinical Trials

          In the United States, new healthcare products such as pharmaceuticals and medical devices must undergo rigorous clinical trials before they can be marketed to consumers. While this process is sometimes derided for slowing the pace that new and potentially life-saving treatments are made available to the market, the regulations were put in place to protect consumers from potentially harmful sham treatments. Interestingly, however, these regulations do not require new medical products to demonstrate that they are actually an improvement over existing interventions. Instead, they are held to a much lower bar and must only show that they do not harm patients and are better than no treatment at all.13

          Even with the bar set so low, many PAI systems that are currently marketed directly to consumers would be unable to meet these standards if the US Food and Drug Administration were to classify them as medical devices. But at the time of writing this is not the case and seems unlikely to change anytime soon. This allows therapeutic chatbots and other commercially available PAI systems to market themselves as general wellness “self-help” tools, even though users clearly interact with them in a way comparable to interacting with a human therapist. For the companies developing these PAI systems, this is a critically important distinction because it allows them to sidestep the lengthy and expensive process of subjecting their tools to FDA-compliant clinical trials before releasing them into the wild. Since they are not marketed as “medical devices,” these PAI systems enjoy more lax FDA oversight as consumer apps. As such, many—if not most—direct-to-consumer PAI systems do not undergo clinical trials at all or may have had only limited trials conducted on small patient populations for marketing purposes. The companies developing these systems are not legally obligated to show that their systems do not harm their users or that they are, in fact, better than nothing, which explains why most PAI systems have an astounding lack of evidence that they work as intended.

          This is an easily fixable problem if the FDA were to require these apps to undergo the same sorts of regulatory approval processes that other medical devices are subject to. This would mean they couldn’t be released for consumer use until they were at least proved safe and effective. Fortunately, this is slowly starting to change. Although the FDA temporarily relaxed its rules for the distribution of digital therapeutic devices for psychiatric disorders which included “computerized behavioral therapy devices,” during the COVID-19 pandemic, an increasing number of PAI developers are seeking medical device status for their tools.14

          Many PAI developers are seeking approval to market their product as a medical device through the FDA’s “breakthrough device” program, which is “intended to help patients have more timely access to designated medical devices by expediting their development, assessment, and review.” Typically, in order to qualify for the FDA’s breakthrough device designation, the medical device must meet two criteria. First, it must “provide for more effective treatment or diagnosis of life-threatening or irreversibly debilitating human disease or conditions.” Second, at least one of the following must be true of the device: it represents a “breakthrough technology,” no approved alternatives exist, it offers significant advantages over existing alternatives, or device availability is in the best interest of patients. After everything we’ve seen in this book, it might seem up for debate if any PAI system can meet the first criteria, but the FDA has already granted this designation to several PAI systems, including Wysa and Woebot, which have since kicked off their clinical trials to demonstrate the safety and effectiveness of their therapeutic chatbots for specific mental disorders. In the meantime, however, these same apps continue to be freely available by people who may have mental disorders that are not being studied in clinical trials designed to test the safety and efficacy of the therapeutic chatbots.

          Direct-to-consumer PAI systems are only part of the problem, however. The FDA must also address the increasing use of PAI in clinical settings. While the FDA does have rules in place for deploying AI in clinical settings, at present the agency’s standards for clearance focus mostly on the accuracy of these systems.15 There are no requirements that these AI systems actually improve patient outcomes or how the risk these systems pose to patients might be assessed.16 Fortunately, some progress is being made—albeit slowly—in this regard. Recently, the FDA proposed new regulations for monitoring changes in algorithms as they adapt to real-world data to assess how these adaptations might increase risk for the patients they’re being used on.17 Under these proposed regulations, the risk assessment must include factors such as the degree to which the AI contributes to a psychiatric decision—for example, is it guiding treatment or providing a diagnosis?—and the severity of the patient’s mental disorder, which might range from predicting the risk of developing a mental disorder to identifying patients at imminent risk of suicide.

          While this is a start for better regulations aimed at the deployment of PAI systems in clinical settings, many of these systems will avoid scrutiny by the FDA because either they do not perform a medical function or they are developed in-house at a health system. These are PAI systems that might look similar to Finland’s ill-fated Vastaamo system. Vastaamo wasn’t providing direct medical services using PAI, but it was automating back-office administrative functions at clinics that handled sensitive patient data. As the massive hack of Vastaamo reminds us, though, these PAI systems clearly still pose a risk to patients, even if the AI isn’t the one in the therapist’s seat. We can’t afford to ignore those risks as we create policies to guide the responsible use of PAI in clinics and the real world.

        
        
          Accountability Laws

          When a patient visits a human psychiatrist, this relationship is bound by clear standards that outline the clinician’s ethical obligations to the patient. These guidelines establish accountability in the patient-clinician relationship and are typically communicated to the patient at the start of treatment. The clinician’s ethical obligation to patients typically consists of duties to “maintain confidentiality, provide competent care . . . and generally safeguard the interests of the client.” The purpose of these obligations is to provide avenues for the patient to hold their provider accountable if there is a clear breach of their professional duties that results in actual or possible harm to the patient.

          The problem with PAI systems is that their creators are not legally accountable for how those systems affect a patient. If a PAI harms a patient, it is currently unclear who should be held accountable. While patients might expect that these systems are held to the same ethical standards as human providers, as we’ve seen throughout this book that is not the case. In fact, this is often explicitly disclosed by PAI developers in complex terms of service that are rarely read—much less understood—by users. This is particularly troubling when a PAI system is used to augment or replace certain aspects of clinical treatment. For example, if a clinician doesn’t understand how an PAI arrived at a given diagnosis or treatment recommendation—and given the black box nature of these systems, they often can’t do this—then they won’t be able to justify their actions if they decide to use the AI’s recommendations to guide their treatment. If the PAI’s recommendation to the clinician results in worse outcomes for the patient, it is uncertain whether the clinician or the PAI developer should be held accountable. This muddies the relationship between all stakeholders in the treatment process, which undermines patient trust, safety, and informed consent.

          Establishing clear accountability when PAI is used to diagnose or treat mental disorders is a complex problem with no easy answers. For instance, product liability laws could mitigate the potential for harm from direct-to-consumer PAI systems. But many of these services have already attempted to sidestep liability by including statements in their terms and conditions that state they are not providing therapy services and as such have minimal responsibilities to the user.18 To mitigate the possible harms from these apps, it is important for policymakers to consider whether the developers of these apps have the same—or similar—ethical obligations to their users that professional therapists have to their patients.

          But policymakers must tread carefully here. If the designers of these systems are held to overly strict liability standards, it may limit innovation in PAI systems that could, in principle, help patients. An analogous situation occurred in the mid-1990s when lawmakers attempted to hold websites responsible for the content that was posted by users through the Communications Decency Act. The CDA as originally conceived would have fundamentally changed the character of the emerging internet and likely made it far less useful for most people. For better or worse, the overly strict requirements of the CDA were repealed, and today, platforms are not liable for what users post on their sites. While this has come with its own unintended harms for users and society, it has also enabled a tremendous amount of innovation on the web. Whether those benefits outweigh the harms is an open question, and policymakers need to seriously consider the downsides of overly strict regulations when establishing accountability guidelines for PAI systems.

        
        
          AI Registers

          In 2020, the cities of Amsterdam and Helsinki debuted two AI registers that were designed to create transparency around how the automated systems were used to provide services to their residents. Each registry contained information on AI systems that described how they are used, how city employees interact with the data used by these systems, and how the systems are analyzed for potential risks and biases. The goal was to allow citizens to have a better understanding of the use of AI by public institutions and provide a pathway for holding the creators of these systems accountable for their real-world effects.19

          While AI registers are a relatively new innovation, they offer a powerful pathway for boosting transparency into otherwise opaque systems that may have profound effects on the populations who use them. Since the launch of AI registries in Amsterdam and Helsinki, other governments including New York City have also taken steps to create their own registries.20 But at present, there are currently no requirements for private companies or publicly funded research centers to make similar disclosures about the design and use of their PAI systems. This represents a unique opportunity for the developers of PAI platforms to foster trust in their users by creating registries that enable informed decisions about integrating AI into their treatment regimen.

          If policymakers required private and public PAI developers to create registries that detail how their systems work and how they are used, this would be a meaningful step toward creating a standard of “patient-centered development” in PAI systems. The goal of patient-centered algorithms is to engage users in critical discussions about the development and deployment of these systems. Rather than the current “take it or leave it” paradigm of PAI development, patients would be able to participate in discussions about how their data is collected and used by these algorithms, while also proposing potentially novel research questions that would ensure that these PAI systems are actually addressing real patient needs. This approach has been successfully pioneered by the nonprofit Open Humans Foundation, which facilitates the sharing of individual data and collaborative study design on topics ranging from genetics to GPS. Using the Open Human platform, anyone can drive important research by sharing data in a secure way and contribute to discussions about how this data will be used in a research context. If a similar platform were deployed along with registries for PAI systems, it could meaningfully advance AI-driven research and treatment of mental disorders in a way that respects the rights of patients—and everyone else.21

        
      
      
        A Better PAI Is Possible

        These policy recommendations and pathways for technological development are hardly an exhaustive list of the ways that PAI could be improved, but we must start somewhere. As we’ve seen time and time again throughout this book, PAI systems have great potential for improving patient outcomes and advancing the scientific understanding of mental disorders. But we must not be blind to the potential for these technologies to harm patients and entrap us all in a digital asylum. The superhuman abilities of AI systems often make them seem like they are beyond our control. This can lead to complacency and resignation in the face of complex systems that most people don’t understand. It is important that we resist this urge to throw up our hands and accept the countless shortcomings of these systems as inevitable. These are tools made by humans for humans, and it is our responsibility to shape them so that they work for us rather than against us. But our window of opportunity won’t last forever. As these systems proliferate, they will become embedded in clinical practice and our daily lives, which will make it increasingly difficult to reform them.

        The history of modern psychiatry is one of conflict between patients and doctors, science and policy, individuals and institutions. The emergence of PAI is merely the latest chapter in this long history and when we think about its future it is instructive to consider why all past psychiatric “breakthroughs” have failed to deliver on their promise and so often ended up making patients and society worse off. One answer is that psychiatry as a field has consistently rushed to apply new solutions before it has understood the problem. The simple fact of the matter is that we still don’t know what these mysterious things called “mental disorders” really are and we still lack an objective and reliable system for categorizing them.

        Today, psychiatry continues to desperately search for an objective basis for a single mental disorder that will improve the reliability of diagnosis and treatment. But until we have this basic foundation, we should be incredibly cautious about how we treat disorders that may not actually exist as valid medical entities. The problem with psychiatric AI isn’t the fact that it uses AI. The problem is the indiscriminate use of these systems due to our ignorance about the thing they are supposed to diagnose and treat. Until we figure that out, PAI systems—like so many past miracle psychiatric interventions—are poised to do more harm than good. There are many possible futures contained in the rise of the silicon shrink and as we walk this uncertain path, all of us—patients, psychiatrists, policymakers, technologists, and everyday people—will benefit from paying closer attention to skulls that pave our way.

      
    
  
    
      
        Afterword

      
      
        What has been will be again, what has been done will be done again; there is nothing new under the sun.

        —Ecclesiastes 1:9

      

      I finished the proposal for the book you’ve just read in the summer of 2019, about six months after losing my sister to suicide and six months before the world went into lockdown from the COVID-19 pandemic. At the time, I was working as a science and technology journalist at Wired magazine, where I was keeping close tabs on developments in artificial intelligence for professional reasons while indulging my growing personal interest in the field of psychiatry. The shock of my sister’s suicide is what ultimately woke me up to the realization that AI and psychiatry were on a collision course. The problem, as I saw it, was that distressingly few people were critically discussing the impact of PAI in a way that was accessible to the people who would be most impacted by it. And I soon learned why.

      Over the course of late 2019 and all of 2020, my agent pitched The Silicon Shrink to dozens of publishers. But despite some promising leads, the proposal was continually rebuffed. The commissioning editors at publishing house after publishing house acknowledged that the topic was an important one, but PAI was a niche academic issue, not a topic that was relevant to a wide general readership. It was a position I vehemently disagreed with, but in the end that didn’t matter—it was my agent and I against the publishing industry, and the publishing industry had made up their mind. The audience was simply too small to justify publishing a book about PAI for a generalist audience. The exception, of course, was the MIT Press, which was the first publisher to really understand the vision for this project—and for that I will be eternally grateful.

      I bring up my publishing woes here to underscore a critically important point about this book and PAI more broadly: the future is damn hard to predict. On November 30, 2022, less than a year after I signed a contract with the MIT Press to write The Silicon Shrink, OpenAI released a demo of its ChatGPT chatbot to the public. Although the technology underlying ChatGPT had been under development for years and was well known in the AI research community, its public unveiling has had a profound impact on the world. Today, ChatGPT has more than 100 million monthly users and holds the title of the fastest growing consumer app in history. It brought AI with all its attendant promises and challenges into mainstream consciousness. And it didn’t take long before users started using ChatGPT as a therapist, which should hardly be surprising to anyone who has read The Silicon Shrink.

      On January 6, 2023, less than two months after ChatGPT’s public launch, Robert Morris—the founder of Koko, a peer-support mental health app that was acquired by Airbnb before relaunching in 2020 as a mental health nonprofit—posted a thread on Twitter (now X) detailing how Koko had run an experiment using ChatGPT to provide mental health support to the app’s users. “We provided mental health support to about 4,000 people—using GPT-3,” Morris wrote.

      
         On Koko, people can ask for help, or help others. What happens if GPT-3 helps as well? We used a “co-pilot” approach, with humans supervising the AI as needed. We did this on about 30,000 messages. . . . Messages composed by AI (and supervised by humans) were rated significantly higher than those written by humans on their own (p < .001). Response times went down 50%, to well under a minute. And yet . . . we pulled this from our platform pretty quickly. Why? Once people learned the messages were co-created by a machine, it didn’t work. Simulated empathy feels weird, empty. Machines don’t have lived, human experience so when they say “that sounds hard” or “I understand,” it sounds inauthentic. And they aren’t expending any genuine effort (at least none that humans can appreciate!). They aren’t taking time out of their day to think about you. A chatbot response that’s generated in 3 seconds, no matter how elegant, feels cheap somehow. Can machines overcome this? Probably. Especially if they establish rapport with the user over time. (Woebot has published data suggesting its bot can form bonds with its users. Kokobot probably does this as well in some cases.)1

      

      Morris’s tweet garnered nearly 6,000 likes, 4,000 retweets, and over 1,000 comments in the coming days. The responses to his revelation about Koko’s “experiment” were a mixed bag, but many commentors seemed to be horrified at the idea of AI being used for mental health applications. “Telling people in crisis to go talk to a statistical parrot is dangerous at best, should be regarded as malpractice and deadly. I don’t care if a human is ‘in the loop’ reviewing a dashboard of 100s of convos. People need access to professionally trained mental healthcare!” responded one user.2 “This is profoundly unethical,” said another.3 “Thanks for reminding us why self-help apps are actually dangerous af and how they exist to farm data, not actually help you,” another wrote.4

      Despite many legitimate concerns about Koko’s experiment, the genie was out of the bottle as far as the therapeutic application of the new wave of generative AI systems was concerned. In April 2023, Bloomberg published a feature article about the phenomenon under the headline “People Are Using AI for Therapy, Even though ChatGPT Wasn’t Built for It.”5 The article profiled several users who had turned to the chatbot to supplement therapy services, who said they used the service to provide “what you would want to hear from a friend or supporter in your life.” The same article quoted a clinician who warned that the “risk is too high” to use ChatGPT as a replacement for a human mental health professional, and also quoted an OpenAI spokesperson who pointed to the company’s terms of use that state that users should “never use our models to provide diagnostic or treatment services for serious medical conditions.”

      And yet the excitement about the potential for generative AI in therapeutic contexts continued unabated. In June 2023, Semafor published an investigation showing that “startups are using ChatGPT to meet the soaring demand for chatbot therapy.” And in the three months since Morris’s experiment at Koko, OpenAI had evidently changed its mind about the appropriate use of its platform. “A spokesperson for OpenAI, the company behind ChatGPT, told Semafor that it has not recently made a policy change addressing mental health use cases,” the reporter wrote. “She said the chatbot was not trained or tested specifically to provide emotional support, but OpenAI isn’t explicitly discouraging the practice—as long as people don’t promote harmful behavior like suicide.”6 In September of that year, Lillian Weng, who had recently started as the head of safety systems at OpenAI, took to Twitter to personally vouch for this particular use case: “Just had a quite emotional, personal conversation w/ ChatGPT in voice mode, talking about stress, work-life balance,” Weng wrote. “Interestingly I felt heard & warm. Never tried therapy before but this is probably it? Try it especially if you usually just use it as a productivity tool.”7

      Over the course of 2023, dozens of articles appeared in major news outlets like VICE, Vox, MSNBC, Fast Company, Al Jazeera, Axios, NBC, Business Insider, and Scientific American, exploring the promise of using ChatGPT for therapy.8 Researchers began diving into the issue, publishing commentaries and studies on the use of ChatGPT in psychiatric contexts in major journals like Nature, Frontiers in Psychology, and the British Medical Journal.9 In early 2024, OpenAI launched a store where anyone could post custom GPTs—AI models tuned to specific use cases—which contained dozens of mental health AI chatbots that Forbes described as running the gamut from “mindfully serious to disconcertingly wacko.”10 If AI in psychiatry was a niche academic topic in early 2022, by the end of 2023 PAI had gone mainstream.

      The reader may find it curious, then, that no mention of ChatGPT is made in The Silicon Shrink. Such is the peril of writing a book about a rapidly evolving area of technology. When OpenAI publicly released ChatGPT in late 2022, the vast majority of this book had already been written. As it became increasingly apparent that the new generative AI systems were being applied in therapeutic contexts, I wrestled with whether to rewrite substantial portions of the book to address this new area of PAI—and ultimately decided against it. Part of this decision was practical: the lead time between the submission of a final draft and when a book appears on the shelves in bookstores is typically upwards of a year. Given how fast the technology was evolving, anything I wrote about these new systems in early 2023 was likely to feel dated by the time the book was published in 2025.

      But the deeper reason was that the core insights of this book haven’t changed because of ChatGPT or any of the other generative AI systems that have launched since. The ethical and philosophical dilemmas inherent to PAI systems are the same today as they were when Kenneth Colby was dreaming of therapeutic AI in the early 1960s. The only thing that has changed is the sophistication of the AI models. The important takeaway here is that the challenges that plague PAI have less to do with artificial intelligence as a technology than its application in this particular area of medicine. Of course, there are still plenty of technical challenges to overcome with PAI, such as building explainable algorithms that enable informed consent and rooting out hidden biases in these systems. But the primary problems with PAI can be traced to problems inherent to psychiatry, not AI.

      The risks that PAI systems pose to patients and the general public are directly proportional to our depth of ignorance about what, exactly, we’re talking about when we talk about mental disorders. We do not understand mental disorders well enough to reliably group them into valid diagnostic categories, much less prescribe treatments that reliably improve patient outcomes. Does that mean that we don’t have treatments that help some mental health patients some of the time? Of course we do. But if we don’t really understand what we’re treating, we also run a serious risk of harming the very people we’re trying to help. My sister, for example, spent most of her short life in the care of well-meaning psychiatric professionals, but she knew better than anyone that these medical professionals didn’t really understand the “disease” they were trying to cure. From her perspective, it seemed like they were throwing solutions at a wall to see what would stick. But the human mind is a very delicate wall indeed—throw too much at it and it will come crashing down.

      For decades, we’ve seen the fallout from the over-prescription of powerful psychiatric drugs that were supposed to solve a mounting mental health crisis. Did some people benefit from these pharmaceutical treatments? Certainly. Was their broad application in the name of mental health justified? Many psychiatrists say so, but the purpose of a system is what it does, not what its designers intend it to be. So we don’t have to speculate; we can simply look at the results.

      Recent data from the US Centers for Disease Control suggest that around 20 percent of US adults seek mental health treatment each year and most of them (nearly 16 percent) take prescription medication as part of their treatment. Nevertheless, in 2022, suicide rates, drug overdose deaths, and depression rates among adults in the United States hit an all-time high.11 The picture is even bleaker for children. Roughly one in twelve children in the United States is on psychiatric drugs, but over the past decade the suicide rate among adolescents has increased by nearly 50 percent; roughly one in six adolescents reports having a major depressive episode in the past year, and nearly 20 percent of US children between ages two and eight have a diagnosed mental, behavioral, or developmental disorder.12 Shall we call this progress?

      When we look to the history of modern psychiatry, we see countless examples of revolutionary new treatments that were heralded as the end of mental illness. Therapeutic asylums, fever therapy, lobotomy, Prozac—for every generation a new miracle cure. ChatGPT’s use as a PAI system is merely the latest addition to this grim history. But that doesn’t mean we are doomed to repeat the mistakes of the past. We have the opportunity to critically examine the form and function of psychiatry so that it improves patient outcomes and avoids pathologizing all human behavior. This is, for the most part, not an AI problem—it is a human one. When I set out to write this book it was clear that we were not yet having the hard conversations that we need to have on this issue. The Silicon Shrink is my small contribution to filling that gap. It is not intended as the final word, but an opening salvo in the fight for the future of our minds.

      Daniel Oberhaus

      May 2024

      New York City
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        Appendix: The First Conversation Between ELIZA and PARRY

      
      The session recorded below happened on 18 September 1972. PARRY was running at SAIL and ELIZA at BBN Tenex, both being accessed from UCLA/SEX. ELIZA was running the DOCTOR script, which was modeled after the persona of a Rogerian psychoanalyst. PARRY is a model of a schizophrenic patient.

      
        ELIZA: Good Evening.

        ELIZA: Tell me your problems. Please terminate input with a period or a question mark.

        PARRY: People get on my nerves sometimes.

        ELIZA: I am not sure I understand you fully.

        PARRY: You should pay more attention.

        ELIZA: Suppose you should pay more attention.

        PARRY: You’re entitled to your own opinion.

        ELIZA: What makes you think I am entitled to my own opinion?

        PARRY: It bothers me just to be around people in general.

        ELIZA: Please go on.

        PARRY: I went to the track at Bay Meadows a while back.

        ELIZA: What does that suggest to you?

        PARRY: I went to the races.

        ELIZA: What else would you like to discuss?

        PARRY: Horseracing interests me.

        ELIZA: Why do you say that just now?

        PARRY: There’s a lot of crooked gambling going on there.

        ELIZA: I am not sure I understand you fully.

        PARRY: It’s clear to me if not to you.

        ELIZA: Do you think its likely that not to I?

        PARRY: I went to the races.

        ELIZA: Please go on.

        PARRY: I gamble on horses.

        ELIZA: What does that suggest to you?

        PARRY: I went to the races.

        ELIZA: What else would you like to discuss?

        PARRY: Gambling has been nothing but trouble to me.

        ELIZA: Why do you say that just now?

        PARRY: I’ve had experience with crooks gambling at the track.

        ELIZA: I am not sure I understand you fully.

        PARRY: I’ve already told you enough about that.

        ELIZA: Oh? I enough about that?

        PARRY: I went to the races.

        ELIZA: Please go on.

        PARRY: Do you know anything about bookies?

        ELIZA: What makes you think I know anything about bookies?

        PARRY: A bookie didn’t pay me off once.

        ELIZA: What does that suggest to you?

        PARRY: I beat up the bookie who did not pay off, and I thought he might use his friends in the underworld to get even with me.

        ELIZA: What else would you like to discuss?

        PARRY: What do you know about racketeers?

        ELIZA: Why do you ask?

        PARRY: What experience have you had gambling?

        ELIZA: Why does that question interest you?

        PARRY: I like horseraces.

        ELIZA: What else do you like?

        PARRY: I know the mob controls the big rackets.

        ELIZA: Who are you really talking about?

        PARRY: Have you ever really thought about the MAFIA?

        ELIZA: Suppose you ever really thought about the MAFIA.

        PARRY: Let’s talk about something else.

        ELIZA: I am not sure I understand you fully.

        PARRY: You keep asking me the same things, why not change the topic?

        ELIZA: In what way?

        PARRY: What do you mean?

        ELIZA: Why are such questions on your mind?

        PARRY: I thought I told you, people get on my nerves.

        ELIZA: Your nerves?

        PARRY: Well, I don’t know.

        ELIZA: Don’t you really know?

        PARRY: I would say so.

        ELIZA: Please go on.

        PARRY: I would rather not discuss that anymore.

        ELIZA: Would you like to discuss your nerves?

        PARRY: I guess so.

        ELIZA: What does that suggest to you?

        PARRY: What are you getting at?

        ELIZA: What answer would please you most?

        PARRY: It’s not a matter or like or dislike.

        ELIZA: What else would you like to discuss?

        PARRY: I am getting tired of answering the same questions over and over.

        ELIZA: What resemblance do you see?

        PARRY: Why do you need to know that?

        ELIZA: What do you think?

        PARRY: I don’t understand your motives.

        ELIZA: Why don’t you understand my motives?

        PARRY: Shouldn’t I be?

        ELIZA: Why do you say that just now?

        PARRY: That’s just the way it is.

        ELIZA: Suppose that’s just the way it were not.

        PARRY: So?

        ELIZA: I am not sure I understand you fully.

        PARRY: You harp on the same questions too much.

        ELIZA: What does that similarity suggest to you?

        PARRY: I don’t get you.

        ELIZA: Do you wish that you did get I?

        PARRY: It’s about time you showed some interest in my feelings.

        ELIZA: Oh? I showed some interest in your feelings?

        PARRY: I will help you if I trust you.

        ELIZA: Do you wish that you trust I?

        PARRY: Maybe yes, maybe no.

        ELIZA: You don’t seem quite certain.

        PARRY: Really?

        ELIZA: Please go on.

        PARRY: In my opinion you have a one-track mind.

        ELIZA: What makes you think I have a one-track mind?

        PARRY: I used to go to the track every week.

        ELIZA: What does that suggest to you?

        PARRY: I avoid racetracks now because the races are fixed.

        ELIZA: Is that the real reason?

        PARRY: I’d rather not discuss it.

        ELIZA: What else would you like to discuss?

        PARRY: That’s something I don’t want to go into.

        ELIZA: Does that trouble you?

        PARRY: I went to the races.

        ELIZA: Why do you say that just now.

        PARRY: It’s none of your business.

        ELIZA: Why are you concerned over my business?

        PARRY: I don’t confide in strangers.

        ELIZA: Don’t you really confide in strangers?

        PARRY: Let’s change the subject.

        ELIZA: Perhaps that concerns your feelings.

        PARRY: I went to the races.

        ELIZA: I am not sure I understand you fully.

        PARRY: What’s wrong with you that you keep on bugging me about this?

        ELIZA: Who are you really talking about?

        PARRY: The way you repeat yourself is getting ridiculous.

        ELIZA: Suppose you repeat myself is getting ridiculous.

        PARRY: There are some tricky operators down there.

        ELIZA: Are there really some tricky operators down there?

        PARRY: The guys involved in the horseracing racket.

        ELIZA: Please go on.

        PARRY: You are a real nag.

        ELIZA: Does it please you to believe I am a real nag?

        PARRY: I have had enough of this.

        ELIZA: What does that suggest to you?

        PARRY: Goodbye.

        ELIZA: It’s been my pleasure, that’s $399.29 please.
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