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Chapter 1
Introduction
Information in this chapter:
• Information Security Risk Management in Federal Government Organizations
• Purpose and Rationale for This Book
• FISMA Applicability and Implementation
• Strengths and Shortcomings of FISMA and Federal Information Security Management
• Structure and Content of the Book
• Summary Descriptions of Each Chapter
The Federal Information Security Management Act (FISMA) provides the framework for securing information systems in federal government agencies and managing risk associated with information resources in those organizations. Within this framework, the National Institute of Standards and Technology (NIST), the Office of Management and Budget (OMB), and many other federal agencies engage in an ongoing collaborative effort to produce the implementation guidance agencies need to successfully implement effective information security management programs and practices. The provisions in FISMA, combined with extensive implementation rules, standards, and guidance issued to agencies under the law’s authority, define a comprehensive, consistent, repeatable approach for information security risk management. This book explains the FISMA legislation, identifies the expectations and obligations on federal agencies subject to FISMA and others choosing to follow its provisions, and describes the processes and activities needed to implement effective information security management following FISMA and using the NIST Risk Management Framework.
Introduction
Contemporary organizations depend on information technology. Both public and private sector organizations rely on information and information systems to enable business operations, enhance productivity, and support the efficient delivery of products and services. Effective use of information technology drives economic performance, spurs innovation, and can even produce competitive advantage for organizations particularly adept at information resources management. In public sector organizations, information technology provides critical support to the execution of mission functions and business processes and when used effectively offers enormous benefits in terms of cost savings, process efficiency, and quality of service to citizens. For over 30 years, federal government agencies have been encouraged and even obligated to automate information collection, improve the efficiency with which they deliver services, and adopt effective uses of information technology, including practices for information technology management. Laws enacted to achieve widespread adoption of information technology explicitly recognize the potential benefits to agencies [1], but the pervasive use of IT and, especially, organizational dependence on information and information systems is not without risk. This fact is recognized in laws, regulations, and policies that require federal agencies to safeguard the privacy and security of their information and information systems, and by doing so to reduce their risk from operating and using information technology [2].
Organizations face a variety of threats due to their use of information technology with the potential to cause loss, damage, harm, or other adverse effects. The often substantial risk represented by these threats and the impact of adverse events that might occur must be balanced against the benefits organizations realize from their use of information technology. Achieving and maintaining the appropriate level of risk—considering both the value of information and information systems to the organization and the potential adverse effects on the organization resulting from their use—is the focus of risk management. The discipline of information security management is a key component of risk management, where the selection, implementation, and effective use of protective measures collectively seek to reduce the risk associated with information systems to a level acceptable to the organization. Risk due to information systems is just one of many types of risk that organizations must manage, but the variety and diversity of threats and vulnerabilities affecting information systems, the complexity of many organizational operating environments, and the differing priorities and levels of risk tolerance among agencies make effective risk management a challenging endeavor.
The primary objective of federal information security management is to provide adequate security, where adequate means security commensurate with the risk of adverse impact to the organization resulting from the loss of confidentiality, integrity, or availability of information [3]. Adequate security is both risk-based and cost-effective, taking into account the financial and other resources required to provide security protection and the magnitude of harm that would occur if risk to the organization is realized. FISMA emphasizes the goal of cost-effective reduction of information security risk; in this respect the law and other federal information security management guidance are consistent with the principle of adequate protection, which dictates that an asset should be protected at a level commensurate with its value, and only for as long as the asset has value to the organization [4]. What is important to understand when considering current federal security requirements is that the goal of adequate security is not the same as achieving optimal security, strong security, or even the most effective security. Instead, the purpose of FISMA and associated guidance is to help agencies determine and implement the minimum security controls necessary to protect their information and information systems [5]. Agencies are free to provide additional security beyond the minimum requirements, but decisions to do so should be cost-justified and aligned with organizational risk tolerance. Organizations that focus on compliance in their information security management programs often limit their attention to minimum security requirements without considering the broader risk management context. The difference between compliant information security and effective information security management lies within risk management—information security is effective when it reduces risk due to information systems to an acceptable level, and supports the maintenance of risk at acceptable levels on an ongoing basis. This book is about effective risk management, not about compliance. The material presented throughout the book approaches information security management requirements and agency expectations from a risk management perspective, to explain how relevant security management practices satisfy the objectives of effective information security and provide essential support to enterprise risk management across all levels of the organization.
Purpose and Rationale
Incorporating risk in information resources management, including information security decision making, is not a novel concept, but the establishment and consistent use of organization-wide risk management practices represents a significant shift in management focus for many organizations. The primary purpose of this book is to help managers at all organizational levels understand and apply effective risk management practices, with particular emphasis on managing risk associated with information systems and the information they contain. To provide this assistance, the material in this book addresses all the processes and activities involved in information security risk management, leveraging relevant official government documentation and incorporating a variety of other standards, industry practices, and sources of guidance where appropriate.
Although FISMA specifies several requirements applicable to agency information security programs, initial implementation of the law’s risk management provisions reflected a consistent emphasis on assessing and mitigating risk at the level of individual information systems. This emphasis was evident in key standards and guidance issued by NIST [7] and FISMA reporting requirements specified by OMB [8], which focused on processes and activities associated with certifying and accrediting agency information systems and reporting the results of C&A processes to OMB. Beginning in 2009, NIST led a transformation in emphasis for its information security guidance from a relatively narrow focus on certification and accreditation of individual systems to an enterprise risk management approach considering information security and risk from information system, mission and business, and organization levels, as shown conceptually in Figure 1.1. This revised approach positions information security management activities within the Risk Management Framework (RMF) defined in Special Publication 800-37 Revision 1 and illustrated in Figure 1.2, and clarifies the role of information security management as an essential element of organizational risk management [9]. This book describes current expectations and recommended practices for organizational risk management in federal government agencies and other organizations, using the activities and key intended outcomes of the Risk Management Framework as an organizing scheme.
Figure 1.1 The Tiered Risk Management Approach Relies on Contributions from all Layers of the Organization to Prioritize and Effectively Address Enterprise Risk [6]
Figure 1.2 The NIST Risk Management Framework Defines an Iterative Process Cycle Incorporating Security Planning, System Authorization, and Continuous Monitoring [10]
FISMA, enacted in 2002 as Title III of the E-Government Act, recognized a need for more consistent and more effective government-wide management of information security risks, and for the development and adoption of information security standards and guidelines for federal agencies to use to provide appropriate protection to their information and information systems [5]. To facilitate achievement of the FISMA’s objectives (many of which reiterated elements of previous legislation including the Computer Security Act of 1987 and the Government Information Security Reform Act of 2000, both of which FISMA superseded), NIST developed or updated many federal information processing standards for information security and a large body of guidance to agencies on information security practices, procedures, and technologies. Despite the relative brevity of the text of the FISMA legislation—comprising only 16 pages as published in the US Statutes at large [11]—subsequent guidance from NIST, OMB, and other official sources on implementing the provisions in the law comprises thousands of pages of documentation. This book provides recommendations to readers conducting risk management activities on effectively utilizing federal standards and guidelines and other applicable sources and identifies relevant sources of guidance for all those activities.
How to Use This Book
This book is primarily intended to support the performance of effective risk management in organizations subject to FISMA or in other organizations that seek to leverage the extensive information security guidance developed for federal government agencies. The material is organized in a way that facilitates following all the steps in the Risk Management Framework, but should be equally helpful for readers that need to conduct a single activity (such as a risk assessment) or develop a key security artifact (such as a system security plan). In contrast to some other sources available in the marketplace, this book is not a compliance checklist for certification and accreditation, although it does describe in detail all of the tasks required to successfully complete the system authorization process. Finally, because it covers information security and privacy topics and considerations for organizations beyond what FISMA requires, readers should find this book a useful reference on many aspects of information security management.
Key Audience
The requirements in FISMA apply to federal executive agencies, so the primary audience for this book includes system owners, IT managers, security officers, risk managers, and other personnel with responsibility for securing, managing, or overseeing federal information systems and the mission functions and business processes those systems support. This group of stakeholders includes contractors, consultants, and service providers that develop, operate, or support information systems on behalf of the government. Many state and local government agencies voluntarily follow some or all aspects of FISMA and associated standards and guidance, and the broad scope and free availability of federal information security guidance make it attractive for use in the private sector too, so the material in this book is also intended for practitioners and managers in these organizations.
FISMA Applicability and Implementation
The applicability of FISMA provisions is based on organization type and on the designation of information systems within each organization. Specifically, FISMA applies only to information systems operated by or on behalf of government organizations in the federal executive branch—the law uses the term agencies to denote these organizations as agencies, where agency is defined as “any executive department, military department, Government corporation, Government controlled corporation, or other establishment in the executive branch of the Government (including the Executive Office of the President), or any independent regulatory agency” [12]. This means that systems used by the Senate and the House of Representatives or by the federal courts are not subject to FISMA and its associated regulations. FISMA covers all federal information systems except National Security Systems, a designation indicating a system’s use involves intelligence activities, cryptologic activities related to national security, military command and control, weapons systems, or mission-critical military or intelligence functions [13]. As noted in Chapter 2, the exclusion from coverage of National Security Systems reflects an assumption that such systems are already subject to information security and privacy protections that meet or exceed those mandated under FISMA. Beyond the definition in the law, NIST provides additional guidance on identifying National Security Systems in Special Publication 800-59 [14]. For systems subject to FISMA, the law assigns separate oversight responsibility to the Secretary of Defense and Director of National Intelligence for Department of Defense and intelligence systems, respectively, and to the Director of the Office of Management and Budget for systems in all other executive agencies.
Implementation Responsibilities
FISMA delegates the authority to prescribe standards and guidelines for federal information systems to the National Institute of Standards and Technology (NIST) and gives the Secretary of Commerce (NIST is a part of the Department of Commerce) the authority to make such standards mandatory [15]. These provisions reiterate NIST’s primary role in developing standards and guidelines for protecting the security and privacy of information in federal information systems, a responsibility first assigned to NIST by the Computer Security Act of 1987 [16]. NIST established the FISMA Implementation Project within its Computer Security Division to support the development of standards and guidelines necessary to implement the law’s provisions, and continues to coordinate development, revision, and issuance of associated federal information processing standards and Special Publications. NIST also entered into a collaborative venture with the Department of Defense, Office of the Director for National Intelligence, and the Committee on National Security Systems (CNSS) to harmonize information security standards and guidelines and risk management practices across the federal government. This effort, called the Joint Task Force Transformation Initiative Interagency Working Group, produced Special Publication 800-39—the flagship document in the NIST 800 Series of Special Publications—and completed major updates to other key guidelines including Special Publications 800-37, 800-53, and 800-53A. The executive commitment from leaders in civilian, defense, and intelligence sectors of the government to the Joint Task Force Transformation Initiative suggests that government-wide risk management and information security and privacy protections will converge in the future to a shared approach consistent with the Risk Management Framework defined in Special Publication 800-37 Revision 1.
FISMA Progress to Date
FISMA requires federal agencies to provide annual reports to Congress summarizing their compliance with the law’s requirements, and to provide information about their information security programs to OMB to support OMB’s oversight of agency information security programs [5]. Annual FISMA reports to Congress provide aggregate and agency-level performance data on different aspects of information security management, with the specific metrics varying from year to year as federal information security priorities and focus areas change. For the first eight years (through fiscal year 2009) following FISMA’s enactment, published security metrics emphasized agency compliance in terms of the proportion of systems in agency FISMA inventories with successful certification and accreditation, implemented and tested contingency plans, and implemented and tested security controls, with compliance scores that peaked in 2008 when all three metrics were over 90% [17]. Beginning after the passage of the Government Information Security Reform Act in 2000 and running through 2007, the House Committee on Government Reform also issued annual “report cards” on computer security in federal government agencies. Between 2003 and 2007, when those report cards were based on FISMA requirements, the government-wide average rose from a “D” in 2003 to a “C” in 2007, suggesting that FISMA produced an improvement in overall government performance on information security. More recent FISMA reports note continued high rates of compliance with the law and emphasize results from new security metrics, introduced in fiscal year 2010, including implementation rates for identity management activities, automated configuration management, and vulnerability monitoring capabilities, encryption on portable computing devices, incident response, and security and awareness training [18]. This apparent general trend of continuous improvement in agency information security programs coincides with a dramatic rise in the number of security incidents reported by federal agencies, which increased more than 750% from 2006 to 2010 [19]. Although some of the reported increase in incidents may be attributed to improved monitoring and awareness efforts, the increasing incidence of security events observed by government agencies and the rise and pervasiveness of cyber attacks and other threats to government networks, systems, and infrastructure drive ongoing efforts in Congress to revise FISMA or enact new legislation to enhance information security for government organizations, particularly through the increased use of continuous monitoring of information systems and automated security reporting [20].
FISMA Provisions
The text of the FISMA legislation enumerates six purposes [21], the first four of which appeared previously in the Government Information Security Reform Act of 2000 [22]:
1. Provide a comprehensive framework for ensuring the effectiveness of information security controls over information resources that support federal operations and assets.
2. Recognize the highly networked nature of the current federal computing environment and provide effective government-wide management and oversight of the related information security risks, including coordination of information security efforts throughout the civilian, national security, and law enforcement communities.
3. Provide for development and maintenance of minimum controls required to protect federal information and information systems.
4. Provide a mechanism for improved oversight of federal agency information security programs.
5. Acknowledge that commercially developed information security products offer advanced, dynamic, robust, and effective information security solutions, reflecting market solutions for the protection of critical information infrastructures important to the national defense and economic security of the nation.
6. Recognize that the selection of specific technical hardware and software information security solutions should be left to individual agencies from among commercially developed products.
The law prescribes requirements for all federal agencies, specifying distinct and overlapping responsibilities at the head-of-agency, Chief Information Officer, and agency information security program levels. At the organization level, agencies must protect their information and information systems with security measures commensurate with the risk the agency faces from potential unauthorized access to or use, disclosure, disruption, modification, or destruction of their information assets. Agencies also must comply with the provisions in the law and integrate information security management with strategic and operational planning processes [23]. In the context of these broad requirements, FISMA assigns the responsibility to each agency Chief Information Officer to [23]:
• Designate a senior agency information security officer (a position in many agencies given the title Chief Information Security Officer).
• Establish an agency information security management program.
• Develop and maintain information security policies, procedures, and controls to address all applicable requirements (including existing statutory obligations separate from FISMA provisions).
• Ensure personnel with information security responsibilities are properly trained and overseen.
• Assist other senior agency officials in fulfilling their responsibilities under the law, including reporting annually to the agency head on the effectiveness of the information security management program.
A large proportion of the NIST standards and guidance to agencies issued since FISMA’s enactment in 2002 corresponds to agency program requirements in the law. Table 1.1 summarizes FISMA requirements for agency information security programs and identifies the primary sources of implementation guidance available to agencies to help them comply with those requirements.
Table 1.1 FISMA Requirements for Agency Information Security Programs and Corresponding Implementation Guidance
Requirement [23] | Sources of Implementation Guidance |
Periodic assessment of risk and magnitude of harm resulting from unauthorized access, use, disclosure, disruption, modification, or destruction of information and information systems | Special Publication 800-30 Revision 1 (draft), Guide for Conducting Risk Assessments |
Risk-based policies and procedures that cost-effectively reduce information security risk to an acceptable level, address information security throughout the life cycle of each information system, and ensure compliance with FISMA requirements | Special Publication 800-39, Managing Information Security Risk: Organization, Mission, and Information System View Special Publication 800-64 Revision 2, Security Considerations in the System Development Life Cycle |
Plans for providing adequate information security for networks, facilities, and information systems | Special Publication 800-18 Revision 1, Guide for Developing Security Plans for Federal Information Systems |
Security awareness training for personnel and contractors using agency information systems | Special Publication 800-50, Building an Information Technology Security Awareness and Training Program |
Periodic testing and evaluation of the effectiveness of information security policies, procedures, and practices | Special Publication 800-53A Revision 1, Guide for Assessing the Security Controls in Federal Information Systems and Organizations Special Publication 800-115, Technical Guide to Information Security Testing and Assessment |
A process for planning, implementing, evaluating, and documenting remedial action to address deficiencies in agency information security policies, procedures, and practices | Special Publication 800-39, Managing Information Security Risk: Organization, Mission, and Information System View |
Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems | |
Procedures for detecting, reporting, and responding to security incidents | Special Publication 800-61 Revision 1, Computer Security Incident Handling Guide |
Plans and procedures to ensure continuity of operations for information systems | Special Publication 800-34 Revision 1, Contingency Planning Guide for Federal Information Systems |
Annual reporting to OMB and Congress on the adequacy and effectiveness of information security policies, procedures, and practices and compliance with FISMA requirements | Annual OMB Memoranda, Reporting Instructions for the Federal Information Security Management Act and Agency Privacy Management |
FISMA also requires annual independent evaluation of each agency information security program, with results reported to OMB; directs agencies to address information security policies, procedures, and practices in reports regarding agency budgets, information resources management, program performance, financial management, and internal accounting and administrative controls; and requires agencies to maintain an inventory of major information systems.
Standards and Guidelines for Federal Information Systems
Separate from requirements directed at federal agencies and their security programs, FISMA establishes standards that apply to federal information systems, which the law defines as information systems “used or operated by an executive agency, by a contractor of an executive agency, or by another organization on behalf of an executive agency” [24]. Within the scope of standards and guidelines FISMA authorizes NIST to prescribe, the law explicitly makes mandatory standards that provide minimum information security requirements and that are needed to improve the security of federal information and information systems [24]. NIST addressed this requirement with FIPS 200, Minimum Security Requirements for Federal Information and Information Systems, which directs agencies to select and implement appropriate security controls described in Special Publication 800-53, Recommended Security Controls for Federal Information Systems and Organizations. Minimum requirements in FISMA for NIST developed standards and guidelines also include [25]:
• Standards for categorizing information and information systems based on risk and corresponding requirements for information security protection (FIPS 199, Standards for Security Categorization of Federal Information and Information Systems).
• Guidelines for types of information and information systems included in each category (Special Publication 800-60 Revision 1, Guide for Mapping Types of Information and Information Systems to Security Categories).
• Guidelines concerning detection and handling of information security incidents (Special Publication 800-61 Revision 1, Computer Security Incident Handling Guide).
• Guidelines for identifying an information system as a National Security System (Special Publication 800-59, Guideline for Identifying an Information System as a National Security System).
Despite the agency requirement to comply with federal information processing standards and obligation to follow guidance in Special Publications, FISMA directs NIST to ensure that its standards and guidelines allow agencies flexibility to choose alternative solutions and approaches to addressing information security risks, permit the use of commercial information security products where applicable, and avoid requiring the use of specific technologies. This flexibility is an essential element of effective risk-based information security management, as it gives agencies the ability to tailor their security programs and implement security controls that satisfy their own security requirements and facilitate compliance with the law.
System Certification and Accreditation
One of the core requirements for federal information systems is certification and accreditation (C&A), a process in which agencies first evaluate the security protections implemented for a system against its security requirements, and then determine if the risk from operating the system is acceptable to the organization. The C&A process, when successfully executed, culminates in system authorization—the decision to accept the risk to the organization from operating the system based upon a determination that the system’s security protections are adequate. Despite the close association between certification and accreditation activities and FISMA, the requirement for agencies to formally authorize their information systems comes not from FISMA, but from OMB Circular A-130. Appendix III of Circular A-130, Security of Federal Automated Information Resources, requires agencies to authorize processing for information systems, taking into account the risk posed to the agency and the security plan and security measures implemented to protect the system [3]. As part of the FISMA Implementation Project, NIST developed new system certification and accreditation guidelines in Special Publication 800-37, replacing a standard developed over 20 years earlier [26]. Certification and accreditation remains a key requirement for newly developed information systems, but C&A processes are now incorporated within the broader set of information security management practices defined in the Risk Management Framework [27].
Strengths and Shortcomings of FISMA
In the years since FISMA went into effect, the implementation guidance to agencies from OMB and NIST has evolved to reflect a greater emphasis on the organization-wide scope of risk management practices and on continuous, ongoing information security management processes, especially with respect to monitoring security controls. Without challenging the validity of the law’s explicit purpose and objectives, the requirements in FISMA and the government’s approach to implementing the law leave open to debate questions about FISMA’s success in improving information security in federal government agencies. Complying with FISMA requirements and implementing the standards and guidelines associated with the law is time and resource intensive, so the government continuously seeks ways to show the effort is worthwhile. Several aspects of security program management and reporting under FISMA present challenges to assessing the law’s effectiveness. OMB substantially changed FISMA reporting requirements beginning in 2010 with the introduction of the online CyberScope tool for agency report submission and continues to revise reporting metrics, frequency, and automation [28]. Aside from the specific FISMA compliance information tracked and reported by agencies, both individual agencies and those with oversight for government information security management often seem to struggle to demonstrate the benefits of the law, leaving agency and government-wide programs open to criticism from Congress, industry, and security practitioners.
There are both positive and negative aspects to FISMA and its implementation in federal agencies. Strengths of the government’s approach to informationsecurity and risk management under the law include its comprehensive scope, risk-based foundation, and flexibility afforded to agencies to tailor their activities to their own risk management priorities and security requirements. The law increased the focus among agencies on information security as a mission-enabling function and critical supporting element of enterprise risk management. It also established formal executive-level agency responsibilities for security management and risk management and raised the visibility of these positions and their relationship to top agency leadership. By tying information security to IT investments and the system development life cycle, FISMA also obligated agencies to more clearly identify and allocate costs associated with security, providing information to support risk-based, cost-effective decisions about security for federal information systems.
The simultaneous improvement in federal information security management measured through FISMA reporting and significant increase in the number, frequency, and variety of security incidents reported by agencies produces conflicting evidence for evaluating the relative effectiveness of the law. One common criticism of the law is its almost exclusive focus on compliance in terms of implementing and configuring controls rather than on measuring the results of those controls once implemented. The government’s shift in emphasis to continuous monitoring—and more importantly, continuous monitoring of threats and vulnerabilities and not just of controls [29]—is a step in the right direction towards assessing the effectiveness of information security practices, but not an approach specified in FISMA legislation. The flexibility in FISMA implementation guidance—reflecting an understanding that every organization has different needs, priorities, and risk tolerance levels—also represents a potential weakness, particularly given the subjective nature of many risk management activities. These characteristics not only make it difficult to apply risk evaluation and response analyses across organizations, but in the absence of strong governance also raise the possibility of differing interpretations and inconsistent application of risk management practices within a single organization. FISMA also constrains effective oversight of information security programs and practices by not including penalties for noncompliance, an omission that stands in contrast to other major security and privacy legislation such as the Health Insurance Portability and Accountability Act (HIPAA), Financial Services Modernization Act, and the Privacy Act [30], all of which provide civil and criminal penalties for violations. The only potential action available to OMB, under authority delegated not by FISMA but by the Clinger-Cohen Act [31], is reducing or restricting funding for information resources requested in agency budgets. An agency failing to adhere to FISMA requirements for its information systems could receive less funding for its IT investments, presumably limiting its ability to develop and operate systems funded by those investments, but any such budgetary reduction might also reduce the agency’s ability to implement security controls.
This book is designed to help agencies use FISMA and the Risk Management Framework to improve the effectiveness of their security programs, processes, and activities. It does not provide evidence to suggest that FISMA provides an optimal approach to information security management, or that FISMA is better or worse than other approaches. Any shortcomings notwithstanding, FISMA remains the primary federal law governing the security of federal information systems, and agencies are required to comply with the law and implement its provisions in the context of their own information security management programs. This book accepts as given the applicability of the law to federal agencies and other relevant organizations and considers FISMA-related standards and implementation guidance and other sources of information for their value in helping organizations establish and maintain effective risk management practices.
Structure and Content
This book cannot hope to provide a substitute for all guidance and information relevant to FISMA and the Risk Management Framework or to obviate the need for system owners, security officers, risk assessors, and others with key roles in information security management to reference official documents. The content presented in this book describes all key processes and activities associated with risk management under FISMA, providing extensive references to source material to help readers navigate the large volume of relevant guidance and requirements. This book is organized in a way that first establishes the appropriate context and offers a foundation for thinking about and executing risk management processes and information security program activities, then describes each of the steps in the Risk Management Framework and provides more detailed explanations of major risk and security management functions, including the preparation of the core deliverables produced in support of system authorization decisions.
Chapters 1 through 5 focus on fundamental aspects of information assurance, risk management, and information systems security as practiced in federal government agencies. This information—reflecting key legislative, regulatory, and policy drivers—provides the background and context for risk management in organizations subject to FISMA, including explanations of government-specific perspectives, points of emphasis, and terminology seen in information security management. Chapters 6 through 9 focus on the NIST Risk Management Framework, as formally defined in Special Publication 800-37 Revision 1 and referenced in current NIST, OMB, and agency standards and guidance used by risk managers, business process owners, system owners, security officers, and other personnel with information security responsibilities. These chapters cover all tasks in the six-step RMF process, presented in the same sequence used in NIST guidance. Chapters 10 through 15 provide detailed guidance on the development of the three primary documents constituting the security authorization package—the system security plan, security assessment report, and plan of action and milestones—and dives deeper into key processes and activities performed across multiple steps of the RMF, including risk management, continuous monitoring, and contingency planning. Chapters 16 and 17 address federal information security management requirements and initiatives beyond the explicit scope of FISMA, to offer readers a more complete view of the set of obligations and expectations applicable to federal agencies of which security management personnel should be aware. A brief summary of each chapter follows.
Chapter 1: Introduction
The introduction (this chapter) presents the purpose and objectives of the book, defines the context of the material, explains the applicability of the material, and identifies the intended audience. The first chapter summarizes FISMA provisions and describes key concepts and processes associated with information security management in federal government organizations. It also explains the structure and content of the book and describes each chapter in brief.
Chapter 2: Federal Information Security Fundamentals
Chapter 2 describes the federal government landscape for information security management, including different types of organizations subject to FISMA and the risk management and information assurance practices those organizations employ. It provides a legislative history of information security management requirements applicable to federal agencies, including the need to authorize federal information systems for processing using formal certification and accreditation processes. The second chapter describes the organizations with primary responsibility for government information security management and the guidance and oversight these organizations provide. It introduces the three-tiered approach to risk management used in NIST guidance and also defines key roles and responsibilities within each agency.
Chapter 3: Thinking About Risk
Chapter 3 covers the discipline of risk management, defining key terms and risk management processes more fully explained in Chapter 13, and positioning information security management as a core component of enterprise risk management. It describes the relationship between risk and other concepts such as trust, distrust, trustworthiness, security, assurance, and uncertainty. It also describes the execution of risk management functions at different levels of the organization and the integration of risk management with security-relevant processes such as system development and system authorization.
Chapter 4: Thinking About Systems
Because FISMA and associated guidance emphasize security of information systems and the information they contain, Chapter 4 defines different types of government systems and presents different perspectives for thinking about and managing systems reflecting emphases on IT investments, enterprise architecture, FISMA requirements, and regulatory compliance. The information in Chapter 4 provides an introduction to key concepts such as major applications, general support systems, and system authorization boundaries that feature prominently in subsequent parts of the book, particularly including Chapters 7 and 10.
Chapter 5: Success Factors
Chapter 5 identifies prerequisites, enablers, and constraints that affect the effectiveness of organizational information security management practices. It highlights necessary resources and organizational and process attributes that, where present, facilitate the consistent, successful execution of Risk Management Framework processes and activities.
Chapter 6: Risk Management Framework Planning and Initiation
Chapter 6 addresses the system-level and organizational activities undertaken to prepare for initiating the six-step RMF process. It emphasizes the importance of careful planning and determining the resources, time, dependencies, and sponsorship or approval involved in an iteration of the Risk Management Framework.
Chapter 7: Risk Management Framework Steps 1 & 2
Chapter 7 describes the tasks and requirements associated with the first two steps of the Risk Management Framework: categorizing the information system and selecting security controls. This material relies heavily on the FIPS 199 standard for security categorization and key NIST guidance including the security control framework and minimum security baselines in Special Publication 800-53.
Chapter 8: Risk Management Framework Steps 3 & 4
Chapter 8 describes the tasks and requirements associated with the third and fourth steps of the Risk Management Framework: implementing security controls and assessing security controls. The requirements in FIPS 199 and FIPS 200 drive these activities, which also extensively leverage the security control framework in Special Publication 800-53 and the security control assessment guidance in Special Publication 800-53A. This chapter introduces several concepts addressed in detail in Chapter 11.
Chapter 9: Risk Management Framework Steps 5 & 6
Chapter 9 describes the tasks and requirements associated with the final two steps of the Risk Management Framework: authorizing information systems and security control monitoring. These steps reference key security documents included in the security authorization package whose development is addressed in detail in Chapters 10–12. Chapter 9 also introduces control monitoring concepts in the RMF context that are the subject of dedicated additional NIST guidance in Special Publication 800-137.
Chapter 10: System Security Plan
Chapter 10 describes the development of the system security plan, the foundational document in the security authorization package and the primary point of reference for security-related information about each federal information system. This chapter includes recommendations on the structure and content expected in system security plans and guidance on security planning contained in Special Publication 800-18.
Chapter 11: Security Assessment Report
Chapter 11 describes the development of the security assessment report, the primary output of the security control assessment process, and a key document in the security authorization package. This chapter incorporates guidance in Special Publication 800-53A on conducting and documenting and analyzing the results of security control assessments, and highlights the use of information in the security assessment report in ongoing information security management.
Chapter 12: Plan of Action and Milestones
Chapter 12 describes the development and maintenance of the plan of action and milestones, a key document in the security authorization package and the location in which system owners and agencies document security weaknesses associated with their information systems and plans for remediating those weaknesses. This chapter explains requirements for and characteristics of plans of action and milestones created at individual information system and at organization-wide levels, and summarizes the internal and external uses of these plans for management, reporting, and oversight.
Chapter 13: Risk Management
Chapter 13 describes the management of risk due to information systems in federal agencies, and highlights the relationship of information security risk to other types of risk relevant for enterprise risk management. This chapter is organized to align with guidance contained in Special Publication 800-39, which defines and overall risk management process comprising risk framing, risk assessment, risk response, and risk monitoring activities. It also describes the key tasks in the risk assessment process, referencing the methodology prescribed in the draft revision of Special Publication 800-30.
Chapter 14: Continuous Monitoring
Chapter 14 describes the process of continuous monitoring, emphasizing system-specific and organizational activities performed as part of ongoing security operations and maintenance for authorized systems. It explains the recent government-wide emphasis on continuous monitoring and incorporates guidance contained in Special Publication 800-137 as well as technical considerations addressed in initial contingency monitoring programs implemented among federal agencies and documented in proposed continuous monitoring reference models.
Chapter 15: Contingency Planning
Chapter 15 describes organizational and system-level contingency planningprocesses, explains the relationship between contingency planning and related activities such as disaster recovery and incident response, and positions contingency planning within the broader scope of agency and federal continuity of operations. This chapter references contingency planning guidance contained in Special Publication 800-34 and other NIST publications, and federal continuity planning requirements specified in HSPD-20, the Federal Continuity Directives, and other sources of national contingency policy.
Chapter 16: Privacy
Chapter 16 describes the legislative, regulatory, and policy requirements prescribing federal agency obligations for protecting the privacy of information under their stewardship, especially with respect to different types of personally identifiable information that may be stored in federal information systems. The scope of Chapter 16 extends well beyond FISMA, the provisions of which emphasize security safeguards that support privacy protection but do not explicitly address privacy. This chapter summarizes requirements from key legislation such as the Privacy Act, and from numerous regulations and OMB memoranda that mandate specific protective measures for various types of information.
Chapter 17: Federal Initiatives
Recognizing that the scope of federal information security management and risk management activities extends well beyond the provisions in FISMA and associated guidance, Chapter 17 briefly summarizes key federal initiatives with significant ramifications for security management in federal government agencies. It includes government-wide programs and drivers for identity and access management, network security, IT governance, and regulatory compliance, as well as aspects of security management receiving special emphasis in the time since FISMA’s enactment.
Relevant Source Material
The primary source for FISMA requirements is the text of the law itself [32]. The full set of NIST Special Publications and Federal Information Processing Standards issued or updated in support of FISMA requirements is extensive. The core guidance documents most relevant to the Risk Management Framework and the processes and activities described in this book include:
• Special Publication 800-39, Managing Information Security Risk: Organization, Mission, and Information System View [9].
• Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems [27].
• Special Publication 800-53 Revision 3, Recommended Security Controls for Federal Information Systems and Organizations [33].
• Special Publication 800-53A Revision 1, Guide for Assessing the Security Controls in Federal Information Systems and Organizations [34].
• Special Publication 800-18 Revision 1, Guide for Developing the Security Plans for Federal Information Systems [35].
• Special Publication 800-137, Information Security Continuous Monitoring for Federal Information Systems and Organizations [29].
These and other NIST Special Publications are available from the NIST Computer Security Division Website, at http://csrc.nist.gov/publications/PubsSPs.html.
Summary
This introductory chapter explained the purpose, objectives, and rationale for this book, its intended uses, and the primary audiences for the information it contains. It described the legislative provisions contained in the Federal Information Security Management Act and summarized concepts and processes associated with information security management in federal government contexts. It also explained the structure and content of the book and offered a brief description of each chapter.
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Chapter 2
Federal Information Security Fundamentals
Information in this chapter:
• Information Security in the Federal Government
• Government Sector-specific Practices
• History of Information Security Legislation and Other Drivers
• Certification and Accreditation Methodologies
• Organizational Roles and Responsibilities
Organizations implement security to protect assets, where an asset is anything of value owned by or under the control of an organization. Assets comprise both tangible property and intangible items or resources, notably including information; the discipline of information security protects information assets from loss or harm. The practices and protective mechanisms organizations put in place to safeguard their information assets vary depending on asset value, the risk of loss or harm associated with organizational assets, and the objectives that information security is intended to achieve. Information security is often defined in terms of the three key objectives of confidentiality, integrity, and availability—sometimes abbreviated as “CIA,” referenced as the “CIA triad,” and represented graphically as a triangle or set of interlocking circles. Although interdependencies certainly exist between security objectives, different organizations place different priorities on confidentiality, integrity, availability, and other information attributes addressed by security. To present information security practices associated with FISMA and related guidance and to understand the way government organizations are expected to conduct information security management, confidentiality, integrity, and availability should be considered both separately and in combination, as reflected in Figure 2.1. The official government definition for information security is “the protection of information and information systems from unauthorized access, use, disclosure, disruption, modification, or destruction in order to provide confidentiality, integrity, and availability” where
• confidentiality is the preservation of “authorized restrictions on information access and disclosure, including means for protecting personal privacy and proprietary information”;
• integrity is “guarding against improper information modification or destruction, and includes ensuring information nonrepudiation and authenticity”; and
• availability ensures “timely and reliable access to and use of information” [1].
Figure 2.1 Information Security Focuses on Protecting the Confidentiality, Integrity, and Availability of Information Assets
In addition to confidentiality, integrity, and availability, information security practices may address other attributes of information assets owned or maintained by an organization, such as information privacy, accuracy, authenticity, utility, value, and possession. Some information security models consider these characteristics distinct from the CIA triad [2], while others (including the Information Assurance Technical Framework [3], the McCumber Cube [4], and other key models developed for use in government domains) describe them as secondary attributes falling within the scope of confidentiality, integrity, or availability. There is no single official definition of privacy used in government contexts, including information security [5], or even in legal and scholarly fields [6], Privacy is sometimes equated with confidentiality, with the connotation that privacy comprises control over the collection, use, and disclosure of information and controlling access to information is within the purview of confidentiality. While confidentiality protection may be required to ensure privacy, maintaining privacy also considers such factors as ownership of information and control of or consent to its use. The substantial attention focused on privacy and wide range of government privacy regulations and requirements—within and distinct from information security management contexts—warrant dedicated treatment of the topic; in this book privacy is addressed in detail in Chapter 16.
Both accuracy and authenticity are often treated as components of integrity, although some definitions of integrity narrower than the one cited above focus only on whether information has been modified without authorization, [7] rather than addressing whether unmodified information is correct, reliable, or comes from a trusted or authoritative source. Utility and value are closely related concepts used to help determine the necessary level of information security protection, where preserving information utility and value is a key outcome sought from security practices. Possession refers to the ability to maintain control of information regardless of the state of other attributes; loss of control may not result in loss of confidentiality, integrity, or availability but is still an outcome organizations want to avoid (for example, the loss or theft of an encrypted backup tape). The security models adopted in civilian, defense, and intelligence domains all represent variations based on the CIA triad, and the material presented in this book reflects the federal government emphasis on confidentiality, integrity, and availability as primary security objectives.
Information Security in the Federal Government
Although information security management practices and legislative drivers like FISMA apply to all federal government agencies, variations in security priorities, policies, areas of emphasis, and even terminology exist among different sectors of the government. FISMA and other information security legislation make a key distinction at the organizational level among federal civilian, defense, and intelligence agencies, and at the information system level between national security systems and all other federal information systems [8]. One notable difference in regulations and guidance issued and practices implemented in military and intelligence domains is the emphasis on information assurance as a concept related to but distinct from information security. In Department of Defense (DoD) and intelligence community (IC) usage, information security refers to the programs, policies, and processes that protect confidentiality, integrity, and availability, while information assurance refers to the security controls or other measures that provide that protection [9]. DoD issues separate instructions to its component agencies regarding information security program management and implementing information assurance, where information security program guidance is directed at agency-level management and information assurance guidance—including certification and accreditation instructions—applies to information systems [10]. In contrast, NIST uses only the term information security in its standards and guidance to agencies, using assurance with a much narrower connotation to refer to the level of confidence agencies and system owners have that implemented system security controls are effective [11]. At the information system level, information security activities prescribed in NIST standards and guidance and information assurance activities in DoD instructions are substantially similar, and distinctions between the two terms may become less important as all government domains move to adopt the common security framework reflected in recent NIST guidance. This book favors the term information security, consistent with its emphasis on FISMA and the Risk Management Framework and the fact that neither the text of the FISMA legislation nor core NIST guidance refers to information assurance in the connotation seen in DoD or IC domains.
Although the CIA triad and related concepts are pervasive in information security management in all types of organizations, information security management in government agencies differs in significant ways from comparable functions in commercial sector organizations. As noted in the introductory chapter, legislative and regulatory requirements for government information security focus on individual information systems and on certifying and accrediting the security of federal information systems before putting them into operation. Information security management standards applicable to all types of organizations—including the International Standards Organization (ISO) 27000 series [12]—have characteristics similar to government standards and guidance in terms of recommended practices, security control frameworks, and grounding in risk management, but do not include formal system authorization. In addition, the historical influence of military requirements for securing classified information resulted in an emphasis on data and system classification or categorization not typically seen in nongovernment contexts. The same influence of military requirements—coupled with the fact that the military sponsored much of the seminal research and development of secure computing models—drives a prioritization in many agencies on protecting confidentiality above all other attributes. Understanding the historical context underlying current agency expectations can help agencies and their system owners identify the drivers for many security requirements and assess the extent to which those drivers align with their own security objectives. In this context, each government agency can more effectively implement information security management practices in ways that are risk-based, cost-effective, and tailored to their organizational requirements.
Brief History of Information Security
Contemporary information security traces its legacy to initial research in computer security conducted during the 1960s, driven by the need to protect classified information in DoD computer systems providing access and shared resources to multiple users. Working from a well-defined context in which users access, store, and process classified information using computer systems, initial research and administrative and technical recommendations focused on robust access control mechanisms and protection against unauthorized disclosure of information [13]. Subsequent information flow control models developed for the military, such as the well-known Bell-LaPadula and Biba multi-level security models, implement mandatory access control policies well suited to environments that use formal classification of information assets, and users. The Bell-LaPadula model [14] assigns classification levels to information objects and the subjects (human or system) that seek access to those objects. Subjects must have a classification level equal to or higher than the objects they view and cannot disclose information to a classification level below their own. These rules—often expressed simply as “no read up” and “no write down”—are intended to prevent the unauthorized disclosure of information, and thus preserve its confidentiality. The Biba model [15] is structurally similar to Bell-LaPadula but is intended to safeguard the integrity of information, rather than its confidentiality. The Biba model assigns integrity classifications to subjects and objects as an indication of reliability or trustworthiness. Subjects must have an integrity level equal to or lower than the objects they view, and cannot write information to an object at a higher integrity level. The Biba rules—sometimes simplified to “no read down” and “no write up”—guard against the corruption or loss of integrity of relatively more trusted information by preventing exposure to less trusted information. Access control is an essential aspect of security relevant to protecting both confidentiality and integrity, but these models are less applicable to commercial or non-military government organizations that favor role-based access control models or other approaches that emphasize authorization based on what a user wants to do or how information will be used. For transactional systems or technology-enabled business processes that place as much or more importance on protecting information integrity as on maintaining confidentiality, government organizations may find different security models more applicable, including those developed outside military or other government domains [16].
The collective lesson learned from working with different early secure computing approaches is that context matters and theoretical models that attempted to provide uniform methods for protecting confidentiality, integrity, and availability without considering contextual factors could not successfully be applied across the diverse range of government information systems. The National Security Telecommunications and Information Systems Security Committee, responsible for information security policy and guidance for national security systems in the federal government, adopted a multi-dimensional information systems security model developed in 1991 by John McCumber and incorporated in official instructions establishing information security training standards [17]. This model addresses confidentiality, integrity, and availability requirements for information in different states (storage, processing, and transmission) from the perspectives of technology, policy and practice, and education, training, and awareness [4]. The separate consideration of confidentiality, integrity, and availability needs of information systems in specific operational contexts remains a central feature of federal security standards and guidance for identifying system security requirements and determining the appropriate controls to satisfy those requirements.
Current procedures for security categorization, control selection, and certification and accreditation used by federal agencies in all sectors share many common aspects introduced in early secure computing models. One key difference between current information security practices and the original models from which those practices derive is the recent emphasis on risk-based decision making. The number and variety of recommended security controls and level of detail provided in implementation guidance for those controls has grown substantially with the development and enhancement of system certification and accreditation process and the application of those processes to a larger number of federal information systems. Where earlier approaches emphasized the application of entire models to every relevant information system [18], even controls included in recommended baselines for meeting minimum security requirements are subject to tailoring based on system scope, the availability of alternative or compensating controls, and organization-specific parameters, including risk tolerance [19]. Although determinations of security control applicability—at individual information system or organization-wide levels—are at the discretion of each organization, government agencies operating in similar sectors or working with particular types of sensitive information often adopt similar approaches to security control selection.
Civilian, Defense, and Intelligence Sector Practices
Information security management programs operate similarly across different government organizations, but differences exist among agencies in each of three primary sectors: civilian, defense, and intelligence. While all government agencies perform many of the same activities—including security categorization; security control selection, implementation, and assessment; certification and accreditation; and operational security monitoring—the policies, procedures, and guidelines for information security vary among the civilian, defense, and intelligence domains. Under authority delegated by FISMA, oversight of agency information security programs and information systems is different in each sector as well—while the Director of OMB oversees executive agencies in general, the Secretary of Defense and Director of Central Intelligence [20] have authority for systems operated by or on behalf of Department of Defense and the Central Intelligence Agency, respectively [21]. Additional government regulations and policies outside the scope of most FISMA provisions govern national security systems, regardless of the agency that operates them. FISMA directs agencies operating or controlling national security systems to implement the separate standards and guidelines that apply to those systems; the multi-agency Committee on National Security Systems is responsible for establishing those standards and guidelines [22]. Key differences among the security management practices in each sector include the primary sources of policies, standards, and guidance for each type of agency, approaches to information classification and security categorization, recommended security control frameworks, and procedures for system certification and accreditation.
Note
Despite language in FISMA requiring agencies operating national security systems to provide “information security protections commensurate with the risk and magnitude of the harm” that would result from a loss of confidentiality, integrity, or availability [23], authoritative federal policy on national security systems does not incorporate risk-based security practices. National Security Directive 42, which establishes national policy for these systems, states, “national security systems shall be secured by such means as are necessary (emphasis added) to prevent compromise, denial, or exploitation,” [24] echoing similar policy language issued several years earlier in National Security Decision Directive 145 for federal systems that process classified information [25]. NSD-42 stresses the importance of maintaining or improving government capabilities to secure national security systems against threats, implying that the primary objective is security, not risk-adjusted security. The policy objectives include effective and efficient use of resources, but there is no consideration of risk anywhere in the directives.
Sources of Guidance
The civilian, defense, and intelligence sectors each have their own primary sources of policies, standards, and guidance on the protection of federal information systems and the information those systems store, process, and make available to authorized users. The Computer Security Act of 1987 assigned responsibility to the National Institute of Standards and Technology for developing standards and guidance to improve the security and privacy of federal computer systems [26], authority reaffirmed in FISMA that makes NIST a government-wide provider of authoritative guidance and the primary source for civilian agencies. In the federal defense sector, the National Security Agency has long developed substantial security technical guidelines and standards, contributing guidance to government-wide programs in all sectors and supporting the establishment of effective security protective measures for federal information systems in general and national security systems in particular. Under authority in FISMA given to the Secretary of Defense to develop and oversee the implementation of security policy, standards, and guidelines, the Department of Defense Chief Information Officer issues a large number of policy and technical directives, regulations, instructions, and manuals governing information security programs and information assurance activities throughout the defense sector [27]. These DoD materials largely apply to FISMA-covered systems, as a separate set of policies, directives, instructions, and standards apply to national security systems, regardless of the agency that operates them. This special class of systems is addressed in guidance from the Committee on National Security Systems (CNSS), which sets government-wide policy, procedures, and standards for national security systems. CNSS members include many civilian agencies in addition to DoD `components and intelligence agencies, with executive oversight for the Committee provided by the Secretary of Defense and managerial and technical leadership provided by the National Security Agency [22]. All agencies responsible for national security systems follow CNSS guidance, but given the large proportion of intelligence community systems designated as such, the CNSS is the primary source of security guidance for intelligence agencies.
Information Classification and Security Categorization
All federal agencies perform some type of information asset categorization to help determine the appropriate security and privacy safeguards to put in place. The general procedure is specified in the mandatory Federal Information Processing Standards Publication 199 (FIPS 199), which directs agencies to evaluate different types of information and the information systems on which those information types reside [28]. This standard applies low, moderate, or high designations to the three core security objectives of confidentiality, integrity, and availability. Security categorization using FIPS 199 results in three-part ratings for each information type and information system. The overall security categorization is the highest individual rating—so for example an information type categorized as low for availability and low for integrity but high for confidentiality would be assigned an overall rating of high. Similarly, an information system’s categorization is always at least as high as the minimum categorization of any of the information types associated with the system. The overall system categorization drives the set of security controls needed to satisfy minimum security requirements.
FIPS 199 applies to federal information systems other than national security systems, but in defense and intelligence sector agencies with information security programs covering both national security systems and less sensitive information systems, agencies and their system owners tend to use the same classification schemes for all systems. In the defense context, system owners assign a mission assurance category (MAC) for each system and a confidentiality level for the information associated with the system. In contrast to the system categorization process in FIPS 199 that considers each security objective first to arrive at the appropriate categorization, defense system owners assign mission assurance categories based on standard definitions, and each MAC level has corresponding integrity and availability levels, listed in Table 2.1. Confidentiality is determined separately, using one of three standard levels: classified, sensitive, or public. The result of using distinct MAC and confidentiality level ratings is nine possible combinations, each of which corresponds to sets of required information assurance controls [29].
Table 2.1 Mission Assurance Categorization Levels [30]
Agencies in the intelligence community use formal data classification schemes similar to the ones used by the Department of Defense, in general applying one of three designations to information—top secret, secret, or confidential—specified in Executive Order 12958, [31] where the classification level is based on the harm or damage that could occur due to unauthorized information disclosure. Concerns over inconsistent classification procedures among intelligence agencies led to a set of recommendations produced in 2008 to establish a standard classification guide for the intelligence community [32]. These recommendations, coupled with the participation of the Office of the Director of National Intelligence and the Committee on National Security Systems on the Joint Task Force Transformation Initiative Interagency Working Group, resulted in new guidance in 2009 from CNSS on security categorization and control selection that largely adopts FIPS 199 and the security control framework specified in NIST Special Publication 800-53 [33]. The CNSS guidance maintains separate ratings for each information type for confidentiality, integrity, and availability, and assigns each information system the highest categorization for each security objective among all of the information types applicable to the system. Because any given system can be assigned one of three impact ratings for confidentiality, integrity, and availability, there are 27 possible security categorizations for systems covered by CNSS policy.
Note
The diversity of information classification approaches used among agencies is not limited to the intelligence community or to highly sensitive information. In a series of executive orders and subsequent guidance the government introduced the standard term controlled unclassified information to refer to all information that does not rise to the level of sensitivity requiring national security classification but nonetheless requires protection from unauthorized disclosure or demands other security and privacy safeguards [34].
Security Controls
Information and systems categorized using FIPS 199 are also subject to FIPS 200, which establishes minimum security requirements for systems based on the impact level assigned in the security categorization process. FIPS 200 directs agencies to implement minimum security requirements for their information systems using the security control framework specified in Special Publication 800-53 [35]. Agencies in all government sectors (as well as commercial organizations) use security control frameworks similar in structure to the one NIST maintains, where individual security controls are organized into functional groups. NIST defines 18 security control “families” comprising 198 individual controls [36]. System owners in the Department of Defense select from among 157 controls organized into eight subject areas [29]. Many public and private sector organizations follow the information security management code of practice described in ISO/IEC 27002, which identifies 133 controls across 11 clauses (categories) that collectively define information security practices relevant to a system or an organization [37]. The selection and implementation of controls necessary to satisfy information system security requirements are core activities in the NIST Risk Management Framework and in alternative system authorization methodologies used in the defense and intelligence sectors.
Certification and Accreditation Process
Appendix III of OMB Circular A-130 requires agencies to authorize processing for federal information systems, including general support systems and major applications. System authorization—accomplished through the use of certification and accreditation process—is a formal, written approval that adequate security protection exists for a system before it becomes operational. Not every system is subject to individual certification and accreditation—OMB defines major applications as those requiring “special attention to security due to the risk and magnitude of the harm resulting from the loss, misuse, or unauthorized access to or modification of the information in the application” [38]. Systems not meeting this standard still require some level of protection, but agencies often incorporate non-major applications within the scope of security protection provided by the general support system in which those applications reside. Agencies certifying and accrediting information systems in the civilian, defense, and intelligence sectors follow different processes, each described in more detail in the Certification and Accreditation section later in this chapter. The core tasks and activities in all of these processes are quite similar, and the different sectors are moving towards a common government-wide methodology through the efforts of the Joint Task Force Transformation Initiative. Based on applicable policies and agencies guidance current as of 2012, civilian agencies follow the certification and accreditation process embedded in the NIST Risk Management Framework, [39] defense agencies follow the DoD Information Assurance Certification and Accreditation Process (DIACAP), [40] and intelligence agencies and others operating national security systems are migrating from the National Information Assurance Certification and Accreditation Process (NIACAP) [41] to the RMF.
Warning
The terms certification and accreditation are widely used in both public sector and commercial information security management, but their meaning differs between government and non-government contexts, and even varies within government usage. In federal information system certification and accreditation process, including the RMF, DIACAP, and NIACAP, certification refers to the evaluation and affirmation of the extent to which the security controls implemented for a system meet the system’s security requirements, in support of an accreditation decision. Accreditation is the formal decision by an authorizing official that a system’s implemented security controls and residual risk are acceptable to the organization and that the system is approved to be put into operation. Beyond the scope of authorizing processing for information systems, certification typically indicates compliance, such as with a specific standard or set of requirements, while accreditation refers to the endorsement of an organization as minimally competent to perform a particular function or serve in a particular capacity. For instance, many organizations seek ISO certification to demonstrate conformance with various standards, including those related to information security such as ISO 27001. Such certifications are granted by accredited registrars or other organizations explicitly approved to serve as certification bodies. Both connotations apply to NIST, whose FISMA Implementation Program issues guidance for conducting certification and accreditation of federal information systems, and whose National Voluntary Laboratory Accreditation Program evaluates and approves many types of laboratories as qualified to certify different products for conformance to applicable standards. It is important to clearly specify the context when referring to certification and accreditation activities to avoid potential confusion when using these terms.
Legislative History of Information Security Management
Although FISMA receives a lot of attention, current statutory requirements for information security management in federal agencies—including many of the provisions included in FISMA—originated in prior legislation dating back to the earliest days of computing in government. The first laws related to computers—or more precisely, to automatic data processing systems—addressed technical services and federal standards and delegated authority to specific government agencies such as the General Services Administration and the National Bureau of Standards (as NIST was known until 1988), but did not explicitly address security and privacy [42]. The Privacy Act of 1974 established security requirements for federal information systems containing identifying information about individual citizens [43], but it did not cover all systems, or even all those containing sensitive information. The Computer Security Act of 1987 amended several earlier laws and statutory provisions to address standards for federal computer systems, extend the scope of the authority given to the National Bureau of Standards to include computer security and privacy standards and guidelines, and require agencies to develop security plans and administer mandatory training to personnel that manage, use, or operate federal systems containing sensitive information [44]. The FISMA provisions giving NIST the responsibility for developing federal information security standards and guidelines, establishing minimum security requirements, and making standards compulsory where deemed necessary all appeared in the Computer Security Act of 1987. Similarly, much of Appendix III of OMB Circular A-130 (which was first published in 1985 and subsequently reissued three times, most recently in 2000) first appeared in 1978 in OMB Circular A-71, Security of Federal Automated Information Systems [45]. Since FISMA’s enactment in 2002, changes in requirements for federal information systems and in key agency responsibilities for security management, operations, and oversight have come not from revised legislation or Congressional action but from OMB, particularly including clarifying the responsibilities for agencies such as NSA and NIST with long-standing roles in government-wide information security activities and newer agencies such as those within the Department of Homeland Security [46]. Members of both houses of Congress regularly introduce new draft legislation seeking to strengthen existing federal information security requirements, often by amending or replacing FISMA, but other matters seem to take priority in the legislature, and as of early 2012, no laws significantly altering FISMA or impacting its key provisions have been passed.
Certification and Accreditation
The requirement to formally authorize information systems for processing is unique to the federal government, although standards and processes for certifying the security of information technology products are widely used in public and private sector environments. Research and recommendations on computer security for federal information systems handling classified information long acknowledged the need for security certification as a prerequisite to authorizing systems for operational use and for recertification when significant changes to systems occur [13]. NIST developed the initial federal standard for certification and accreditation in 1983 to help agencies comply with OMB Circular A-71 [47]. Following a 1996 revision to the information security requirements in Appendix III of OMB Circular A-130, [48] the Department of Defense and National Security Telecommunications and Information Systems Security Committee developed new certification and accreditation processes for military and national security systems, respectively. These were the DoD Information Technology Security Certification and Accreditation Process (DITSCAP) [49], released in late 1997 and replaced by the DIACAP in 2007, and the NIACAP, released in 2000. Prompted by FISMA as well as OMB Circular A-130, NIST also developed updated certification and accreditation guidance, released in 2004, to replace FIPS 102 as the recommended process for federal civilian agency systems [50]. As a product of the Joint Task Force Transformation Initiative, the NIST Risk Management Framework is not only a replacement for the C&A process in the original version of Special Publication 800-37, but has the potential to supersede the DIACAP and the NIACAP to provide a single common approach for all federal information systems, including national security systems [51].
All of the certification and accreditation process used by federal government agencies—including the original FIPS 102 standard developed to address computer security in sensitive automated data processing systems—share many of the same key steps and activities. Each process includes an initial planning or preparation phase, followed by separate certification and accreditation phases and a post-accreditation phase during which recertification may be performed when significant changes occur to the system. The individual tasks and activities common across C&A methodologies include:
• Development of a core set of security documentation assembled and prepared as a formal accreditation package to be used in system authorization decisions;
• System description, providing summary functional and technical information about each system, such as its purpose, architecture, operating environment, intended use within the organization, and security requirements;
• System registration, uniquely identifying each system and the organizational units or personnel responsible for system management, operation, authorization, and oversight;
• Security control selection and implementation, at a minimum satisfying security requirements appropriate for each system’s sensitivity and sufficient to mitigate information security risk to an acceptable level;
• Security evaluation, verifying the implementation and proper configuration of the system and its security controls, including various types of testing and control assessment procedures;
• Formal statements of certification, attesting to authorizing officials that the security requirements for each system are adequately met;
• Official accreditation decisions, declaring the information security risk associated with each system acceptable to the authorizing official and granting the system authority to operate;
• Ongoing monitoring of the system and its environment, to identify changes that may impact the security posture of the system and, if significant enough, may prompt the need for recertification and accreditation.
The most recent versions of certification and accreditation process and related guidance issued to federal agencies also consistently link C&A and other security management activities to phases of the system development life cycle. Revised versions of C&A processes used in different government sectors make SDLC alignment more explicit, a contrast seen between the Risk Management Framework and the C&A process in the previous version of Special Publication 800-37 [39] and between the DIACAP and the previous DITSCAP methodology it replaced [40]. The following sections present, in chronological order, the C&A processes defined for civilian agency, military, and national security systems prior to the release of the Risk Management Framework in 2010, highlighting similarities and identifying individual areas of emphasis associated with their use in each sector. Although official policy statements and long-term strategies indicate convergence by all agencies on the RMF in the future, for many systems agencies in different sectors continue to follow separate methodologies.
FIPS 102
The process originally prescribed in Federal Information Processing Standards Publication 102 (FIPS 102) centers on just three activities: certification, accreditation, and recertification and reaccreditation at least every three years or whenever changes to a system or its environment occur that impact its security posture [52]. The NIST guidelines in FIPS 102 provided reference information, basic process descriptions, and sample content and templates for federal agencies to use in preparing the necessary documentation to complete certification in support of accreditation decisions. The document breaks the certification step down into subordinate activities—planning, data collection, security evaluation, and reporting findings—and describes four evaluation techniques for use in certification: risk analysis; validation, verification, and testing; security safeguard evaluation; and electronic data processing audit [53]. FIPS 102 also identified potential issues associated with certification and accreditation programs in federal agencies, with the intention that the publication would be used by security staff, system developers, and accrediting officials to determine appropriate protection for sensitive computer systems. It included guidance intended for agency executives and business and technical managers on establishing C&A programs to ensure consistent, repeatable application of the process throughout each agency. The FIPS publication itself and additional NIST guidance targeted at system personnel responsible for certification and accreditation [54] served an important educational purpose for technical managers and staff, many of whom were new to C&A and the expectations for compliance with requirements in OMB Circular A-71. FIPS 102 aligned key security activities to high-level phases of the system development life cycle, using three phases (initiation, development, and operations and maintenance) in a somewhat simpler model than the typical five-phase sequential SDLC methodology used in more recent NIST guidance, which includes an implementation phase between development and operations and maintenance, and also defines a disposal phase at the end of the life cycle [55].
DITSCAP
The Department of Defense issued its DoD Information Technology Security Certification and Accreditation Process (DITSCAP) instructions in 1997 to implement information security policy, assign responsibilities to system owners and authorizing officials in DoD component agencies, and prescribe procedures to be followed for “any DoD system that collects, stores, transmits, or processes unclassified or classified information” [49]. The DITSCAP defined a four-step process comprising the phases of definition, verification, validation, and post accreditation. DoD instructions issued to component agencies implementing the DITSCAP identified and described key activities and expected outcomes and deliverables produced during each phase, as shown in Figure 2.2. Definition phase activities establish the mission need for the system, describe the system architecture, environment, and corresponding security requirements, and produce an agreement on the approach for implementing necessary security controls. The definition phase culminates in the development of the initial system security authorization agreement (SSAA)—the documented concurrence on the system security requirements and plans to satisfy them by the system owner and the officials responsible for certifying the system and making the accreditation decision. The SSAA is the primary source of security-related information about the system and is used and updated as necessary in each DITSCAP phase. The verification phase focuses on implementing the controls identified in the SSAA and analyzing the security status of the system during the development lifecycle, using an iterative analysis and review cycle that continues until the system is ready for certification. Validation entails a formal evaluation of the system, including conducting testing or other assessment activities needed to provide evidence to support the system’s certification. The formal certification of the system is an assertion that the system meets designated security requirements and provides a recommendation to the authorizing official to accredit the system. The decision to accredit is a formal declaration that the system as implemented has sufficient security protection in place to bring the risk associated with the system within acceptable levels and is authorized to operate. Post-accreditation activities include routine operations, configuration management, and ongoing compliance to ensure that system operation remains within an acceptable level of risk. Changes to a system or its operating environment that cannot be addressed through normal system operations may trigger a need for recertification and reaccreditation, in which case the process returns to the definition phase for a new C&A iteration.
Figure 2.2 The DITSCAP Involves a Sequential Set of Activities and Intermediate Checkpoints Linked Through Additions or Updates to the System Security Authorization Agreement (SSAA) Occurring in Each Phase [56]
NIACAP
The National Information Assurance Certification and Accreditation Process (NIACAP) instructions published in 2000 by the National Security Telecommunications and Information Systems Security Committee reflected the same four phases and key intra-phase activities as the DITSCAP and used the same language to describe the phases [41]. As illustrated in Figure 2.3, the system security authorization agreement (SSAA) is the central focus of the NIACAP process from a documentation standpoint, creating a binding agreement between those responsible for the system, those evaluating the system’s security and providing certification, and those authorizing the system to operate. The NIACAP documentation provides implementation guidance to comply with government-wide policy requiring all federal government agencies to implement security programs that mandate system certification and accreditation for national security systems [57]. Within a scope covering all national security systems, the NIACAP identifies three different types of accreditation based on the focus of the certification effort: system, site, and type accreditation, the last of which applies to a system that will be deployed to multiple locations. The NIACAP instructions note the expectation that those using the process will integrate C&A activities into their system life cycle processes, but also note that the four C&A phases are independent of life cycle strategies or methodologies agencies may follow [58]. Like the DITSCAP instructions, the NIACAP documentation lists key roles and responsibilities by phase for personnel representing management, security, and user perspectives. Both sets of instructions also provide sample outlines and minimum content requirements for the SSAA, including 18 lettered appendices corresponding to various plans, references, and other documentation typically included with the SSAA in the accreditation package delivered to the authorizing official. The outlines and appendix lists are not identical, but address substantially the same information. The significant extent of process overlap between DITSCAP and NIACAP is understandable given that the Department of Defense occupies the leading management and oversight positions on the Committee on National Security Systems.
Figure 2.3 The Four Phases in the NIACAP Mirror Those in the DITSCAP, with Minor Variations in the Functional Areas of Emphasis Within Each Phase [59]
NIST Special Publication 800-37
Empowered by the additional authority assigned to NIST by FISMA, updating the certification and accreditation process for federal information systems was one of the initial priorities for the FISMA Implementation Project established at NIST in early 2003. The security C&A process defined in Special Publication 800-37 and shown in Figure 2.4 includes four phases nominally similar to the ones used in the DITSCAP and NIACAP, but with significant differences in the set of activities occurring in each phase. Compared to the steps defined in FIPS 102, the NIST C&A process published in 2004 put much greater emphasis on upfront planning and preparation and on post-accreditation monitoring and status reporting in what NIST termed the initiation phase and continuous monitoring phase, respectively [60]. During the first phase (initiation), the system owner characterizes the system, its sensitivity, and the threats and vulnerabilities associated with the system and documents the set of security controls and assessed risk in the system security plan. Initiation also includes communicating the need for system C&A to relevant parties within the organization and planning the schedule and resources required to complete the C&A process. The first phase produces the initial system security plan (SSP), analogous in many ways to the SSAA used in the DITSCAP and NIACAP, including its incorporation of many related plans and artifacts as appendices. The second phase (security certification) comprises two major activities: security control assessment and development and assembly of the accreditation package, which comprises the security assessment report and plan of action and milestones in addition to the SSP and required subordinate documentation and appendices. The third phase (security accreditation) focuses almost exclusively on tasks performed by the authorizing official, including determining the information security risk posed to the organization by the system and whether that risk is acceptable. Once the system is authorized to operate, the fourth phase (continuous monitoring) focuses on typical operational processes such as configuration management and security control monitoring, emphasizing the identification of any changes to the system or its environment that may impact the security posture of the system.
Figure 2.4 The NIST C&A Process Expands Upon Previous Government Guidelines with More Prescriptive Information About Effective Planning and Preparation for Subsequent Phases and Activities and About Continuous Monitoring for Operational Systems After Accreditation [61]
DIACAP
The Department of Defense replaced DITSCAP with the DoD Information Assurance Certification and Accreditation Process (DIACAP) in 2007. The most obvious change in the overall C&A process, shown in Figure 2.5, is the addition of a fifth phase (decommission) and the change in phase names for the first four phases compared to the labels used in the DITSCAP. The DIACAP reflects tighter integration and more direct alignment with the system development life cycle across all phases of the C&A process, as opposed to the DITSCAP’s emphasis on SDLC activities only within the verification phase. Many of the key tasks and activities in the DIACAP parallel the DITSCAP process, although the types of systems to which the process applies differ in the DIACAP, which distinguishes among automated information system applications (stand-alone systems), enclaves, interconnected systems, and outsourced information technology including systems, services, and processes [62]. The DIACAP instructions also position certification and accreditation and the information assurance controls identified and implemented through C&A activities as department-wide processes to be managed at an enterprise level. The DIACAP assigns responsibilities to a much larger group of organizational roles than the DITSCAP, extending from the DoD Chief Information Officer with the broadest organizational oversight to the individual program managers, system managers, information assurance managers, and user representatives associated with each information system. The DIACAP also moves away from a single overarching set of security documentation (the SSAA) towards a logical aggregation of system information and a summary report—the DIACAP package and DIACAP scorecard, respectively—that can be produced at different levels of detail for different purposes or to communicate security information to different audiences. This shift in information presentation and delivery is consistent with the use of information produced throughout the C&A process to support various system management and oversight functions, in contrast to the prior use of the SSAA for accreditation determinations and other narrowly focused security purposes.
Figure 2.5 The DIACAP Revised the Overall Approach to C&A for DoD Systems to Reflect Integration with Standard System Development Life Cycle Phases and to Tailor the Process and Amount and Type of Information Produced to the Type of System Seeking Authorization [63]
NIST Risk Management Framework
The Risk Management Framework (RMF) released by NIST in 2010 as a product of the Joint Task Force Transformation Initiative represented civilian, defense, and intelligence sector perspectives and recast the certification and accreditation process as an end-to-end security life cycle providing a single common government-wide foundation for security management activities. The RMF replaced the prior NIST process with six steps instead of four, as shown in Figure 2.6, dedicating key steps in the process to security activities such as security control selection, implementation, and assessment that were previously addressed as sub-processes within C&A phases. The revised guidance in Special Publication 800-37 Revision 1 de-emphasizes the use of the terms certification and accreditation, in both the title and the body of the document, in which the words appear exactly once, and then only to refer to the previous version of the publication [64]. The document refers instead to system authorization, matching usage in Appendix III of OMB Circular A-130 and connoting a departure from the narrower focus on C&A to new areas of emphasis for the RMF. The RMF features explicit integration with the software development life cycle, identifying the relevant SDLC phase for every task described in each step. Special Publication 800-37 Revision 1 continues to apply primarily to individual information systems, but addresses the role of information security risk management at all layers of the organization and emphasizes the goals of more pervasive monitoring of operational systems and timely provision of key security information to organizational leadership with responsibility for managing risk. The six steps and subordinate tasks in the RMF are described in detail in Chapters 7, 8, and 9.
Figure 2.6 The RMF Adopts a Life Cycle Approach to Security Management, Positioning Activities Formerly Associated Primarily with Certification and Accreditation in the Broader Context of Information Security Risk Management [65]
Joint Task Force Transformation Initiative
The Risk Management Framework described in Special Publication 800-37 Revision 1 and key supporting guidance on security controls and security control assessments in the latest revisions to Special Publications 800-53 and 800-53A reflect the input of agencies in all government sectors through the Joint Task Force Transformation Initiative interagency working group. Through this initiative, NIST collaborated with CNSS, the Department of Defense, and Office of the Director of National Intelligence to develop a common information security framework for all government agencies. The long-term vision for the Risk Management Framework is to provide a single approach for all federal information systems, replacing alternative processes such as the DIACAP and NIACAP. With respect to National Security Systems, in early 2012 CNSS announced its intention to replace the NIACAP and related instructions with a new approach to information assurance risk management following NIST guidance produced by the Joint Task Force Transformation Initiative [66]. Specifically, the policy references Special Publications 800-39, 800-37, 800-53, and 800-53A and CNSS Instruction 1253 (on security categorization and control selection) as the implementation guidance for agencies operating national security systems. Under this policy, the same information security risk management approach will apply to national security systems and to systems covered by FISMA, with the exception of security categorization. Security categorization using CNSS Instruction 1253 is conceptually similar to the approach specified in FIPS 199, but CNSS chose not to adopt the “high water mark” approach to consolidating security categories used in FIPS 199, maintaining separate impact ratings for confidentiality, integrity, and availability [67]. For its part, as of early 2012 the Department of Defense was considering revisions to its DIACAP certification and accreditation instructions that would harmonize relevant DoD information assurance processes with the RMF [68].
Tip
Despite stated intentions by senior officials representing all the organizations participating in the Joint Task Force Transformation Initiative, more than two years after the release of Special Publication 800-37 Revision 1 and over four years since the initiative began many federal agencies continue to follow predecessor C&A processes. This is less surprising in DoD component agencies, where the DIACAP remains the standard, but even when official policy declares a change in methodology, system owners in some agencies may continue to follow deprecated processes. If precedent is any guide, for systems in the process of accreditation or operating under authority granted under a previous C&A process, agencies may offer system owners the option to continue under the same approach for ongoing security management, at least until re-authorization is required [69]. The current emphasis on effective continuous monitoring as an alternative to conventional re-authorization for FISMA systems leaves open the question of how agencies should transition their operational systems to the RMF once adopted.
Organizational Responsibilities
FISMA assigned responsibility for various aspects of information security management, oversight, and implementation guidance to different government agencies. Considering information security management from a government-wide perspective, roles and responsibilities are distributed among many different agencies, at times giving explicit authority to individual agencies but also directing agencies to work cooperatively to achieve common information security objectives. Executive agencies—to which FISMA and its requirements apply—are expected to implement information security programs in compliance with the law and to accept the authority of other agencies to issue implementation guidance or otherwise direct their activities. These obligations include adopting mandatory federal standards and following associated guidance published by NIST, reporting performance metrics and other security-related information to OMB, notifying DHS of security incidents or other events, and adhering to CNSS policies and instructions for any national security systems they operate. Agency leaders, risk managers, security program managers, and system owners need to be aware of key government organizational roles and responsibilities, both to ensure compliance with regulatory requirements and to leverage the expertise offered by these organizations to improve their information security practices and operations.
Office of Management and Budget (OMB)
FISMA gives the Director of OMB responsibility for overseeing the implementation of the law’s provisions in federal civilian agencies, monitoring agency progress and compliance with the law, and reporting to Congress on government-wide results from FISMA implementation. OMB prepares and approves information technology sections of the president’s budget and performs budgetary oversight of agency investments, including those related to information security. OMB issues annual FISMA reporting instructions to agencies, and coordinates the submission of information security and privacy metrics and other FISMA report information through the online CyberScope tool, available to agencies through OMB’s MAX Portal. CyberScope, first launched in 2009 and mandated for agency use beginning in November 2010 [70], is intended to streamline the agency FISMA reporting process by enabling automated data feeds directly from agency security management systems to OMB and offering online forms and document upload capabilities to replace some of the manual document-based submission processes agencies used in the past. OMB also guides agency implementation and compliance with legislative requirements through official circulars and issues memoranda to announce recommended or mandatory actions or provide additional guidance to agencies on satisfying regulatory or policy obligations.
National Institute of Standards and Technology (NIST)
Since the passage of the Computer Security Act of 1987, NIST has primary responsibility for prescribing standards and guidelines for federal information systems (other than national security systems), including standards and guidelines for achieving adequate security protection for those systems. NIST produces Federal Information Processing Standards and Special Publications related to information system security, and leads the Joint Task Force Transformation Initiative interagency working group in the development of a common security framework for all government agencies.
Department of Defense (DoD)
FISMA gives the Secretary of Defense responsibility for implementing the law’s provisions for systems (other than national security systems) operated by the DoD or its component agencies. In this context the DoD performs the same oversight role for DoD systems as OMB performs for civilian agency systems. The Department of Defense also occupies a leading role in the oversight of national security systems, as the Secretary of Defense serves as the executive agent of the CNSS and the DoD has authority (shared with the Office of the Director of National Intelligence) over the operations of the National Security Agency.
Office of the Director of National Intelligence (ODNI)
The Director of National Intelligence leads the intelligence community and has important oversight responsibility for both FISMA-covered systems and national security systems operated by intelligence agencies. FISMA assigned responsibility for implementing the law’s provisions for central intelligence agency systems (other than national security systems) to the Director of Central Intelligence, but that single position was replaced in 2004 with two roles—the Director of National Intelligence and the Director of the Central Intelligence Agency. The ODNI coordinates activities among many intelligence agencies, including agencies organized under the Departments of Homeland Security and Defense, including the NSA. ODNI is also a member of the CNSS, contributing to the development and implementation of policy and guidance for national security systems.
Department of Homeland Security (DHS)
The Department of Homeland Security, created by an act of Congress just three weeks before FISMA became law, did not have any explicit authority under FISMA other than the responsibilities prescribed for executive agencies. DHS subsequently established and assumed management of US-CERT under its National Cyber Security Division, satisfying the FISMA requirement for a federal information security incident center [71]. DHS leads several government-wide information security initiatives and is a member of CNSS, collaborating with civilian, defense, and intelligence sector agencies on developing policies and guidelines for national security systems. Since 2010, DHS has also had primary responsibility for the operational aspects of information security in federal agencies managing systems subject to FISMA. This responsibility includes overseeing the implementation of security policies, standards, and guidance intended to provide adequate security for federal information systems; monitoring agency compliance with FISMA; overseeing and assisting with agency incident response and other security operations; and conducting annual reviews of agency security programs [46].
National Security Agency (NSA)
The NSA, a component of DoD and a member of the intelligence community overseen by the ODNI, provides technical expertise on information security and critical infrastructure protection to all federal agencies, and works closely with DHS and other agencies to implement key government-wide information security initiatives. The NSA also serves as the CNSS Secretariat, providing administrative support to the Committee, coordinating its working groups and other activities, and issuing CNSS guidance.
General Services Administration (GSA)
The General Services Administration provides a variety of services and types of assistance to other government agencies, including acquisition services related to information technology and security. It manages a range of government-wide contracts through which agencies can procure information technology products, solutions, and services, including a blanket purchase agreement awarded to more than a dozen contractors to provide services to agencies related to the Risk Management Framework. The GSA establishes technical requirements for contractors providing information technology solutions to government agencies, including development, implementation, and operation of federal information systems. The GSA also manages and provides government-wide access to shared services including identity, credential, and access management; public key infrastructure; and security assessment, authorization, and monitoring of cloud computing service providers.
Government Accountability Office (GAO)
The GAO is an independent agency that monitors, investigates, and reports to Congress on federal government operations, assessing the programs and the regulatory compliance of executive agencies. The GAO does not establish policy or set its own requirements, but it does interpret statutory requirements in federal legislation and evaluate agency progress in implementing those requirements. GAO reports often highlight weaknesses or deficiencies in agency programs and initiatives, including achievement of (or failure to achieve) milestones or objectives established for mandatory government-wide initiatives. Individual agency or government-wide GAO investigations and associated reports may identify threats, vulnerabilities, sources of risk, or information useful to agency risk managers, IT program managers, and information security personnel.
Congress
Congress establishes many information security requirements for government agencies through legislative action, and also provides oversight for agency compliance with the law through periodic reviews of information submitted by agencies to OMB and reported to Congressional committees, such as the House Committee on Oversight and Government Reform and Senate Committee on Homeland Security and Government Affairs. Congress has the primary authority to revise, augment, or replace FISMA and other federal security laws; newly proposed legislation in recent Congressional sessions sought to amend the law to add stronger oversight, security governance, and compliance requirements, but no changes to FISMA have made it through the legislative process.
Executive Office of the President
Aside from overseeing OMB, the president has substantial authority to declare policy and issue mandatory requirements for agencies in many domains related to information security. The scope of this authority ranges from executive orders issued by the president directing agencies to take specific actions to formal policy declarations in the form of National Security Presidential Directives and Homeland Security Presidential Directives. The president’s Cybersecurity Coordinator also oversees government-wide security strategy and policy development, working in collaboration with OMB and DHS.
Relevant Source Material
Key concepts and legislative and regulatory requirements for information security in federal government organizations derive primarily from statutory language enacted by Congress and official guidance issued by OMB and other authoritative sources. These sources include:
• Federal Information Security Management Act of 2002 [72].
• Information Technology Management Reform Act of 1996 [73].
• Paperwork Reduction Act of 1995 [74].
• Title 44, Chapter 35 of the US Code, Coordination of Federal Information Policy [75].
• Appendix III of OMB Circular A-130, Security of Federal Automated Information Resources [38].
Additional useful sources of information, requirements, and instructions related to information security management and operational concepts include the materials provided by the government agencies or multi-agency organizations that specify policy, issue implementation guidance, and oversee compliance in each government sector. Among these sources are:
• FISMA Implementation Project at NIST:
• http://csrc.nist.gov/groups/SMA/fisma/index.html
• Defense Technical Information Center:
• http://www.dtic.mil/whs/directives/index.html
• Committee on National Security Systems (CNSS):
• http://www.cnss.gov/
Summary
This chapter introduced some of the concepts, security objectives, legislative and regulatory requirements, and sources of guidance to agencies performing information assurance and information security management functions. This material provides historical background on current information security practices and establishes the context in which key risk management activities occur in each sector of the government. Recognizing the central role of system certification and accreditation process in government agencies—before and since FISMA’s enactment—this chapter also described the evolution of C&A processes in the civilian, defense, and intelligence sectors towards the common government-wide approach envisioned for the Risk Management Framework.
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Chapter 3
Thinking About Risk
Information in this chapter:
• Understanding Risk
• Trust, Assurance, and Security
• Risk Associated with Information Systems
• Risk Management Life Cycle
All organizations have some exposure to risk, defined as the potential for loss, damage, injury, or other undesirable outcome resulting from decisions, actions, or events affecting organizational operations. Risk exists because the future cannot be predicted with certainty; organizational plans or strategies regarding future events reflect assumptions, calculations, or estimates about what will occur, but there is always a chance that events will unfold differently than anticipated, potentially with results less favorable than those for which the organization planned. Theories of risk in organizational management, sociology, economics, political science, and other fields differ in the way they characterize risk, but scholars and practitioners tend to agree on the point that no individual or organizational behavior is free of risk [1]. Contrary to economic and mathematical models that assume decision-makers possess complete information, contemporary theories of organizational behavior propose that organizations operate in environments subject to both anticipated and unexpected changes and that organizational leaders must by necessity make decisions based on incomplete information [2]. The inability to predict future outcomes with precision and the uncertainty inherent in the environments in which organizations operate results in risk. The persistent presence of risk makes it essential for organizations to develop the capabilities and procedures necessary for managing risk. This chapter identifies aspects of risk applicable to all types of organizations and highlights key considerations for risk management from the perspective of federal government organizations. The information presented in this chapter provides an overview of risk and highlights the importance of effective risk management, introducing the core processes used to manage information security-related risk. A more detailed description of information security risk assessment procedures and other risk management practices prescribed in Special Publication 800-39 [3] appears in Chapter 13.
Understanding Risk
The primary purposes of information security management include preventing loss or damage to organizational assets and minimizing the extent of adverse impacts when they cannot be prevented; in this respect information security management is a mechanism for managing risk. Similarly, organizational strategic planning, investment decision-making, and operational management all consider potential sources of risk and seek to manage that risk in a manner that consistently maintains risk at or below the level the organization is willing to accept. The Risk Management Framework and risk management processes NIST defines in Special Publication 800-39, provide comprehensive guidance on managing risk associated with information systems and the environments in which those systems operate. This guidance complements other risk management practices and activities that organizations may employ as part of enterprise-wide risk management programs. Although the scope of the RMF and NIST guidance to agencies is explicitly limited to managing information security-related risk, system owners and others responsible for managing or operating information systems should be aware of all types of risk applicable to their organizations and understand how information security-related risk relates to other types of risk. Effective organizational risk management depends on a thorough and accurate understanding of risk, including organizational processes for identifying, measuring, and responding to risk.
Key Concepts
While most basic definitions characterize risk as the chance or possibility of loss or other adverse consequences, in management contexts conceptions of risk include dimensions of both frequency and magnitude [4]. The International Organization for Standardization (ISO) defines risk simply as “effect of uncertainty on objectives,” but notes the common expression of risk in terms of the likelihood of occurrence of event and resulting consequences [5]. In its guidance to federal agencies NIST uses the same concepts, using the terms likelihood of occurrence and impact, and adopts the definition of risk provided by the Committee on National Security Systems (CNSS): “A measure of the extent to which an entity is threatened by a potential circumstance or event,” calculated as a function the adverse impacts to an entity and the likelihood of occurrence [6]. Such definitions apply broadly to any type of risk. In practice many organizations and sources of guidance categorize risk into multiple types based on the operational aspects or management objectives to which risk applies or the level of the organization responsible for managing risk. Information technology or information security risk is distinguished from general business risk or other more specific types by the relevant threat sources and the nature of the anticipated impacts, where information security risk reflects impacts to an organization from the loss of confidentiality, integrity, or availability of information or information systems.
Note
Although risk management strategy in public and private sector organizations often focuses on anticipating and responding to risk resulting in negative consequences, uncertain future outcomes include events with both positive and negative impacts. Financial or investment risk models incorporate the idea of upside risk, in which actual outcomes differ from expectations to the benefit of the organization. The potential for positive outcomes in excess of organizational predictions can represent a strategic or tactical opportunity that helps organizational leaders justify a particular decision or course of action. In the government sector, while the potential for especially favorable outcomes is considered within the scope of enterprise risk management, the emphasis in risk management as practiced in federal agencies is on anticipating and controlling adverse impacts.
Measuring Risk
Organizations typically describe risk magnitude as an estimated value of loss or reduction in operational capability, such as the cost to the organization in dollars, decrease in production of services or other outputs, or time delay in execution of mission functions or business processes. Risk magnitude is not always easy to quantify, so organizations sometimes also assign relative risk values—such as “high,” “medium,” and “low”—that may not yield precise information about a given risk but enable the comparison of risk from different sources. Similarly, the frequency or likelihood of occurrence associated with risk may be expressed as a quantitative or qualitative probability, reflecting the chance that a threat, adverse event, or undesirable outcome will occur. The choice of quantitative or qualitative forms of risk expression depends in part on the accuracy, completeness, and specificity of the information available for use in risk identification and assessment activities and the reliability of that information [7]. Consistent risk measurement facilitates the evaluation and prioritization of risk at an organization-wide level, so some organizations choose to normalize all risk estimates—whether produced using quantitative or qualitative methods—using a standard rating scale. Given the difficulty associated with performing quantitative risk assessments for some types of risk, many organizations favor qualitative or semi-quantitative risk rating scales, such as those offered by NIST in its guidance on conducting risk assessments [8]. Both of these NIST risk rating approaches include five risk levels, using the same scale as those recommended for measuring likelihood of occurrence and impact—qualitative values are “very low,” “low,” “moderate,” “high,” and “very high,” each with a corresponding numerical range for semi-quantitative measurement.
Certainty, Uncertainty, and Probability
Risk management decision-making relies on risk determinations produced through the supporting processes of risk identification and assessment. Organizations need to consider the accuracy and confidence level associated with risk determinations as well as the extent to which risk determinations reflect the complete set of outcomes that could occur. Decision-making is the easiest for risk supported by complete information, including a comprehensive understanding of the possible outcomes and the probability associated with each. When operating under certainty, organizational leaders can objectively compare each outcome and alternative courses of action and make a clear risk-based decision about the preferred choice for the organization. Conditions of certainty are rare in risk management, particularly with respect to information security risk sources where the rapid pace of technological change and frequent emergence of new threats and zero-day exploits make it infeasible to identify all possible events and potential adverse outcomes. Even organizations practicing comprehensive risk management need to work under the assumption that the information supporting their determinations of risk is incomplete and that they may not be aware of all potential sources of risk relevant to the organization. Some theories of risk management and organizational behavior distinguish between risk and uncertainty based on an organization’s ability to assign a probability to each possible outcome. From this perspective organizational risk is the set of all outcomes with calculable frequency distributions, while uncertainty exists either when probabilities cannot be determined for different outcomes or when the set of all possible outcomes is unknown [9].
In many established risk management models, including those contained in international standards [10] and in NIST guidance, uncertainty due to incomplete information about the likelihood or impact of an event or its consequences is a contributing factor to risk and, more importantly, to organizational risk management decisions. Organizations need to understand the uncertainty associated with risk determinations to make properly informed risk-based decisions. Organizations may define their risk tolerance—an essential criterion in all risk-based decisions—not just in terms of the relative level of risk they are willing to accept, but also in terms of how much uncertainty they can accommodate in risk determinations. Where risk tolerance is usually expressed in terms of qualitative risk levels, tolerance for uncertainty may be stated in terms of the confidence afforded by the quality, completeness, and integrity of the information used to determine risk. Organizational decision-makers should acknowledge the uncertainty inherent in managing many types of risk and incorporate practices for responding to risk in the face of uncertainty in their risk management strategies.
Assurance
Organizations need to have confidence in the information and processes underlying management of all types of risk. With respect to managing risk associated with operating and maintaining information systems, organizations need to have an appropriate level of confidence that the security measures implemented to protect information systems are effective in achieving their security objectives and in providing adequate security for information assets. In information security management, the level of confidence in the effectiveness of security controls is called assurance. Assurance helps organizations determine the level of trustworthiness attributable to information systems and the organizations that operate them and therefore influences the risk determination associated with those systems and organizations, as higher levels of trustworthiness correlate to lower levels of some types of risk [11,12]. Assurance is based on evidence presented to decision-makers, often as the result of assessments, audits, or other types of evaluations conducted on various aspects of organizational operations.
Organizations often perform their own evidence-gathering activities, directly or through the use of independent auditors or assessors. With respect to hardware, software, infrastructure, or services acquired from external vendors, contractors, or service providers, assurance may also be based on evidence produced by organizations that conduct external testing or certification on technology products or service providers. Examples of testing and security certification programs include the Common Criteria Evaluation and Validation Scheme for IT Security (CCEVS) administered by the National Information Assurance Partnership (NIAP) and the third-party assessment of cloud computing service providers under the Federal Risk and Authorization Management Program (FedRAMP). Both of these programs are described in Chapter 17.
Note
In the information security management context assurance evidence often comes in the form of information system or operational testing results, security control assessments, continuous monitoring data, or certifications provided by accredited third parties. The concept of assurance applies in many domains other than information technology and is relevant to risk determinations for types of risk beyond information security risk. Both public and private sector organizations are subject to periodic audits, reviews, or assessments of their financial management and accounting practices, program management performance, safety, regulatory compliance, or other operational characteristics in addition to the effectiveness of the information security and privacy controls. The evidence produced as a result of such evaluations informs risk management decisions made by organizational leaders and external authorities with regulatory oversight or other supervisory responsibilities.
Types of Risk
The scope of enterprise risk management covers all organizational aspects for which adverse events have the potential to affect the organization’s ability to achieve its objectives. While Risk Management Frameworks often provide risk classification schemes categorizing different types of risk, the fundamental processes used to manage risk tend to be the same regardless of risk type and include risk strategy, risk identification, risk assessment, risk monitoring, and risk response [13]. A key distinction in many models exists between information technology or information system-related risk and various types of business or operational risk, particularly including financial risk. NIST acknowledges many kinds of risk in addition to information security risk and emphasizes the complexity inherent in enterprise risk management [14], but identifies only threat sources relevant to information security risk and does not explicitly correlate information security risk to any of the other types federal government organizations may face. Considering information security risk in isolation may help system owners focus appropriate attention on the most directly relevant sources of risk associated with their information systems, but agencies and their system owners also need to understand how other types of risk can impact information security risk and how information security risks—when realized—affect other types of risk. Figure 3.1 illustrates types of organizational risk subject to enterprise risk management, all of which have some relationship to information security risk.
Figure 3.1 Although Responsibility for Managing Risk Often Focuses on Just One or a Few Types of Risk, Risk Managers Need Some Understanding of the Many Different Kinds of Risk Their Organizations Face and the Role of Their Risk Management Activities in the Broader Scope of Organizational Risk Management
The federal government has no comprehensive risk management guidance or single enterprise Risk Management Framework applicable to all types of risk. While NIST’s Risk Management Framework addresses information security risk and the Government Accountability Office developed a separate Risk Management Framework focused on critical infrastructure protection and homeland security [15], government agencies often look to external sources of guidance on enterprise risk management. Relevant sources include guidance from the International Organization for Standardization (ISO), including ISO/IEC 31000 and related standards on risk management principles, practices, and assessment methods [16] and the enterprise Risk Management Framework produced by the Committee on Sponsoring Organizations of the Treadway Commission (COSO) [17]. In contrast to US government produced alternatives, these frameworks adopt an integrated risk management perspective spanning all types of risk, all levels of an organization, and multiple types of organizational objectives. These models do not enumerate specific types of risk, recognizing that different kinds of organizations or organizations in different sectors may use specific risk categorization schemes and associated risk management techniques. Risk management applies to strategic and operational objectives and, for organizations in sectors subject to oversight or regulatory requirements, also supports reporting and compliance objectives. Many sources of guidance identify similar core processes within overall Risk Management Frameworks, including the establishment of risk management context and associated objectives, risk assessment, risk response, risk monitoring, and internal and external communications [18]. Identifying different contexts that enterprise risk management addresses can facilitate the selection of more specific standards and guidance for different types of risk and the effective allocation of risk management resources at each level of the organization.
Information Security Risk
Information security risk comprises the impacts to an organization and its stakeholders that could occur due to the threats and vulnerabilities associated with the operation and use of information systems and the environments in which those systems operate. The primary means of mitigating information security-related risk is through the selection, implementation, maintenance, and continuous monitoring of preventive, detective, and corrective security controls to protect information assets from compromise or to limit the damage to the organization should a compromise occur. Information security risk overlaps with many other types of risk in terms of the kinds of impact that might result from the occurrence of a security-related incident. It is also influenced by factors attributed to other categories of risk, including strategic, budgetary, program management, investment, political, legal, reputation, supply chain, and compliance risk.
Budgetary Risk
Budgetary risk refers both to the risk implicit in organizational budgets and the uncertainty federal agencies face regarding whether budget allocations approved by Congress match the funding they request. The federal government budget planning cycle focuses 12–18 months in the future (for example, the budget formulation process that occurred between March and September 2012 developed funding requests for the 2014 fiscal year beginning October 1, 2013). An agency’s ability to execute its plans and implement and operate its programs depends on budget authorization, so when faced with budget shortfalls due to unanticipated reductions in requested funds, continuing resolutions, or other reasons, agencies may need to adjust their priorities based on the resources available. This is true for funding to support security programs and capabilities just as it is for other operational functions. Agencies develop IT security portfolios as part of their budget requests, in which they report prior year and anticipated future costs for security tools in eight different categories as well as costs for Risk Management Framework implementation, required annual FISMA testing, penetration testing, and security awareness and training [19]. Funding sufficient to cover costs expected to be incurred in the budgeted fiscal year is not guaranteed, so agencies should prioritize their security spending and resource allocations and develop potential responses should the funding appropriated fall short of expectations. Funding shortfalls are not the only type of outcome associated with budgetary risk for information security, as the emergence of significant new threats, occurrences of security incidents, or changes in policy may result in additional funding allocations to agencies beyond the levels requested in agency budget requests [20].
Investment Risk
Investment decisions made by organizations typically consider the cost of a given investment and compare the direct or indirect cost with the benefits anticipated or other factors justifying the investment. Organizations use a variety of justification methods to support investment decisions, including strategic alignment, mission criticality, and regulatory compliance or economic calculations such as return on investment, net present value, or cost-benefit analysis. Investment risk stems from the possibility that investments the organization makes do not produce the anticipated results. Because organizations—including government agencies—operate under resource constraints that limit the number and size of investments they can make, investment decisions typically require prioritization or trade-offs among multiple alternatives, so investment risk typically includes the results from investments organizations make as well as the opportunity cost associated with not making other investments. As noted in Chapter 5, agencies may use multiple approaches to justify their security investments, including compliance requirements, economic benefits, and performance improvements. To the extent that agency security investments produce results different from what was anticipated in business cases or other forms of investment justification, security program officials and investment owners may need to provide alternative or more extensive information to justify future investments.
Legal Risk
Legal risk applies to any aspect of an organization subject to legislative or regulatory requirements and includes issues or incidents that result in failure to comply with regulations, breach of contract, statutory penalties, or other forms of legal liability. While FISMA includes no direct penalties for failing to comply with its provisions, the potential impact to agencies from security incidents such as data breaches includes the imposition of civil and even criminal penalties. Legal risk is also related to budgetary, investment, political, and reputation risk, as the occurrence of events associated with legal risk may subject an organization to higher levels of scrutiny and require corrective action to restore confidence in the organization’s ability to conduct operations in compliance with legal or regulatory requirements.
Political Risk
Compared to their private sector counterparts, government agencies have relatively little freedom to significantly alter their missions or to commit significant budgetary or other resources without approval from executive and legislative branch authorities. The external authorizing environment for most federal executive agencies includes Congress, which must enact annual legislation to allocate funding for agency programs and operational expenditures. As evidenced by Congressional budget debates in recent years and the repeated need to rely on continuing resolutions to keep the government operating, significant disagreement exists within the legislature regarding the most appropriate use of federal funds and the priorities assigned to government programs. The inability for agencies to accurately predict how Congress will behave, what new legislation will be enacted, or when annual budget appropriations will be determined and made available are all aspects of political risk. Beyond the clear financial implications of political risk, agencies’ efforts to plan to satisfy compliance requirements or other obligations are hindered by political uncertainty such as proposed but not-yet-enacted legislation that would impose new requirements. For example, draft cyber security legislation introduced in recent Congressional sessions would, if passed, expand current FISMA provisions in the areas of continuous monitoring and federal oversight of agency security programs [21] and require new levels of information sharing with private sector organizations responsible for managing elements of critical infrastructure [22].
Program Management Risk
Program management risk shares some characteristics with budgetary and investment risk, but with an emphasis on the ability of agency programs to achieve their intended outcomes, and do so in accordance with projected costs and within timelines established as part of initial program funding and implementation and ongoing program planning. Large-scale or high-visibility federal programs are often subject to earned value management (EVM), a formal program performance measurement and tracking approach that requires program managers to establish cost and schedule baselines and to track variance between the projected baseline and actual costs incurred and time required to perform program activities. Since mid-2009 the Office of Management and Budget has published cost and schedule performance data for investments included in federal agency IT portfolios online on the Federal IT Dashboard website [23]. Programs with significant variations in cost or schedule performance may be subject to corrective action or even cancellation, particularly if cost overruns or delays persist.
Reputation Risk
The occurrence of events that occur associated with many types of risk may also result in damage to an organization’s reputation, with potential impacts including bad publicity, destruction of public trust, or loss of confidence in the organization’s ability to perform its operational functions or successfully execute its mission. Many threats and other kinds of events produce reputation risk, including those applicable to the operation and use of information systems. Individuals and organizations may be less willing to interact with agencies suffering intentional or accidental data breaches, falling victim to cyber attacks, or otherwise failing to demonstrate adequate security and privacy protection for information assets under their management or control. Although no practical alternative exists for many types of government services delivered by government agencies, an agency often must devote additional resources to recover from reputation damage and conduct normal operations in situations where constituents or stakeholders have reduced confidence in the agency.
Safety Risk
Safety risk relates to outcomes from incidents or events that cause injury to people or damage to property and is a central element in many aspects of continuity planning, including contingency planning, disaster recovery, and emergency preparedness and response. Although loss or harm associated with safety risk typically involves financial cost, management of safety risk often emphasizes preventive or reactive measures that seek to limit injury to individuals, loss of life, and destruction of property.
Strategic Risk
Strategic risk results from making the wrong strategic decisions, derived from the uncertainty associated with strategic planning, setting organizational goals and objectives, and efforts aimed at achieving strategic outcomes. Because justifying budget formulation and investment decisions typically requires alignment with strategic goals and objectives, agency strategic planning strongly influences budgetary and investment risk. Strategies based on flawed assumptions or misunderstanding of the internal and external environment in which the organization operates expose agencies to strategic risk. From an information resources management perspective, strategic decisions include choices to establish hardware, software, or infrastructure standards for enterprise-wide adoption, initiatives to modernize or replace major information systems, or changes in system or service operations to the use of external service providers. As with any risk-based decision, agencies mitigate strategic risk by developing as thorough an understanding as possible of the range of positive and negative outcomes that could occur, to provide decision-makers sufficient confidence in the information on which they base strategic decisions.
Supply Chain Risk
Modern organizations rely on an often large and diverse number of suppliers—of products and services, materials, equipment, and information—to support execution of mission functions and business processes and routine operations. Supply chain risk corresponds to the potential disruption or unavailability of necessary resources provided through external sources and the resulting disruption to business operations. Where agency operations depend on specialized resources or minimum service levels, federal agencies often establish detailed contracts or service level agreements prescribing supplier obligations and responsibilities and specifying penalties or other remedies to compensate the government if suppliers cannot meet their obligations. For the provision of critical supporting services such as telecommunications and network services, the federal government emphasizes the use of government-wide acquisition contracts (such as Networx, a program described in Chapter 17) awarded to a small number of vendors selected in part due to the high degree of confidence the government has in the vendors’ ability to reliably and consistently provide the relevant services. NIST is developing guidance for federal agencies on the management of supply chain risk in an Interagency Report [24] intended to complement other guidance focused on federal information systems.
Organizational Risk
Because different types of risk can impact operational, tactical, and strategic aspects of individual business units or entire organizations and effective risk management often requires visibility into multiple parts of the organization and coordination of many different resources, risk must be managed at the organizational level. Enterprise risk management comprises all types of risk managed at all levels of the organization, making it an essential strategic management function in both public and private sector organizations [25]. The specific set of functions, personnel, and other resources allocated to enterprise risk management varies depending on the size and complexity of an organization and the maturity of its risk management approach. Organizational components integrated in COSO’s framework for enterprise risk management include [17]:
• The internal environment, which comprises the organizational culture and risk management perspective for the organization, influencing both risk management strategy and risk tolerance.
• Strategic goals and objectives, which must be stated clearly in order for organizations to identify potential events affecting their achievement.
• Identification of internal and external events with the potential to positively or negatively impact the achievement of an organization’s objectives.
• Assessment of risk, considering likelihood and impact, to support selection of appropriate risk responses or other approaches to managing risk.
• The selection of risk responses—avoidance, acceptance, mitigation, sharing, or transference, alone or in combination—and development of a course of action consistent with the nature of the risk and with the organizational risk tolerance.
• Establishment and implementation of policies and procedures and other control mechanisms sufficient to ensure that risk responses are executed as planned.
• Information sharing and communication at all levels of the organization to enable all risk management stakeholders to carry out their responsibilities.
• Monitoring all relevant types and sources of organizational risk through ongoing operational management activities, purpose-specific evaluations, automated monitoring and reporting capabilities, or other means preferred by the organization.
The importance of managing risk at an organizational level applies equally to managing information security risk and other types of risk, particularly in light of the interdependencies among categories of risk relevant to government organizations. NIST asserts this point explicitly with respect to managing information security risk: “The complex relationships among missions, mission/business processes, and the information systems supporting those missions/processes require an integrated, organization-wide view for managing risk” [26]. Chapter 13 describes the set of organization-level risk management expectations and responsibilities, as well as those applicable to the mission and business process and information systems levels of the organization. This section highlights two essential functions of organizational risk management—establishing the organizational risk strategy and determining and communicating the organization’s level of risk tolerance.
Risk Strategy
The risk management strategy reflects the organization’s view of how it intends to manage risk—potentially of all types but at least within a discrete category of risk—including policies, procedures, and standards to be used to identify, assess, respond to, monitor, and govern risk. The strategy specifies strategic planning assumptions, constraints, decision-making criteria, and other factors influencing risk management in the organization, including context-specific and overall articulations of organizational risk tolerance. Risk management strategy identifies senior leaders and other stakeholders with significant decision-making authority and, in the context of describing risk governance, should clearly describe the information flows and decision-making processes related to risk management. Following NIST guidance to agencies in Special Publication 800-39, comprehensive organizational strategies for managing the risk associated with agency information systems include clear expression of risk tolerance, preferred or endorsed methodologies for risk assessment, primary risk response alternatives, descriptions of risk-based decision criteria and decision-making processes, and organizational approaches for monitoring risk [27]. The development and implementation of the organizational risk strategy is assumed in NIST guidance to be the responsibility of the risk executive (whether that role corresponds to an individual, a group, or an organizational function).
Risk Tolerance
Risk tolerance is a measure of the level of risk an organization is willing to accept, expressed in either qualitative or quantitative terms and used as a key criterion when making risk-based decisions. Organizations sometimes assign different risk tolerance levels to different types of risk, but if organizations use consistent risk rating or measurement scales, then the same risk tolerance level should apply regardless of the type of risk or its source. Risk tolerance—also sometimes called risk appetite [17] or risk propensity [28]—varies widely among organizations based on many factors, including the relative risk sensitivity of risk managers and other organizational leaders, the organization’s mission, and the nature of its assets, resources, and the operational processes they support. In information security or any other risk management domain, risk managers make decisions based not on the total risk potentially faced by the organization, but on the risk that remains after risk mitigation or other measures intended to reduce risk have been put in place. This remaining risk is termed residual risk and, as illustrated in Figure 3.2, the organizational risk tolerance determines the acceptable level of residual risk, meaning that two or more organizations with different risk tolerances may respond differently to the same risk determination. When the residual risk relevant to a given decision exceeds the risk tolerance, the organization may choose to take additional action to reduce risk or it may opt not to go forward with the risk at the level determined. For organizations seeking consistent risk management, it is essential to both accurately determine risk tolerance and communicate the tolerance level to risk managers and relevant decision-makers throughout the organization.
Figure 3.2 The Risk Level is Determined by Considering Total Risk and the Risk Mitigation or Other Risk-Reducing Actions Taken By the Organization to Arrive at Residual Risk—the Risk That Remains When All Chosen Mitigating Responses are Implemented
Risk Executive
NIST envisions the risk executive as a key leadership role established to give organizations an enterprise-wide perspective on risk management. Whether the risk executive function represents an individual or group dedicated to risk management responsibilities or one of many responsibilities shared among agency executives, the risk executive provides a focal point with which risk management stakeholders can communicate and from which they can receive relevant information about the organization’s risk management strategy or operational risk management processes. Roles and responsibilities assigned to the risk executive function in the Risk Management Framework and other NIST guidance neither require nor presume a specific or consistent place within the organizational management hierarchy for a risk executive [29]. In many federal organizations, the head of agency has ultimate authority for making decisions regarding organizational risk, but risk-based decision-making occurs at multiple levels throughout an organization and risk management authority is often delegated to multiple leaders based on different categories of risk faced by the organization or on which parts of the organization would most likely be affected by adverse impacts. Risk executives expected to manage risk across multiple types need sufficient domain expertise, risk management experience, and knowledge of the organization’s strategic goals and objectives, risk tolerance levels, and decision-making criteria to be able to validate the results of risk assessments or other analyses presented in support of risk-based decisions.
Tip
Establishing the risk executive function as a shared responsibility across multiple organizational leaders can help federal government agencies to ensure that risk-based decisions reflect the appropriate depth and breadth of organizational knowledge and strategic and operational priorities. Enterprise risk management nominally falls under the responsibility of the most senior leaders in an agency, up to and including the head of agency. In cabinet departments and other large agencies, political appointees often occupy the top executive positions, while leaders responsible for core mission or administrative functions may instead be career civil servants [30]. In situations where the executives with the official authority for making decisions about risk do not have the benefit of significant experience working in the organization, agencies may find it more effective to manage risk by sharing risk executive responsibilities among senior management personnel with direct knowledge of the operations potentially impacted by different types of risk.
Trust, Assurance, and Security
Because risk management is largely concerned with mitigating or reducing risk to an acceptable level, organizations have a vested interest in identifying factors that facilitate this aspect of risk management. Trust, assurance, and security are related but distinct concepts that share a common attribute in their potential ability to mitigate risk. Trust is often defined in scholarly and management literature as a willingness to take risk when making decisions that could result in both favorable and unfavorable outcomes [31]. Just as risk is associated with uncertainty rather than certainty, any business decision the results of which are completely and accurately predictable has no need for trust. Trust is a relational attribute that applies between individuals or organizations, although in the case of organizations the decision to trust is also made by individuals, whose authority presumably includes representing the interests of their organizations. For a given situation involving risk, the existence of higher levels of trust serves either to reduce the perceived risk by reducing the likelihood that adverse consequences will occur or raises the risk tolerance to make higher levels of risk acceptable. Similarly, in decisions regarding high levels of risk, organizations may require greater levels of trust or evidence of assurance than for decisions associated with relatively lower levels of risk [32].
Trust and Trustworthiness
In common usage, the term trust is often used interchangeably with trustworthiness, including when referring to information technology and information security, where many management models and standards address “trusted” computer systems. There is an important distinction regarding trust and trustworthiness in this context, as trust is a cognitive, emotional, or behavioral perspective and trustworthiness similarly embodies behavioral expectations and intentions. From this perspective it is inaccurate to say that an information system can trust, or to denote an information system as trustworthy in the sense of expectations about its intentions. References to trust in or between information systems usually connote confidence, reliability, or predictability, in the sense that different information systems can be evaluated and even certified to demonstrate that they consistently perform as expected for the purpose for which an organization intends to use them. Evidence that organizations have implemented appropriate management, operational, and technical controls for their information systems and that those controls are effective increases the confidence—the level of assurance—associated with the use of those information systems.
Warning
While a comprehensive theoretical or semantic analysis of trust and associated concepts is beyond the scope of this book, it is important when discussing trust that organizational leaders, risk managers, and information system owners are clear about what it means for the organization to say it trusts an individual, an information system, or an organization, in what context that trust applies, who makes a decision to trust on behalf of the organization, and what information or criteria drive that decision. Information systems do not operate in isolation—they are deployed and managed by individuals and organizations, so any evaluation of the relative trustworthiness of an information system needs to consider the intentions, expectations, and obligations attributed to those responsible for operating it.
Assurance and Confidence
As described previously in this chapter, assurance is a measure of the level of confidence in the effectiveness of controls established or actions taken to mitigate risk, such as security controls implemented to safeguard the confidentiality, integrity, and availability of information systems. While assurance in the information security management context derives from evidence such as security control documentation, testing, and certification, the concept of assurance applies more broadly to the confidence one party has in another’s ability to perform as expected. In this respect assurance is similar to the competence-based view of trust that appears in both theoretical and practical research on trust [33,34]. When applied to risk management decisions, organizational risk tolerance may be expressed in a way that specifies the level of assurance required before considering a decision to accept risk. Stronger assurance corresponds to higher levels of trustworthiness attributed to information systems or organizations, which in turn can facilitate the organization’s acceptance of risk by reducing the likelihood or lessening the impact of at least some adverse events.
Security
Security is closely related to trust and assurance as well as risk. By preventing or diminishing the impact of adverse events, security reduces many types of risk to which organizations are exposed. Both security and assurance have similar ideal states of surety or certainty that assets under protection are safe from harm. If such an ideal were possible, information security-related risk could be eliminated, organizational decisions would not need to incorporate risk, and organizations would have little need for trust. Because it is sometimes hard to determine the rationale or intent underlying the implementation of security controls and other protective actions taken by organizations, evidence of security is necessary to establish assurance but not sufficient to determine trustworthiness or to substitute for trust in situations involving risk [35]. As clearly outlined in guidance on the Risk Management Framework, the primary value of information security in federal organizations is its role in enabling effective management of the risk associated with operating and using information systems and in establishing cost-effective protection of information assets commensurate with the level of risk faced by the organization [36]. Security controls represent a key risk mitigation mechanism to help organizations operate their information systems in a manner consistent with requirements for assurance and within organizational risk tolerance levels. Security reduces risk directly by mitigating risk through the use of implemented controls and indirectly by providing the evidence needed to help establish the necessary level of assurance or trustworthiness in systems or the organizations that operate them.
Trust Models
The need for organizations to establish internal and external trust relationships is a consistent theme in Special Publication 800-39. NIST recognizes that just as different organizations establish their own governance structures, risk management strategies, risk tolerance levels, and policies and operational procedures, organizations may use different approaches to establish and maintain trust-based relationships. Special Publication 800-39 describes several trust models, including validated trust, direct historical trust, mediated trust, mandated trust, and hybrid trust [37], the last of which represents the simultaneous use of multiple trust models. These models differ in the amount and type of information used to establish the trustworthiness of another organization, the source of that evidence or assertions of trustworthiness, and the level of discretion afforded to decision-makers to determine whether another organization is sufficiently trustworthy for the context under consideration:
• In a validated trust approach, one organization relies on evidence provided by another organization to evaluate whether it implements controls and operational practices sufficient to satisfy the assurance requirements of the first organization. Evidence considered for this evaluation may include documentation, direct observation, organizational or independent assessment results, or other information attesting to the scope and effectiveness of the actions taken by another organization.
• A direct historical trust approach prioritizes the past experiences and behavioral track record of two or more organizations working together over the course of their relationship, where a history of positive experiences typically produces higher levels of trust between the organizations. Inversely, one or more negative experiences with another organization may engender distrust that constrains the potential for future interaction.
• Where both validated trust and direct historical trust models involve information sharing and interactions between two or more organizations, mediated trust relies on a third party to broker trust between organizations that have no direct relationship but that each have an established trust relationship with the third party. Mediated trust models include centralized, distributed, federated, and transitive patterns; the choice of the most appropriate pattern depends on the context, the level of trust that needs to be established, and the nature of the trust relationship between a given organization and the mediating party.
• In a mandated trust approach, the trustworthiness of a given organization is asserted by an authoritative source, essentially removing any discretion other organizations have to make their own determinations. Mandated trust is common in federal government environments, where executive orders, new regulations, or government-wide directives often require agencies to disclose information or establish system interconnections to designated organizations. Mandated trust is less commonly applied to relationships between government agencies and non-government organizations.
• Organizations that combine multiple trust models (or incorporate aspects of multiple trust models) implement what NIST terms a hybrid trust approach [38]. Federal agencies and other large organizations maintain numerous inter-organizational relationships with different characteristics, so many organizations select their preferred approach to establishing and maintaining trust based on the context, the availability of information about the other organization, the past longevity and expected future duration of the relationship, and other relevant factors.
Note
The federal government provides a representative example of a mediated trust model implemented in a distributed pattern in its Federal Public Key Infrastructure, an initiative described in Chapter 17. Due to both technical and political factors, the federal government chose to implement its public key infrastructure in a distributed, explicitly non-hierarchical model in which the Federal Bridge Certification Authority mediates trust relationships among all authorized certificate authorities to facilitate interoperability among the holders of certificates issued by those authorities. In this model the federal government serves as a mutually trusted entity for all issuers of Federal PKI certificates, obviating the need for certificate issuing organizations to establish direct trust relationships.
Risk Associated with Information Systems
With enterprise risk management as a backdrop, the standards and guidance issued by NIST, OMB, DHS, and other government authorities in support of agency FISMA implementation and compliance focus on the management of risk associated with federal information systems. Achieving the goals of adequate security and consistent and effective risk management entails active engagement at all organizational levels—a theme reflected in NIST’s overarching risk management guidance in Special Publication 800-39, Managing Information Security Risk: Organization, Mission, and Information System View. As shown in Figure 3.3, the approach NIST recommends combines an integrated set of risk management processes and activities performed using the collaborative efforts of risk management stakeholders responsible for individual information systems, the mission functions and business processes those systems support, and the overall management of the organization. Chapter 13 describes in more detail the primary risk management responsibilities associated with each tier of the organization. NIST addresses all organizational levels in its risk management guidance to agencies, but it targets some of that guidance to individual risk management processes and to activities primarily performed at specific tiers of the organization. Table 3.1 identifies key sources of guidance and the risk management aspects on which they focus. The clear implications underlying federal guidance on risk management are that information security risk management is an essential component of organizational management and that managing risk effectively requires the active engagement of risk management stakeholders through the organization.
Figure 3.3 NIST’s Risk Management Process Establishes Core Activities Executed Throughout the Organization to Assess, Respond to, and Monitor Risk in Support of Risk Strategy and Policies, Procedures, and Standards Framed at the Organizational Level [41]
Table 3.1 Key Sources of Federal Guidance on Risk Management
Risk Management Focus | Organizational Level | Source |
Risk management process | Organization, mission and business process, and information systems | Special Publication 800-39 |
Security assurance | Organization | Special Publication 800-23 |
Risk monitoring | Organization and Information systems | Special Publication 800-137 |
Risk Management Framework | Information systems | Special Publication 800-37 |
Risk assessment | Information systems | Special Publication 800-30 |
Security control assessment | Information systems | Special Publication 800-53A |
Risk Management Framework
The Risk Management Framework applies at an organizational level in the sense that it describes a standard process that federal agencies should follow for all of their information systems and that it includes steps—such as security control monitoring—that may be most efficiently performed using processes and capabilities implemented to support multiple information systems. Special Publication 800-37 reiterates the point that effective information security risk management requires that individuals at each level of an agency understand their roles and responsibilities in providing adequate security and for managing risk associated with information system [39]. NIST proposed the Risk Management Framework as a mechanism to support organizational risk management, but the tasks it prescribes primarily apply to individual information systems. The original guidance NIST offered for conducting risk assessments had a similar focus on information systems, although the revised version of Special Publication 800-30 expands the applicability of the risk assessment processes and techniques it describes to the organization and mission and business process tiers of an organization [8].
With an established focus on managing risk associated with the operation and use of federal information systems, NIST also provides agencies information to facilitate the process of identifying sources of information security risk applicable to government organizations. Special Publication 800-30 offers numerous examples of adversarial and non-adversarial threat sources and threat events, predisposing conditions that may expose agencies to threats or vulnerabilities, and adverse impacts that could result from the occurrence of threat events [40]. Collectively, these inputs can help agencies incorporate an appropriately broad set of risk sources when considering information security risk and identify a range of outcomes and potential impacts that accurately reflect the organizations’ information systems and the environments in which they operate.
Risk Management Life Cycle
Risk management is a continuous, iterative process intended to achieve and maintain acceptable levels of all types of risk. The information security risk management life cycle defined in Special Publication 800-39 and recommended for use in federal government agencies is structurally very similar to other Risk Management Frameworks and processes developed to support enterprise risk management in public and private sector organizations. The core processes in the NIST risk management life cycle, as illustrated in Figure 3.3, include risk framing, risk assessment, risk response, and risk monitoring, all supported by information flows and communication across all levels of an organization and among all risk management processes.
Risk Framing
Risk framing establishes the context for risk management, including the aspects of the organization, its assets, and its operating environment that fall within the scope of the risk management process. For enterprise risk management risk framing may need to be more comprehensive than for risk management focused on information security or other types of risk. The risk framing process, typically conducted at the organizational level, produces the risk management strategy that guides the organization’s approach to managing risk and the way it will implement the other core processes of assessing, responding to, and monitoring risk. Within the scope of risk framing, organizations define risk management decision-making processes and identify risk executives and other key personnel with decision-making authority. The risk framing process and the strategy it creates specify risk assumptions, risk constraints, risk tolerance levels (including tolerance for uncertainty and organizational assurance requirements where applicable), risk management priorities, and criteria for making risk-based decisions [42].
Risk Assessment
Risk assessment is the process used to identify and evaluate the significance of risk faced by an organization. During risk assessment, organizations identify internal and external threats and vulnerabilities, determine adverse impacts that could occur should those threats materialize, and estimate the likelihood those adverse impacts will occur. The result of the risk assessment process is a qualitative, quantitative, or semi-quantitative calculation of risk to the organization, usually expressed as a function of the magnitude of loss or harm that would result from adverse events and the likelihood of those events occurring. The risk assessment process prescribed in Special Publication 800-30 is described in more detail in Chapter 13.
Risk Response
Organizations determine the appropriate response to risk identified through risk assessment or risk monitoring activities. The process identifies potential courses of action for responding to risk, evaluates alternatives to determine viable responses, considers each alternative in light of organizational priorities and risk tolerance levels established during risk framing, and selects and implements the chosen courses of action. Organizations can facilitate consistent responses to risk in alignment with risk tolerance levels by identifying default or preferred responses and formalizing or standardizing the approaches with which the organization evaluates and selects responses to different types of risk.
Risk Monitoring
Risk monitoring serves multiple purposes in the risk management process, including identifying changes to information systems and their operating environments that could affect the information security risk faced by the organization, verifying that risk response courses of action are implemented as planned, and evaluating the ongoing effectiveness of risk response measures once implemented [43]. Risk monitoring is often closely aligned with information security continuous monitoring strategies and practices, as many of the tools and techniques organizations use for continuous monitoring provide data relevant for risk monitoring.
Other Risk Management Frameworks Used in Government Organizations
The Government Accountability Office (GAO) developed a Risk Management Framework in 2005 that is substantially similar to the NIST life cycle described above. GAO first published its Risk Management Framework as part of a report describing the need for more effective risk assessment in support of homeland security and critical infrastructure protection [44]. In deciding to develop a new framework, GAO noted the unfulfilled responsibility assigned to the Department of Homeland Security in 2003 to establish risk management policies, guidelines, and methodologies for use throughout the homeland security sector [45]. As shown in Figure 3.4, the GAO included five processes in its risk management life cycle, each of which corresponds to a similarly defined process in Special Publication 800-39. Since its development, GAO has applied its Risk Management Framework to agencies and contexts outside the homeland security sector, and updated its guidance to incorporate aspects of the COSO Enterprise Risk Management Framework, including initial evaluation of the internal environment to establish the context for risk management and establishment of information and communication across all levels of the organization [46]. In current usage, the life cycles defined by NIST, GAO, and COSO essentially describe the same risk management processes; Table 3.2 provides a side-by-side comparison of all three models.
Figure 3.4 The Risk Management Framework Recommended by the GAO for Use in Federal Homeland Security and Critical Infrastructure Protection is Structurally Similar to the NIST Risk Management Process, Emphasizing an Iterative Cycle of Assessment, Evaluation and Response, and Monitoring in Support of Organizational Goals and Objectives
Table 3.2 Life Cycle Processes in Risk Management Frameworks
The convergence of Risk Management Frameworks developed to address different types of risk in different kinds of organizations suggests that risk management guidance has matured to the point where organizations agree on the set of processes and activities that should be implemented. The commonality between risk management models does not mean that all organizations have achieved similar levels of effectiveness in their risk management practices, for risk management generally or with respect to managing information security-related risk. Subsequent chapters on risk management and risk assessment (Chapter 13), planning for and executing the steps in the Risk Management Framework (Chapters 6–9), and continuous monitoring (Chapter 14) all provide information intended to guide risk management stakeholders at all levels of the organization to understand their roles, responsibilities, and expectations in helping organizations effectively manage risk associated with information systems.
Relevant Source Material
Several NIST Special Publications provide guidance, recommendations, and instructions relevant to understanding and managing risk. The most applicable sources of information include:
• Special Publication 800-39, Managing Information Security Risk: Organization, Mission, and Information System View [3].
• Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems [47].
• Special Publication 800-30 Revision 1, Guide for Conducting Risk Assessments [8].
• Special Publication 800-137, Information Security Continuous Monitoring for Federal Information Systems and Organizations [48].
These and other NIST Special Publications are available from the NIST Computer Security Division website, at http://csrc.nist.gov/publications/.
Summary
This chapter explained the concept of risk and many of the aspects of risk organizations consider when developing and executing risk management. It identified multiple types of risk to help establish an appropriate context for information security-related risk that is the focus of NIST guidance to federal agencies on managing risk consistent with FISMA and other legislative and regulatory requirements. It also identified relevant standards and risk models developed outside the government that influence the risk management life cycle processes adopted by federal agencies. This chapter also introduced several components of organizational risk management that are described in more detail in later chapters, particularly including the NIST risk management process and risk assessment procedures covered in Chapter 13.
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Chapter 4
Thinking About Systems
Information in this chapter:
• Defining Systems in Different Contexts
• Perspectives on Information Systems
• Establishing Information System Boundaries
• Maintaining System Inventories
Risk management is an essential function at all levels of an organization. Public and private sector guidance on managing risk agrees on the central tenet that effective risk management must be integrated at an organization-wide level to engage leaders, business owners, and information technology managers and staff in a collaborative approach that promotes understanding of the sources of risk faced by the organization and ways to address that risk. This approach applies to all types of risk, not just to information security risk, but FISMA and associated guidance to federal government agencies on risk management focus explicitly on managing security risk related to the operation and use of information systems [1]. Although FISMA and the Risk Management Framework apply to agencies at an organizational level, agencies execute the RMF process primarily the level of individual information systems, following the guidance provided in Special Publication 800-37, Guide for Applying the Risk Management Framework to Federal Information Systems [2]. The statutory definition of information system is “A discrete set of information resources organized for the collection, processing, maintenance, use, sharing, dissemination, or disposition of information” [3]. The simplicity of this general concept belies the potential need for organizations to assimilate different interpretations and categorizations of information systems used in different organizational concepts. Developing a clear and consistent understanding of how organizations define information systems is a prerequisite to describing system boundaries and other system attributes in a manner that supports effective application of the RMF. This chapter offers several perspectives on systems generally and information systems in particular that affect how organizations manage their information systems.
Defining Systems in Different Contexts
Although system and information system are often used interchangeably in information resources management contexts (and in this book), an information system is a specific type of system, where system generally refers to “any organized assembly of resources and procedures united and regulated by interaction or interdependence to accomplish a set of specific functions” [4]. Information systems are systems involving information resources, including information technology assets such as hardware, software, and network infrastructure and the data stored, processed, or otherwise used by the organization. Organizations typically define their information systems using factors such as the nature of the information the systems use, the organizational management authority responsible for operating the systems, or the functional purpose the systems and their underlying components are intended to achieve. Information systems range from stand-alone applications running on single computing devices to highly complex “systems of systems” comprising large numbers of components spread across multiple operating environments. From an information security management perspective, fully describing an information system and accurately describing its system boundary are important aspects of step 1 in the RMF process. Individual information systems—also called “IT systems” or “IT capital assets” in some official government guidance [5]—are also identified, organized, and tracked as part of a variety of information resources management functions and to satisfy regulatory and policy requirements for budgeting, investment management, and records management as well as information security and risk management.
Information security personnel executing the RMF process understandably tend to follow the statutory definition of information system referenced in FISMA and NIST documentation, but security management is not performed in isolation and many security stakeholders need to be aware of different conceptions of information systems used in other management activities. This is especially true for information system owners, whose responsibility extends to all aspects of information system development, procurement, integration, modification, operation and maintenance, and disposition. Information system attributes—including those applicable to different information resources management disciplines—drive the expectations and requirements affecting information security activities prior to and following system authorization. Identifying relevant information system attributes during initial planning activities helps information system owners determine the system-specific and organizational resources necessary to support the security management needs of their systems. Key attributes for information systems include the type of system (general support system, major application, or non-major application), the sensitivity of the information the system contains, the impact level assigned as the result of security categorization, whether the scope of information system spans more than one authorization boundary, and whether the system is designated a national security system.
Note
The non-technical connotation of the word system does appear in IT and information security contexts, highlighting the need for organizations to be specific when defining and describing their systems. For instance, the information security management system (ISMS) defined in ISO/IEC 27001 [6] is not a technical system at all, but an integrated set of management processes and a framework for developing security requirements and selecting security controls to satisfy those requirements. The ISO/IEC 27000 series of standards are used more commonly in the private sector than in government, but NIST acknowledges the overlap between the international standard and Special Publication 800-53 and has suggested that future iterations of NIST’s risk management approach will integrate both frameworks [7].
Information Systems in FISMA and the RMF
Key legislation addressing information resources management, including FISMA and the Clinger-Cohen Act, incorporates by reference the statutory definition of information system cited above, a definition established in the Paperwork Reduction Act of 1995 [8]. The primary source of government-wide guidance on information resource management is OMB Circular A-130, Management of Federal Information Resources, which uses the same information system definition but distinguishes information from information system and also defines information resources to include both the information and the information technology used by government organizations [9]. The explicit distinction between information systems and the information those systems collect, process, maintain, transmit, or disseminate is relevant to many tasks in the RMF, particularly including system categorization, and is reflected in the separately defined roles of information system owner and information owner [10]. Circular A-130 also introduces a definition for major information system, denoting “an information system that requires special management attention because of its importance to an agency mission; its high development, operating, or maintenance costs; or its significant role in the administration of agency programs, finances, property, or other resources” [9]. There are other statutory uses of this phrase, dating at least to the Electronic Freedom of Information Act Amendments of 1996 [11], which updated the provisions of the Freedom of Information Act to require agencies to make some records available electronically and required each federal agency to publish an index of its major information systems. OMB’s usage of major information system mirrors its definition for major investment that appears in Section 53 of Circular A-11 [12], which also notes that systems not categorized as “major” are considered “non-major.”
OMB also considers information technology systems to be one of two categories of capital assets (the other is real property), where information technology includes “any equipment or interconnected system or subsystem of equipment, that is used in the automatic acquisition, storage, manipulation, management, movement, control, display, switching, interchange, transmission, or reception of data or information by the executive agency” [13]. Appendix III of Circular A-130, Security of Federal Automated Information Resources, further refines federal information systems, providing definitions for application, major application, and general support system, the last of which OMB equates with the more general term system [14].
• An “application” means the use of information resources (information and information technology) to satisfy a specific set of user requirements.
• A “major application” means an application that requires special attention to security due to the risk and magnitude of the harm resulting from the loss, misuse, or unauthorized access to or modification of the information in the application.
• A “general support system” or “system” means an interconnected set of information resources under the same direct management control which shares common functionality. A system normally includes hardware, software, information, data, applications, communications, and people.
An information system’s designation is one of several factors influencing the security management processes and activities required for the system, including the nature of the security authorization that the information system owner must obtain before putting the system into production.
Information System Attributes
Given the large number of information systems operated by or on behalf of many federal agencies and the diversity of those systems in terms of scale, complexity, and operational characteristics, applying the appropriate management processes and activities to every system can be a challenging undertaking. Identifying key information system attributes and using those attributes to categorize systems often facilitates the development and maintenance of organizational system inventories and the consistent management and oversight of agency information systems. NIST’s Risk Management Framework and associated standards and guidance refer frequently to the impact level assigned to each system as a key factor driving information system security requirements and the minimum security controls necessary to achieve adequate security. The security categorization and other attributes described below affect the set of security controls and control enhancements selected for each information system and also help determine which systems agencies include in organizational inventories, the need for system-specific security authorization, requirements to develop certain security artifacts, or whether FISMA applies at all.
Information System Types
Agencies use the general support system and major application security types defined in OMB Circular A-130 to categorize the information systems included in the agency-level inventory of major information systems required under FISMA [15]. The implicit interpretation of FISMA and OMB requirements in NIST guidance is that all major information systems are either general support systems or major applications. The same guidance assumes that agencies do not separately authorize or document the security controls for information systems considered non-major applications because those systems typically operate within the scope of general support systems or major applications [16]. Agencies apply the Risk Management Framework in the same way to both general support systems and major applications; neither Special Publication 800-39 nor Special Publication 800-37 make any distinction between these types of systems. Because general support systems often include within their boundaries one or more major or non-major applications that inherit security controls the general support system implements, the information system owners for general support systems also function in the role of common control providers. Common control providers must not only document their security controls in system security plans, security assessment reports, and plans of action and milestones, but also need to make this documentation available to information system owners responsible for systems that inherit their common controls [17].
Information Sensitivity
The sensitivity of the information that an information system collects, processes, stores, and disseminates provides an indication of the importance the organization assigns to different kinds of information and the nature and extent of protection needed to safeguard information security and privacy. Information sensitivity is a key factor in categorizing the impact level of each information type associated with an information system, influencing the security categorization of the information system and the corresponding minimum security requirements the system must implement [18]. Some information types—such as medical, financial, educational, or legal records—require special protective measures driven by applicable legislative and regulatory requirements. Information systems containing personally identifiable information (PII) require privacy and security documentation and invoke management and oversight processes beyond those associated with standard security authorization practices. Federal agencies must maintain current and accurate inventories of all PII holdings [19], perform privacy impact assessments for information systems containing PII [20], and for information systems using PII to retrieve information about individuals, must also provide public notice about the information systems, the type of information they contain, and how that information is used by the agency [21].
Security Categorization
Federal government agencies categorize all information systems according to the potential impact that could occur due to a loss of confidentiality, integrity, or availability. FISMA mandates security categorization for all federal information systems other than national security systems [22], following the procedures specified in FIPS 199. Agencies operating national security systems also categorize their information systems using an approach very similar to FIPS 199 that adopts the same three categorization levels: low impact, moderate impact, and high impact [23]. The impact level drives the selection and implementation of security controls necessary to provide adequate security for each information system, as described in detail in Chapter 7. Security categorization also influences agency decisions regarding which information systems are considered “major” and subject to security authorization. Although agencies typically include information systems designated as low impact in their system inventories, many agencies do not require system-specific security authorization for low-impact systems, presumably addressing the security needs of these systems within the scope of authorization packages for other information systems. FISMA system inventory data submitted to OMB by federal agencies for fiscal year 2009 indicates that of the nearly 24,000 information systems identified, agencies categorized 36.8% of their systems as low impact, 43.5% as moderate impact, and 11% as high impact, with the remainder not assigned a category [24].
National Security Systems
The designation of an information system as a national security system is extremely significant in federal information resources management, as the majority of the provisions in the Paperwork Reduction Act, Clinger-Cohen Act, FISMA, and other sources of statutory language governing coordination of federal information policy do not apply to national security systems. Under the current official definition, a national security system is “any information system (including any telecommunications system) used or operated by an agency or by a contractor of an agency, or other organization on behalf of an agency the function, operation, or use of which involves intelligence activities; involves cryptologic activities related to national security; involves command and control of military forces; involves equipment that is an integral part of a weapon or weapons system; or is critical to the direct fulfillment of military or intelligence missions provided that this definition does not apply to a system that is used for routine administrative and business applications (including payroll, finance, logistics, and personnel management applications)” [25]. Agencies operating national security systems follow standards and guidelines distinct from those NIST provides for non-national security systems, issued primarily by the Committee on National Security Systems (CNSS). Through the cooperative efforts of the Joint Task Force Transformation Initiative interagency working group, information security and risk management practices for both national security systems and information systems covered under FISMA are converging to a common foundation using NIST guidance including the Risk Management Framework and the security control catalog provided in Special Publication 800-53 [26]. Some information security management procedures differ for national security systems, including the processes for categorizing information and information systems and establishing appropriate security control baselines, so properly identifying national security systems remains important for agencies and their system owners. NIST provides guidance, developed in collaboration with the Department of Defense, for identifying national security systems [27].
Perspectives on Information Systems
This book emphasizes the information security management and risk management implications of FISMA on federal government organizations, but FISMA represents just one among many legislative, regulatory, and policy drivers affecting agency information resources management practices. The Information Technology Management Reform Act of 1996, commonly known as the Clinger-Cohen Act, established agency responsibilities for capital planning and investment control, performance management, information technology acquisition, and enterprise architecture in addition to security and privacy management for federal information systems [28]. This legislation also consolidated authority for most information resources management functions under the executive position of Chief Information Officer (CIO), a role to which FISMA assigns the responsibility for ensuring agency compliance with information security requirements in the law [29].
The agency CIO, directly or through the senior agency information security officer, oversees the organizational information security management program to provide appropriate protection to the information and information systems supporting the agency’s mission and business operations. Fulfilling this management responsibility depends on the coordinated effort of system owners and other information system stakeholders to address all the information resources management requirements applicable to their information systems. Agencies and their system owners often face a challenge in consistently satisfying the full set of requirements that apply to their information systems due to the different information system perspectives and areas of emphasis that exist within information resources management disciplines. Government-wide guidance to agencies on information system development practices emphasizes the use of integrated project teams to ensure representation from all appropriate functional areas and to provide the necessary skills and roles to help information systems meet all organizational requirements [30, 31]. The following sections summarize the consideration of information systems from the perspectives of information resources management disciplines including information security, capital planning, enterprise architecture, and privacy, leadership for each of which agencies typically assign to a senior management position.
Information Security Management
From an information security and risk management perspective, federal agencies view information systems and the information they contain as key organizational assets enabling successful mission execution and the effective performance of mission-centric and supporting business and administrative functions. Although this view is consistent with capital planning and enterprise architecture perspectives, the focus on systems within information security risk management emphasizes the provision of adequate security for information systems through the application of the Risk Management Framework process to obtain and maintain authorizations to operate. Performing information security risk management effectively and efficiently requires agencies and their system owners to clearly define the appropriate boundaries for organizational information systems. Information system boundaries help determine the scope of control and agency responsibilities for protecting information systems and identify the organizational resources, operating environments, technical components, and governance applicable to each information system. Information system boundaries correspond to information system management responsibilities at all levels of the organization—and potentially outside the organization in the case of externally provided systems, components, or services—including information owners, information system owners, authorizing officials, and operational security personnel at the individual information system level. Establishing the information system boundary is part of describing the information system in step 1 of the RMF, in which agencies identify the information resources associated with a system and the point of management control or authority over those resources [32]. Agencies need to strike the appropriate balance between defining information system boundaries broadly—potentially adding complexity to risk management processes—and defining boundaries more narrowly, which increases the number of information systems and corresponding operational and management resources allocated to provide adequate security and ensure compliance with FISMA and other applicable regulations. The security management perspective on information systems also focuses on the system as a source of risk to the organization, whether as a target for compromise that exposes the organization to adverse impact or as an essential asset on which mission functions and business processes depend. NIST emphasizes this point explicitly in its risk management guidance to agencies [33] and by focusing the application of the Risk Management Framework on information systems. The language in FISMA and associated NIST guidance to agencies highlights the importance of integrating security management with strategic and operational planning processes at the organizational level [34] and with key activities in all phases of the system development life cycle (SDLC) [35]. To achieve the sort of integrated management envisioned for federal information systems, agencies and their system owners need to address multiple system-based perspectives simultaneously, using explicit information resources management governance processes and the implementation of comprehensive program management or system development life cycle methodologies.
Capital Planning and Investment Control
Capital planning and investment control (CPIC), a core element of the budgeting process in federal government agencies, establishes processes and procedures for selecting, managing, and evaluating the results of agency investments in information technology [36]. From the CPIC perspective, information systems represent a type of capital asset acquired by organizations through explicit funding allocations included in agency budget requests. In contrast to information security and enterprise architecture—which respectively focus on the protection of IT assets such as information systems and define the composition of information systems and the relationships between application components, technologies, information, and the business processes they support—capital planning is concerned with funding the development and operation of information systems. In the CPIC domain, an information system is “a discrete set of information technology, data, and related resources, such as personnel, hardware, software, and associated information technology services organized for the collection, processing, maintenance, use, sharing, dissemination or disposition of information” [37]. Within the CPIC process, agencies develop business cases to justify investments used to fund information system development or acquisition and assess the extent to which those investments produce the outcomes intended by the agency. Under the provisions of the Clinger-Cohen Act, federal agencies also must identify investments in information systems that result in cost savings or other benefits shared among other agencies, measure the benefits and risk associated with proposed investments, and measure the progress or achievements of each investment in terms of cost, timeliness, quality, and capability of the system to meet specified requirements [36]. The CPIC perspective places an emphasis on cost-effectiveness and risk-based decision making similar to that prescribed for security management in FISMA, where CPIC focuses on sound investment decisions rather than adequate security.
Enterprise Architecture
Enterprise architecture (EA) as practiced in federal government agencies distinguishes among enterprise, segment, and solution levels of architectural analysis. The scope of enterprise architecture is the entire organization, which is decomposed functionally into segments representing mission-centric or common business or shared service areas. Agencies identify performance gaps or other organizational needs at the segment architecture level and develop business cases to justify investments (managed through the CPIC process) to support the implementation of solutions that help the organization improve mission performance or enhance delivery of common business or information technology services. All architectural levels include information systems to some degree, but information system development and implementation is ordinarily addressed at the solution architecture level. The scope of a solution architecture is typically limited to a single project, documenting how a system or business solution will be implemented and used by the personnel deploying the system to inform the development, implementation, and operations and maintenance phases of the SDLC [38]. The Federal Enterprise Architecture Framework (FEAF), defined and published in 1999 under the authority of the Federal Chief Information Officers Council, [39] uses the term application to represent the concept of a system as defined in federal regulations on information resources management. From the EA perspective, information systems are the focus of solution architectures developed to describe organizational IT assets such as applications or service components that support individual agency business functions. Because solution architecture execution involves the development or acquisition of IT assets, agencies coordinate EA activities with the CPIC process to justify and fund solution architecture implementation.
The organization-wide scope of enterprise architecture comprises business processes, performance metrics, and information resources allocated to support achievement of agency strategic goal and objectives. All four of the layers comprising the Federal Enterprise Architecture Framework—business, data, applications, and technology—relate to the design, development, and operation of federal information systems. Agencies must demonstrate alignment with agency-specific and federal enterprise architecture models in their business cases justifying IT investments to fund information systems [40]. The Department of Defense architecture Framework (DoDAF) provides a similar foundation for EA in DoD agencies, which develop architectural views at the enterprise and solution level, including the “systems viewpoint,” one of eight architectural perspectives defined in the current version of the framework. In the DoDAF context, a system is “a functionally, physically, and/or behaviorally related group of regularly interacting or interdependent elements” [41] described using some or all of the 10 architecture models summarized in Table 4.1. Documenting systems at this level of detail facilitates the identification of functional and technical characteristics of systems and their interconnections that may have implications for security requirements and the controls implemented to meet those requirements.
Table 4.1 DoDAF Architecture Models in the Systems Viewpoint [42]
Identifier | Model | Description |
SV-1 | Systems interface description | The identification of systems, system items, and their interconnections |
SV-2 | Systems resource flow description | A description of resource flows exchanged between systems |
SV-3 | Systems-systems matrix | The relationships among systems in a given architectural description |
SV-4 | Systems functionality description | The functions performed by systems and the system data flows among system functions |
SV-5a | Operational activity to systems function traceability matrix | A mapping of system functions back to operational activities |
SV-5b | Operational activity to systems traceability matrix | A mapping of systems back to capabilities or operational activities |
SV-6 | System resource flow matrix | Provides details of system resource flow elements being exchanged between systems and the attributes of those exchanges |
SV-7 | Systems measures matrix | The measures (metrics) of Systems Model elements for the appropriate timeframe(s) |
SV-8 | Systems evolution description | The planned steps for migrating a suite of systems to a more efficient suite, or toward evolving a current system to a future implementation. |
SV-9 | Systems technology & skills forecast | The emerging technologies, software/hardware products, and skills that are expected to be available in a given set of timeframes and that will affect future system development |
SV-10a | Systems rules model | Identifies constraints imposed on systems functionality due to some aspect of system design or implementation |
SV-10b | Systems state transition description | Identifies system responses to events |
SV-10c | Systems event-trace description | Identifies system-specific refinements of critical sequences of events described in the Operational Viewpoint. |
In most agencies, enterprise architecture and capital planning are closely coordinated functions, driven in part by requirements imposed by the federal IT budgeting process but also due to the role both functions have in supporting the SDLC, particularly in the initiation and development and acquisition phases.
System Development Life Cycle
Federal government organizations typically manage information systems within the context of specific programs or projects, following processes and procedures prescribed in their system development life cycle (SDLC) methodologies. Although SDLC models vary across agencies—and even among different projects within the same agency—NIST guidance consistently applies a five-phase SDLC, illustrated in Figure 4.1, comprising a sequential process of initiation, development or acquisition, implementation, operations and maintenance, and disposal.
Figure 4.1 The System Development Life Cycle (SDLC) Provides a Perspective For Describing and Managing Information Systems in all Phases of Development for as Long as he Organization Uses Each System [43]
The SDLC integrates EA, CPIC, and information security perspectives on information systems, ideally providing a consistent approach for managing information systems throughout the organization and bringing together the personnel and organizational capabilities necessary to support effective information resources management. Each of the SDLC phases includes tasks and activities relevant to information system security, described in Special Publication 800-64, Security Considerations in the System Development Life Cycle and listed in Table 4.2. Many of these activities fall outside the explicit scope of the RMF, but they highlight the intersection of information security management and overall project management for information systems. System owners, project managers, or other personnel responsible for managing the information system throughout the SDLC have important roles in ensuring that all information system perspectives and corresponding requirements are addressed.
Table 4.2 Security Activities in SDLC Phases [43]
Information Privacy
While all of the information collected, stored, and used by federal information systems presumably has value to the organization and should be protected accordingly, systems containing personal information about individuals are subject to a variety of legislative and regulatory requirements about safeguarding information privacy. Federal agencies must conduct privacy impact assessments before developing or acquiring information systems that collect, store, or provide access to personally identifiable information [20]. When an information system contains personally identifiable information, the system owner also needs to determine if that identifying information is used to retrieve information within the information system. If so, the system must be designated a system of records, defined by the Privacy Act of 1974 as “a group of any records under the control of any agency from which information is retrieved by the name of the individual or by some identifying number, symbol, or other identifying particular assigned to the individual” [44]. Agencies must provide public notice regarding their systems of records, identifying for each system its name and location, the type of personal information it contains, the use of personal information, policies and practices for handling that information, and administrative procedures for individuals whose personal information is maintained by the agency [45]. Senior agency officials for privacy provide information about their systems of records as part of the annual FISMA reporting process; for fiscal year 2011, agencies reported 4282 systems containing information in identifiable form, 3366 of which were designated systems of records [46]. As emphasized in Chapter 16, system owners responsible for federal information systems containing personally identifiable information must adhere to an explicit set of practices and procedures in addition to those prescribed in the RMF in order to comply with applicable privacy requirements.
Establishing Information System Boundaries
Defining the information system boundary is one of the core activities involved in describing an information system. As noted in Chapter 7, the information system description task within step 1 of the RMF often draws on the concept of operations, requirements specifications, and other documentation produced during the initiation phase of the SDLC. The information system boundary definition has implications for subsequent system development, implementation, and operations and maintenance activities, but from an information security perspective, the information system boundary has added significance because it determines the authorization boundary for the information system [32]. The functional and technical components, designated operating environment, and information assets an information system represents help to establish the boundary for the system. Working from the statutory definition of an information system, agencies have broad discretion to define individual information systems and their boundaries. An agency typically characterizes an information system by the common purpose for which the agency allocates the information resources used by the system, where the source of commonality may be shared or integrated functionality, the source of funding, the sphere of management control over the resources, or some combination of factors. To validate the set of information resources identified as belonging to an information system, agencies consider the extent to which the information resources support similar mission objectives and business processes, have similar operational characteristics and technical requirements (including security requirements), and reside in the same or similar operating environments [47].
Where information flows or interfaces exist among discrete operational components, agencies may choose to define information subsystems, a term NIST defines as “a major subdivision of an information system consisting of information, information technology, and personnel that perform one or more specific functions” [47]. Subsystems reside within a single information system boundary, although in the case of external subsystems such as those operated by service providers, the inclusion of the subsystem within the agency information system boundary may be logical rather than physical. Agencies may also denote the integration of multiple independent information systems—each potentially under the management control of a different organizational unit within or outside the agency—by defining systems of systems related by a common function or purpose. In contrast to information systems with identified subsystems, the individual information systems identified in a system of systems may each have their own separately defined boundaries. Integrating such systems typically requires the development and implementation of formal interconnection agreements executed by the system owners or other parties responsible for the operation of each information system. Systems of systems and information systems comprising multiple subsystems often have system boundaries far more complex than those defined for stand-alone or monolithic systems, but with the advent of service-oriented architectures, cloud computing, and other modular or distributed system deployment patterns, federal information systems more frequently feature complex boundaries.
Subsystems
The selection and implementation of appropriate security controls within a complex information system may require agencies and their system owners to adapt or refine security control baselines to identify which security controls and control enhancements apply to each subsystem or component the information system comprises. Defining subsystem boundaries within the information system boundary, as shown in Figure 4.2, facilitates more targeted security control implementation in which security controls are aligned to the most relevant subsystems. This approach is consistent with guidance in Special Publication 800-37 on security control implementation, which acknowledges that not all security controls apply to every subsystem and that security controls selected for implementation should be allocated to the information system components responsible for providing the capability the security controls are intended to address. Depending on the scale of a complex information system and the functional characteristics of its subsystems, each subsystem within the information system may be categorized separately. In complex information systems with components assigned separate security categorizations, allocating specific security controls to relevant information system components based on their assigned impact level represents a more cost-effective approach to achieving adequate security than applying the same security controls across the entire complex information system. Agencies can choose to perform security control selection, implementation, and assessment and system authorization on a consolidated basis for the entire complex information system or adopt an approach that separately authorizes and manages the risk associated with operating each information system functioning as part of a system of systems.
Figure 4.2 Agencies Sometimes Represent Large or Complex Systems as “Systems of Systems,” Composites of Discretely Defined Subsystems all Operating Within the Same Information System Boundary
Following Risk Management Framework guidance, federal agencies identify subsystems included within their information system boundaries as either persistent or dynamic and specify whether the subsystems are internally or externally provided. The growing use of net-centric architecture patterns increases the likelihood that a federal information system will feature subsystems or service components that are not involved continuously in the operation of the information system, but instead are invoked for particular purposes or to support specific functions on an as-needed basis. System owners document the security requirements and corresponding security controls for such dynamic subsystems in the system security plan, which should also indicate how and under what circumstances the information security boundary may change with the composition of dynamic subsystems. Further complications arise when parties external to the agency operate one or more subsystems associated with an information system. External subsystems are components of an information system managed outside the direct control of the agency responsible for authorizing the information system [48]. Under FISMA, information systems or system components operated by external organizations on behalf of federal agencies are subject to the same security requirements as other federal information systems. Agencies leveraging externally provided subsystems or information systems must either evaluate the security protection afforded by the external entity or rely on the external provider’s compliance with applicable legal and regulatory requirements. Agencies that determine the risk associated with externally provided systems or services to be unacceptable need to impose constraints on the way agency information systems leverage external capabilities, agree to accept a greater level of risk, employ compensating controls, or proscribe the use of externally provided systems or services [49].
Government organizations recognize the value offered by external providers for services such as application hosting and cloud computing and also acknowledge the substantial time and effort needed to properly evaluate the security controls implemented by external service providers. Agencies choosing to use external service providers ordinarily must evaluate the security aspects of external operating environments in addition to those within the agency. The Federal Risk and Authorization Management Program (FedRAMP) managed by the General Services Administration (GSA) provides a process through which cloud service providers can attain certification of their compliance with FISMA requirements and receive security authorization [50]. The third-party authorization program for cloud service providers launched in late 2011, and as of July 2012 no providers had been authorized under FedRAMP, but the GSA will publish a list of authorized cloud service providers on its website, giving federal agencies who use those providers some measure of assurance that appropriate security protection is in place. Because the authorizing official has responsibility for assessing and mitigating or otherwise responding to risk to the organization from the use of external service providers, service providers those are already authorized against current FISMA requirements may represent lower risk alternatives to agencies seeking to leverage outsourced information systems, services, or supporting infrastructure.
System Interconnections
Modern information systems rarely operate in isolation and, like other types of organizations, federal agencies frequently integrate two or more systems to exchange data or share information resources. A system interconnection is any direct connection between information systems; information system owners must document all system interconnections for their systems in the system security plan and determine appropriate security protections for each interconnection [51]. System owners must document system interconnections between different information systems within the same agency or across agency boundaries, describing for systems at both ends of the interconnection the system name, the organizational unit responsible for the system, the type of interconnection, any agreements in place and their effective dates, the security categorization level, the security authorization status, and the name of the authorizing official [51]. Government-wide guidance to agencies requires the identification and documentation of system interconnections [14], whether those interconnections integrate systems in a single agency, in two different agencies, or between an agency and an external service provider. Figure 4.3 illustrates the variety in system interconnection types. In many agencies, information system owners use alternative approaches to formal interconnections agreements when the connected systems are under the supervision of the same authorizing official. Federal guidance on system interconnections applies primarily in situations when each system is owned and operated by a different organization, including different parts of the same agency [52].
Figure 4.3 System Interconnections May Exist Between Systems Within the Same Agency, Between Two or More Agencies, or Between Government Agencies and External Service Providers. Agencies Execute System Interconnection Agreements Between the Organizations or Operating Units Responsible for Managing the Interconnected Systems
Where the information systems at either end of a system interconnection are under different management control, system owners must establish formal agreements governing each system interconnection. These include the interconnection security agreement (ISA), which documents the technical requirements (including security requirements) for establishing and maintaining the interconnection, and the memorandum of understanding (MOU), which provides the terms and conditions under which data will be exchanged or information resources will be shared between the interconnected systems [53]. The MOU documents the purpose of each interconnection and the responsibilities of each party to the agreement, including legal, financial, and governance considerations. The ISA represents the technical specification for the interconnection, identifying connectivity requirements between the systems such as ports, protocols, and transmission mechanisms and often including an architectural diagram describing the points of integration between the systems and the nature and direction of information flows across the connection. NIST provides guidance to agencies on system interconnections in Special Publication 800-47, which defines the four-step process shown in Figure 4.4 and describes the necessary tasks and expected outcomes of planning, establishing, maintaining, and disconnecting system interconnections.
Figure 4.4 Agencies Plan, Establish, Maintain, and Disconnect System Interconnections Following a Formal Process That Documents Technical Details and Security Requirements for Each Interconnection in an Interconnection Security Agreement (ISA) and Defines the Responsibilities of Each System Owner in a Memorandum of Understanding (MOU)
Where system interconnections involve information systems owned or managed by external organizations, agencies often define the scope of operations, specify resources or services provided by the external information system, or document service level agreements in formal contracts executed in addition to ISAs and MOUs. NIST guidance to federal agencies on the use of external service providers encourages agencies to require the use of the security controls in Special Publication 800-53 [54]. If an agency is unable to negotiate an agency-specific agreement with an external service provider—as may be the case for providers of commodity services or services offered through government-wide acquisition contracts—the agency information system owner whose system is connected to the external service provider must evaluate the adequacy of the security provided by the external entity, documenting any assumptions, responsibilities, or obligations imposed by the external system interconnection that impact the security posture of the agency information system and the risk associated with it.
Warning
System interconnections by definition involve two separately managed information systems, each of which is subject to expected or unanticipated changes in their composition, operating environments, or applicable threats and vulnerabilities. Information system owners should not assume that system interconnections and the agreements documenting the security protecting the interconnections will remain the same as they are at the time the interconnections are established. In addition to monitoring their own information systems for changes, system owners using system interconnections must also monitor the factors potentially impacting the security of any interconnected systems.
Maintaining System Inventories
Federal government agencies maintain several system inventories, driven both by legislative and regulatory requirements and by internally focused information resources management policy and oversight needs. Information system owners are typically responsible for ensuring that their systems are recorded in the appropriate organizational inventories, while the responsibility for establishing and maintaining such inventories rests with the executives with organization-wide authority such as heads of agencies. Key information system inventories include:
• An inventory, required under FISMA, of major information systems (including major national security systems) operated by or under the control of the agency and the interfaces between agency information systems and all other systems or networks, including those not operated by or under the control of the agency [15].
• Reference material or a guide for requesting records or information from the agency, as required under the Electronic Freedom of Information Act Amendments of 1996, including an index of all major information systems, a description of major information and record locator systems maintained by the agency, and instructions for obtaining various types and categories of public information from the agency [11].
• A record of the number of information systems operated by the agency or by contractors on behalf of the agency that contain information in identifiable form, required as part of the annual FISMA report information provided by senior agency officials for privacy [55]. Agencies also must report the number systems for which a Privacy Impact Assessment (PIA) is required and for which a PIA has been completed, the number systems for which a system of records notice (SORN) is required for which a current SORN has been published.
• An agency IT investment portfolio including information on all major and non-major IT investments planned by the agency to fund development, modernization, or enhancement of IT assets or operations and maintenance to sustain IT assets at current capability and performance levels [12].
Some agencies also maintain system inventories within their enterprise architectures, to identify the resources allocated to each system and the business processes and strategic goals and objectives each information system supports. System information documented and used by EA and CPIC program personnel contributes to a variety of internal agency information resources management and oversight functions in addition to facilitating compliance with external system inventory reporting requirements.
Tip
The need to maintain multiple overlapping system inventories highlights the benefit of assigning unique system identifiers to each information system, both to facilitate reconciliation among inventories and to avoid potential confusion if the same system is referenced using different names in different contexts. Many agencies use the unique investment identifier (UII) assigned to each IT investment, but in cases where the relationship between investments and information systems is anything other than one-to-one, using an investment identifier as a system identifier may introduce inconsistencies or duplicate identifiers in different system inventories.
Relevant Source Material
Several NIST Special Publications and OMB Circulars provide guidance, recommendations, and instructions relevant to defining and working with systems. The most applicable sources of information include:
• Special Publication 800-39, Managing Information Security Risk: Organization, Mission, and Information System View [56].
• Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems [57].
• Special Publication 800-64 Revision 2, Security Considerations in the System Development Life Cycle [35].
• Special Publication 800-47, Security Guide for Interconnecting Information Technology Systems [52].
• OMB Circular A-11, Preparation, Submission, and Execution of the Budget. [5].
• OMB Circular A-130, Management of Federal Information Resources. [9]
These and other NIST Special Publications are available from the NIST Computer Security Division Website, at http://csrc.nist.gov/publications/. Current versions of OMB Circulars are available online from OMB at http://www.whitehouse.gov/omb/circulars_default.
Summary
This chapter explained the concept of information systems in the federal government context and offered several distinct yet largely complementary perspectives on considering information systems. While reinforcing the information system-centricity of the Risk Management Framework, the material in this chapter defines information systems and related terms as used in information resources management disciplines other than information security and risk management, including capital planning and investment control, enterprise architecture, privacy, and IT project management using the system development life cycle. Information system owners need to be aware of the different ways in which system information is documented, used, and reported to satisfy internal policies and procedures and comply with legal and regulatory requirements. When working on information security risk management, the clear establishment of the boundary for each information system is an essential prerequisite to selecting, implementing, and monitoring security controls to provide adequate security and to identifying system interconnections or other dependencies between agency information systems operated or managed by different organizations within or outside the agency.
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Chapter 5
Success Factors
Information in this chapter:
• Prerequisites for Organizational Risk Management
• Managing the Information Security Program
• Compliance and Reporting
• Organizational Success Factors
• Measuring Security Effectiveness
Managing risk and conducting effective information security management requires a coordinated effort across all levels of an organization. The Risk Management Framework process emphasizes tasks focused on individual information systems in support of obtaining and maintaining security authorization and providing cost-effective protection for information assets commensurate with risk to the organization from operating their systems. System owners cannot successfully execute the RMF process in isolation, however, as the effective and efficient performance of the RMF relies on several critical success factors. As illustrated in Figure 5.1, these factors include explicit support from management, contributions from the organization-level information security program, the implementation and monitoring of security performance measures, and planning, budgeting, and allocation of resources sufficient to achieve security management objectives. These organizational elements enable consistent use of the RMF for all information systems, provide appropriate protection to the mission functions and business processes those systems support, and facilitate system-specific and agency-level security monitoring, compliance, and reporting activities.
Figure 5.1 Effective Execution of the Risk Management Framework for Information Systems and the Mission and Business Processes Those Systems Support Relies on a Variety of Capabilities and Functions Established upon a Foundation of Organizational Risk Management
By applying the Risk Management Framework (RMF) to all information systems, organizations can develop an aggregated view of information security risk and security controls implemented to mitigate that risk to a level acceptable to the organization. In addition to establishing agency responsibilities for protecting federal information systems and the information they contain, the Federal Information Security Management Act (FISMA) also requires each federal agency to implement and maintain an organization-wide information security program [1]. Other legislative requirements and government-wide guidance on information resources management emphasize the importance of consistent executive oversight, performance measurement, and allocation of agency resources aligned with organizational goals, objectives, and priorities [2,3]. The information security, performance management, and capital planning programs operated by federal agencies provide essential input to organizational risk management and help establish a foundation supporting organizational, mission and business process, and information system security and risk management processes and activities. This chapter highlights key organization-level considerations underlying agency risk management practices and enabling successful application of the Risk Management Framework and related standards and guidance issued to agencies to implement FISMA requirements.
Prerequisites for Organizational Risk Management
Risk management is a complex, interdisciplinary set of functions requiring the involvement and coordinated effort of many stakeholders within an organization. To achieve the objectives articulated in FISMA and other federal legislation and guidance, agencies need to address risk management at all levels of the organization, including senior executives developing and implementing agency strategy, program managers and business owners responsible for executing the organizational mission, and system owners and personnel developing and maintaining the information systems supporting all aspects of the organization’s operations. In its flagship guidance on managing information security risk, NIST emphasizes the importance of adopting an organization-wide perspective on risk management, integrating the processes and activities conducted at the levels of individual information systems, mission and business processes, and the organization [4]. This guidance encourages agency senior management to recognize the importance of effectively managing information security risk and adopt governance structures that include organizational risk management. Given the extent to which mission execution depends on information systems and the processes they support, agency executives also need to acknowledge the role of risk management as a mission enabler and to mandate risk-based management as a core organizational requirement. Demonstrating executive-level commitment helps agencies helps ensure sufficient allocation of resources to develop and implement effective, organization-wide risk management programs. According to NIST, effective organizational risk management requires agencies to [4]:
• Assign risk management responsibilities to appropriate senior leaders or executives.
• Recognize and understand the information security risks to organizational operations and assets, individuals, other organizations, and the nation arising from the operation and use of information systems.
• Establish the organizational tolerance for risk and communicate the risk tolerance throughout the organization to guide ongoing risk-based decision-making.
• Hold senior leaders accountable for their risk management decisions and for the implementation of effective, organization-wide risk management programs.
Although the importance of securing executive commitment to organizational risk management may be self-evident, many agencies find it challenging to actually achieve the senior management buy-in so frequently touted as essential for success. There is no single best strategy applicable to all agencies for establishing executive commitment, but information security managers and risk management stakeholders often articulate the value of organizational risk management in terms of legal, policy, or regulatory compliance requirements; alignment to and support of strategic goals and objectives and intended mission outcomes; financial benefits; or some combination of these factors.
Justifying Information Security
Performing all the tasks and activities required under FISMA demands a significant commitment of organizational resources, both for agency-level risk management and information security program operations and for implementing security controls and appropriate oversight to achieve adequate security for information systems. All government organizations operate within budget constraints that require agencies to prioritize their programs and activities and allocate investment funding, personnel, and other resources in a manner that aligns with those priorities. In this context, agencies need to be able to demonstrate the value of information security and risk management activities to senior management and justify the allocation of organizational resources needed to achieve risk management objectives. The need to comply with legal and regulatory requirements is one type of justification, but compliance alone is insufficient in many organizations to make information security a high priority, particularly given the lack of meaningful penalties for non-compliance with FISMA and other security requirements. Agencies and their system owners develop business cases to support information security programs and the security resources associated with information systems, using anticipated economic or performance improvement benefits, in addition to compliance objectives, to justify resource allocations.
Federal agencies typically develop business cases for all major IT investments, where major denotes a need for special management attention because of the importance of the investment to the agency; significant program or policy implications; high executive visibility; high development, operating, or maintenance costs; or other criteria specified for the agency’s capital planning and investment control process [5]. Agency information security programs and significant individual information systems often warrant their own business cases; agencies report information about other systems and overall security spending in the agency’s IT investment portfolio and IT security portfolio, respectively. The IT security portfolio includes costs for eight categories of IT security tools—anti-virus, anti-malware, data leakage protection, email filtering software, intrusion detection, intrusion prevention, security information and event management, and Web filtering software—and an aggregate total spending amount [6]. Specific justification information varies to some extent by agency and by the nature of the program or IT investment addressed in the business case, but business cases typically include costs, expected productivity gains or performance improvements, a cost-benefit comparison, and any existing supporting information such as program evaluations or the results of analyses providing the rationale for acquiring or operating information systems or other assets [7]. Federal agencies prepare IT investment business cases following official guidance in the Capital Programming Guide provided as part of OMB Circular A-11, which specifies that major investments should [8]:
• Support core or priority mission functions.
• Be undertaken by the agency because no alternative private sector or governmental source can support the function more efficiently.
• Support simplified or otherwise redesigned work processes that reduce costs, improve effectiveness, and make maximum use of commercial, off-the-shelf technology.
• Demonstrate a projected return on the investment equal to or better than alternative uses of available resources, where return may include improved mission performance, reduced cost, increased quality, speed, or flexibility, and increased customer and employee satisfaction.
• Be consistent with federal and agency enterprise architectures.
• Reduce risk.
• Be implemented in phased, successive segments as narrow in scope and brief in duration as practicable.
• Employ an acquisition strategy that appropriately allocates risk between the government and the vendor or contractor, uses competition, ties payments to accomplishments, and takes maximum advantage of commercial technology.
Business cases for IT investments often focus on justifying anticipated or desired budget expenditures in a way that satisfies external requirements for review and oversight, but before a business case is included as part of an agency’s IT portfolio it receives review and approval by an investment review board or other IT governance body and by the agency chief information officer, head of agency, and other appropriate executives. The information included in a business case for information security or risk management-related investments typically reflects a combination of agency-specific and government-wide criteria. System owners, business owners, program managers, and others preparing business cases should understand the prioritization criteria used within their agency’s capital planning and investment control and IT governance processes to ensure that evidence provided to justify resource allocations satisfies the appropriate criteria. While a business case specifies the costs and benefits expected from information security risk management programs and activities, once those programs are established and activities are underway, measuring and reporting on security is an important way to help justify security spending on an ongoing basis and to justify the allocation of additional resources to take corrective action or otherwise improve security.
Key Upper Management Roles
There are many stakeholders with an interest in organizational risk management. From the perspective of demonstrating value and securing the appropriate level of commitment from the organization’s leadership, risk management should involve executives responsible for overseeing information security, information technology, and mission execution. Despite the strong influence of information technology on security, organizational risk management focuses on risk affecting all aspects of agency operations and leaders representing mission functions and business processes have risk management roles just as integral as those of information resources management executives. Like agency strategic planning and many other forms of organizational governance, organizational risk management is considered an inherently governmental function so each of the senior leadership roles involved in information security risk management is assigned only to government personnel [9].
Head of Agency
The senior executive of each federal agency has the visibility and influence to demonstrate the level of priority within the organization for effective information resources management, including risk and information security management. Although in many government organizations the head of the agency is a political appointee, this role—directly or by delegation to other senior executives—establishes the organizational commitment to information security risk management and to allocating resources and taking actions necessary to protect the core mission functions and business processes the agency performs. The head of agency also ensures appropriate accountability for information security through the organizational information security program and through reporting, oversight, and communication relationships established with risk executives, the chief information officer and other senior IT leadership, and senior information officials responsible for security and privacy.
Risk Executive
The role of risk executive—whether filled by an individual, a group, or a functional unit within the organization—provides leadership and oversight of organization-wide risk management, developing and implementing risk management strategy consistent with the strategic goals and objectives of the organization and managing information security risk across the organization in a manner reflecting the organizational risk tolerance. The risk executive coordinates efforts with other senior leaders within the organization to provide a comprehensive risk management strategy, facilitate information sharing and communication among risk management and information security officials and other senior leaders, and oversee all risk management activities across the organization. The risk executive role may be performed by the agency head, another senior leader with appropriate management authority, a risk review board or other leadership group, or some other functional structure that best suits the organization.
Chief Information Officer
The role of chief information officer (CIO) has broad statutory authority assigned by FISMA, the Clinger-Cohen Act, and other key legislation for leading and overseeing many aspects of information resources management, including overall leadership and oversight of the agency information security program. Clinger-Cohen—enacted as the Information Technology Management Reform Act of 1996—formally established the Chief Information Officer role and primary responsibilities in federal executive agencies [10]. FISMA directed agency CIOs to designate a senior information security officer—typically a subordinate reporting to the CIO—and to help ensure that all senior organizational officials with information security authority understand their roles and associated responsibilities. In coordination with the senior information security officer and other senior officials, the CIO acts as the primary liaison between the information resources management programs in the agency and the head of the agency, providing regular status reporting and updates on the overall effectiveness of the organizational information security program and efforts to mitigate or manage risk to the organization. The CIO, risk executive, and senior information security officer work with authorizing officials, common control providers, and information system owners to implement an effective organizational information security program to ensure that organizational information systems are adequately secured and authorized to operate. The CIO also influences planning, budgeting, and resource allocation for security controls and other measures to protect the organization’s information assets and the mission functions and business processes those assets support.
Senior Information Security Officer
The senior information security officer (a position often designated chief information security officer (CISO) or senior agency information security officer), in a role established by FISMA [11], carries out the security responsibilities of the chief information officer specified in FISMA and serves as the primary liaison between the CIO and authorizing officials, common control providers, information system owners, and information system security officers. The senior information security officer is also often the official responsible for ensuring agency compliance with FISMA and other applicable information security requirements and for coordinating the collection and reporting of organizational information security program metrics and other information submitted to OMB, DHS, GAO, and other entities overseeing government information security operations. Agencies are expected to provide senior information security officers with the authority and resources necessary to achieve cost-effective, risk-based security for organizational information assets. In some agencies, the senior information security officer may also serve as an authorizing official for information systems providing enterprise-wide functions or services.
Inspector General
Federal government agency inspectors general provide independent review and oversight of agency programs and activities, including information security programs. With respect to FISMA, inspectors general serve in the role of independent auditor, with responsibility for conducting annual evaluations of agency information security programs and reporting the findings of their evaluations as part of annual FISMA reporting requirements. Specifically, each inspector general assesses the agency information security program in 11 functional areas to determine if the program’s implementation in each area is consistent with FISMA requirements or needs improvement, based on a set of 96 attributes that information security programs should exhibit [12].
Managing the Information Security Program
The organizational information security program provides overarching operational guidance for information system-level security management. This guidance includes policies, procedures, and standards that system owners and common control providers should follow and the definition and implementation of organization-wide management, operational, and technical controls. Many of the activities performed at the organizational information security program-level stem from FISMA requirements specifying responsibilities for each federal agency. These include [13]:
• Performing periodic risk assessments of information security risk associated with agency information and information systems.
• Creating risk-based policies and procedures to cost-effectively reduce information security risk to an acceptable level, address information security throughout the life cycle of each information system, and ensure compliance with FISMA requirements.
• Developing organization-level plans and defining standards or templates for subordinate plans for providing adequate information security for networks, facilities, and information systems.
• Providing security awareness training for personnel and contractors managing or using agency information systems.
• Conducting periodic testing and evaluation of the effectiveness of information security policies, procedures, and practices.
• Developing a process for planning, implementing, evaluating, and documenting remedial action to address deficiencies in agency information security policies, procedures, and practices.
• Developing and implementing procedures for detecting, reporting, and responding to security incidents.
• Developing and implementing plans and procedures to ensure continuity of operations for information systems.
Warning
System authorization efforts undertaken without close coordination with information security program tend be less cost-effective, requiring more resources or taking longer to execute, and may result in a higher proportion of system-specific controls than the system owner can justify. This is especially true if the system owner and the authorizing official have differing perspectives on the extent to which the information system should follow policies and procedures or leverage other guidance provided by the organizational information security program.
The NIST FISMA Implementation Project issued guidance to federal agencies on each of these requirements (Table 1.1 maps FISMA requirements to corresponding NIST Special Publications) and in 2009 revised Special Publication 800-53 by adding a program management control family with a set of security controls applicable for all information systems and security control baselines but implemented and assessed at the information security program level. These controls, listed in Table 5.1, correspond to key FISMA provisions as well as agency responsibilities and requirements for information resources management detailed in OMB Circular A-130 and other applicable government-wide guidance.
Table 5.1 Program Management Controls Required in Federal Agencies [14]
Number | Control Name | Description |
PM-1 | Information Security Program Plan | A single document or set of related documents that describe the structure and operation of the organization-wide information security program, including the program requirements and program management controls and organization-level common controls implemented to meet those requirements |
PM-2 | Senior Information Security Officer | Senior-level organizational official with authority and resources to implement and maintain the organization-wide information security program |
PM-3 | Information Security Resources | Provides funding, via the capital planning and investment control process, sufficient to provide the resources necessary to implement and operate the information security program |
PM-4 | Plan of Action and Milestones Process | Organizational-level process prescribing the maintenance of plans of action and milestones for the organization-wide information security program and organizational information systems |
PM-5 | Information System Inventory | Inventory of all information systems operated or controlled by the organization, maintained to comply with agency system inventory requirement in FISMA |
PM-6 | Information Security Measures of Performance | Outcome-based performance metrics developed and monitored to assess the implementation, efficiency and effectiveness, and impact of the organization-wide information security program and the controls implemented in support of the program |
PM-7 | Enterprise Architecture | Organizational information security architecture integrated into the enterprise architecture, incorporating security requirements and associated controls using the Risk Management Framework and supporting standards and guidelines |
PM-8 | Critical Infrastructure Plan | Document defining and describing the protection of organizational critical infrastructure and key resources, incorporating information security issues and including protection provided by security controls within the set of planning requirements mandated in HSPD-7 |
PM-9 | Risk Management Strategy | Comprehensive strategy developed and implemented to manage organizational information security risk, including clear statement of risk tolerance and specifying approaches for planning, assessing, responding to, and monitoring risk |
PM-10 | Security Authorization Process | Implementation of the Risk Management Framework process to manage the security of organizational information systems through security authorization as part of organization-wide risk management |
PM-11 | Mission/Business Process Definition | Formal process descriptions identifying information protection needs and considering information security and risk factors affecting mission and business operations, used to determine necessary security controls for the information systems that support mission and business processes |
Among the changes to Special Publication 800-53 NIST proposed for Revision 4 is the addition of four more program management controls addressing information security program responsibilities, including implementing an insider threat program, information security workforce development program, operational security program, and a process for overseeing information system level testing, training, and monitoring to ensure consistency and validate adherence to organizational risk management strategy and priorities [15].
Organizational Policies, Procedures, Templates, and Guidance
Agency information security programs are not only mechanisms for monitoring and oversight, they also enable more cost-effective and efficient information security protection for agency information systems. Based on data submitted to OMB and reported to Congress, federal agencies in 2011 devoted more than 10% of their overall IT security spending—roughly $138 million—to activities associated with implementing the Risk Management Framework [16].
System owners and their project teams executing the RMF process produce large volumes of security-related documentation, typically including detailed security control configuration information and operational procedures used to manage their systems on an ongoing basis as well as the artifacts in the system authorization package. NIST provides detailed guidance on the content and recommended structure for much of this documentation, but agencies often find that developing their own templates for the necessary plans and supporting artifacts helps reduce the time required to produce documentation and encourages consistency in the content and level of detail provided for each system. Agency information security programs commonly develop organizational policies and procedures (which correspond to the first control in each of the control families in Special Publication 800-53) prescribing how system owners should address security requirements for their systems. The information security program is also the appropriate level within the organization to develop standard security artifact templates and guidance for system owners, either following the content and structure recommendations in relevant NIST special publications or creating agency-specific templates to satisfy organizational requirements. Agencies may also consider the acquisition and implementation of automated tools to facilitate the collection and maintenance of system security information and the generation of templates and reports to support the development of system security plans, security assessment reports, plans of action and milestones, and other security artifacts. Many of the tools available also provide external reporting capabilities that satisfy FISMA requirements for reporting to DHS and OMB, which emphasize the use of automated data feeds submitted by agencies to the CyberScope online reporting tool [17].
Compliance and Reporting
Providing effective security protection for information systems and other assets is a high priority for most organizations due to the important enabling role of information security in the execution of mission functions and business processes. Where private sector organizations generally have broad latitude to make their own determinations about the level of security and privacy protection to employ, even with respect to safeguarding personally identifiable information and other sensitive data [18], federal government organizations are subject to a wide range of legislative and regulatory requirements regarding security and privacy. For requirements specified in FISMA, agency compliance is mandatory, with the task of ensuring compliance falling within the scope of the agency information security program and ultimate responsibility assigned to the head of each agency [19]. These requirements make compliance—and the collection, management, and submission of agency-wide security information reported to demonstrate compliance—an important part of agency information security program operations. Establishing consistent, repeatable, and reliable compliance and reporting processes supports information security risk management across the entire organization.
Agency Reporting Requirements
FISMA directs each agency to provide annual reports “on the adequacy and effectiveness of information security policies, procedures, and practices” and on compliance with the applicable provisions in the law, and to include similar information in plans and reports developed to satisfy other requirements associated with budget formulation, information resources management, program performance monitoring, financial management, and internal auditing and administrative controls [20]. OMB (and since 2010, DHS) issues annual instructions to federal agencies specifying the set of security program metrics and other information agencies need to submit to satisfy FISMA reporting requirements. The current scope of FISMA reporting activities includes automated monthly data feeds of security information from each agency to CyberScope; written responses to a series of questions to be answered by chief information officers, senior agency officials for privacy, and inspectors general; and participation in “CyberStat” meetings coordinated by DHS intended to help agencies assess existing security posture and develop recommendations and action plans for improving security [21]. While both FISMA and the reporting instructions issued to agencies refer to annual reporting, some security information is reported monthly or quarterly; the shift that began in 2010 towards greater use of automated data feeds for reporting security metrics continues to evolve towards more frequent reporting. Agency officials retrieve current reporting templates and manage document-based submissions through CyberScope. Access to this information is strictly controlled, although summary FISMA report information for each agency is included in annual reports to Congress that are publicly available [22].
Information Security Program Evaluation
In addition to submitting information security metrics and program data for government-wide oversight, FISMA also requires federal agencies to perform annual independent evaluations to assess the effectiveness of their information security programs [23]. These evaluations address established security policies, procedures, and practices as implemented by agency information systems and review the agency’s compliance with FISMA requirements and other relevant security and privacy regulations, policies, and guidance. The information security program evaluation is typically performed by the agency inspector general or by an individual or entity external to the organization serving as an independent auditor. Because the agency inspector general is already required to assess the information security program against administration priorities, FISMA metrics, and baseline questions established for FISMA reporting, agencies may find it efficient to use the results of inspector general FISMA reports for internal program evaluation purposes, or to extend the scope of the required FISMA metrics and topic areas to address program characteristics most important to the agency. Under guidance provided by the Department of Homeland Security under its authority to oversee operational security within executive agencies, the questions inspectors general must answer reflect less emphasis on compliance and focus more on demonstrating the effectiveness of security controls and on assessing risk consistent with the guidance provided in Special Publication 800-39 [21]. Agencies can use the results of information security program evaluations and feedback provided to each agency during CyberStat reviews to identify areas of weakness and develop strategies to improve security organization-wide and provide better support to information systems security and risk management activities.
Organizational Success Factors
In addition to the support provided by the organizational information security program, there are many other factors affecting how effectively and efficiently agencies and their system owners execute the steps in the Risk Management Framework, satisfy the provisions in FISMA and other legal, regulatory, and policy requirements, and manage information security throughout their organizations. When present in an organization, these factors increase the chances for achieving strategic and operational security objectives and help agencies and their system owners balance the requirements necessary to provide adequate security consistent with the mission and business priorities of the organization. The information security management activities and attributes described in this section are not prerequisites—in the sense that agencies can (and often do) implement and maintain compliant security practices without them. Agencies seeking cost-effective information security operations and the willing engagement by all system owners in executing the organization’s risk management strategy can, however, engender success by attending to these factors.
Governance
Governance refers to the organizational structure, management authority, and responsibility for decision making within an organization and to the set of practices and processes with which an organization establishes and executes its strategy. Governance determines who makes decisions, the criteria upon which decision-makers act, and the processes by which organizations allocate resources in support of achieving mission goals and objectives. Governance in the context of risk management incorporates risk-based considerations in organizational decisions; establishes the risk management strategy for the organization, including determining how to assess and respond to risk faced by the organization; and specifies who within the organization is authorized to make decisions regarding risk. NIST recognizes three primary types of governance models used in federal government organizations: centralized, decentralized, and hybrid [24]. Regardless of the overall governance model applicable to a given federal agency, the execution of the Risk Management Framework as NIST prescribed presumes a hybrid governance model, in which system owners and common control providers have some degree of authority to accept risk or choose other responses to risk associated with their information systems but make risk-based decisions within the bounds of the risk management strategy, risk tolerance, and related policies and procedures specified at the organizational level. The specific governance model employed by an organization is less important as a factor contributing to the success of agency risk management practices than the strength of governance. Strong risk management governance sets clear expectations about what the organization considers acceptable risk and establishes and applies formal decision-making criteria to allocate resources, approve recommended courses of action, and define roles and responsibilities involved in information security risk management at all levels of the organization. Strong governance is also an indicator of commitment by organizational leaders to manage risk consistently throughout the organization [25].
Planning
The need for effective planning is a consistent theme in FISMA and other legislative sources of information resources management practices and requirements and in NIST standards and guidance on risk management processes. Chapter 6 emphasizes the importance of thorough planning prior to initiating the RMF process for each information system, but comprehensive planning is also essential for organizational information security program activities, organizational risk management strategy development and execution, and successful integration of information security with other key information resources management functions. Federal agencies often structure their risk management and information security program planning activities to produce the formal plans and related security documentation needed to support system authorization, continuous monitoring, and other risk management functions. These planning documents identify and describe organizational and system-specific security requirements derived from mission and business needs and from threats and vulnerabilities identified in risk assessments. Planning also supports efficient resource allocation by identifying organizational priorities and aligning risk-based decisions with those priorities, including provisions for implementing management, operational, and technical controls to satisfy security requirements. The planning process also identifies organizational decision makers and other key risk management roles and responsibilities to facilitate appropriate communication channels and establish accountability for decisions.
Budgeting and Resource Allocation
The tasks specified in the Risk Management Framework cannot be performed effectively without sufficient resources, including the allocation of funding for personnel, tools, training, testing, and monitoring. Federal government agencies report significant investments in information security, with a total of $13.3 billion spent in fiscal year 2011 across all agencies, of which Department of Defense spending alone was more than $10 billion [26]. Spending on information security represented an average of 18% of total IT spending [27], giving many agencies a strong incentive to find ways to control security expenditures while maintaining adequate security protection for their information assets. Personnel costs for government employees and contractors working on security represent the largest proportion of overall information security spending, so opportunities for improving security workforce productivity through more effective training or the introduction of automated technical and operational support tools can help agencies get the most out of their security budget outlays [16]. The federal budgeting process requires agencies to plan anticipated expenditures more than a year in advance [28], presenting a special challenge for information security programs and related activities that need to address dynamic and often unpredictable threats, vulnerabilities, and other factors affecting agency information systems and operating environments. As a component of annual performance plans agencies must submit to OMB, FISMA requires each agency to include the budget, staffing, and training resources necessary to implement the organizational information security program [29]. To ensure adequate resources are allocated for individual information systems, systems owners need to ensure that budget requests and business cases developed in support of individual information systems incorporate funding to satisfy security requirements and that the relevant security tasking and associated resources are included within the scope of contracts issued to acquire, develop, or operate federal information systems.
Communication
Given the array of stakeholders participating in information security and risk management processes, effective communication is essential within and across all layers of the organization to ensure the appropriate information is available to relevant personnel. Members of project teams executing the RMF process and implementing or operating information systems need to establish clear and consistent communication practices to ensure awareness and understanding of requirements and dependencies between the RMF and system development life cycle. Similar interactions also need to happen between personnel working on security and on other key programs such as enterprise architecture, capital planning, budget formulation, and performance monitoring and management. Information security program managers and system owners also need to establish bi-directional communication channels between individuals or organizational units responsible for implementing different parts of the risk management process and between the organizational, mission and business process, and information system tiers NIST references in its risk management guidance [30]. Effective communication in the risk management context includes conveying the results of security monitoring activities through status reports and notifications; providing information about changes to information systems or their operating environments to risk managers, authorizing officials, and other stakeholders potentially affected by the security impact of such changes; and disseminating new or updated strategies, policies, procedures, standards, and guidelines developed at the organizational level to system owners whose security management activities may be predicated on that information.
Standardization, Automation, and Reuse
One approach to making agency information security more cost effective is to encourage or mandate the use of tools, standard technologies and operating procedures, or controls across multiple systems or the entire organization. The provision of common controls is one way to reuse security tools or other capabilities, as the cost of implementing common or hybrid controls for the systems that inherit them is substantially lower than deploying system-specific controls in many cases. In addition to reusing controls, agencies may choose to develop and make available templates or procedural guidance through their information security programs to assist system owners to execute security management activities and produce the documentation necessary to support system authorization. The benefits of reuse accrue for any method or mechanism that minimizes the need for system owners to implement unique security tools and technologies or to develop security documentation from scratch.
Note
The increased use of automated security tools is a key factor in moving agencies closer to real-time continuous monitoring and enabling monitoring for a larger proportion of the security controls implemented for each system. Somewhat distinct from automated monitoring tools, automated measurement and reporting tools are becoming essential for FISMA reporting as requirements evolve to require more frequent reporting of a broader set of security metrics and to submit security performance data to CyberScope using automated data feeds.
Flexibility
All organizations need to strike a balance between their level of standardization or rigid adherence to policies and procedures required at the organizational level and the amount of authority delegated to system owners to adapt security requirements to suit their individual systems. To some degree the flexibility inherent in organizational risk management depends on the governance model adopted by each agency, as decentralized governance presumes greater authority delegated to subordinate organizational units to make decisions and determine their own approaches to system implementation and ongoing operations [31]. NIST guidance to agencies emphasizes flexibility in selecting and implementing security controls, assessing risk, and performing continuous monitoring, standard procedures for which system owners tailor to their specific requirements. This flexibility is most explicitly stated in Special Publication 800-53, which acknowledges the mandatory standard in FIPS 200 that requires agencies to use the security control baselines NIST defines but notes, “there is flexibility in how agencies apply the guidance” in consideration of each agency’s mission, business functions, and environment of operation [32]. Flexibility in this context means that there may be multiple ways to provide adequate security for different systems that are equally acceptable to authorizing officials and maintain compliance with FISMA and other applicable regulations. NIST, DHS, and OMB all emphasize adherence to the intent underlying guidance in Special Publications when assessing how system owners implement security controls.
Measuring Security Effectiveness
Organizations use information security measures to support risk management decision making and identify potential opportunities to improve security posture through the collection, analysis, and reporting of appropriate security performance metrics. Performance measurement is an important aspect of security monitoring, providing information about the status of security controls and security management activities and evidence of weaknesses or deficiencies in operational security that may warrant corrective action. Information security measurement occurs at multiple levels within an organization, with more detailed or frequent measures often collected for information systems, which are then aggregated and communicated to the organizational information security program. Agencies also report both system-level and program-level metrics to senior leaders responsible for information resources management, risk management, and mission and business operations. Performance objectives drive the selection of information security measures. Relevant objectives may stem from agency-level strategic goals and objectives, program or business process objectives and outcomes, and legal, regulatory, or policy requirements. Measurement helps agencies monitor progress towards the achievement of goals and objectives by quantifying the implementation, efficiency and effectiveness, and impact of security controls; analyzing the adequacy of information security program activities; and identifying opportunities for taking action to improve security.
Under provisions enacted in the Government Performance and Results Act (GPRA), all federal agencies are required to address performance requirements for the programs and activities included in agency budgets in annual performance plans that [33]:
• establish performance goals to define the level of performance to be achieved by a program activity;
• express such goals in an objective, quantifiable, and measurable form;
• briefly describe the operational processes, skills and technology, and the human, capital, information, or other resources required to meet the performance goals;
• establish performance indicators to be used in measuring or assessing the relevant outputs, service levels, and outcomes of each program activity;
• provide a basis for comparing actual program results with the established performance goals;
• describe the means to be used to verify and validate measured values.
These requirements drive the selection and implementation of performance measures specified in the context of capital planning and investment control processes and business case development. Guidance to agencies on specifying performance measures for information resources management focuses on measuring inputs, outputs, and outcomes to support program planning and evaluation [34]. NIST provides explicit guidance on information security measurement in Special Publication 800-55 intended to help agencies comply with program performance measurement requirements specified in GPRA, FISMA, and the Clinger-Cohen Act and align performance of information security activities to agency strategic goals and objectives to demonstrate the value of information security in support of achieving program outcomes [35].
A variety of factors influence the development and implementation of information security measures for program-level and information system-level performance management, including the types of measures needed to support information security management reporting and monitoring requirements, the ability to specify quantitative or semi-quantitative metrics to facilitate comparison of measurement values over time, and the availability of the data supporting each measure. Perhaps the most important factors affecting the type and extent of security measures used by an agency are the maturity of the agency information security program and the security controls implemented by its information systems. From a practical standpoint, it is impossible to measure changes in efficiency or effectiveness associated with security controls before those security controls have been implemented, so while agencies and their system owners may specify higher-order measures prior to implementation, the ability to collect measurement data to assess effectiveness and efficiency or impact depends on successful implementation. The feasibility of collecting some types of metrics may also depend on the types of monitoring tools and level of automation they provide, particularly for measures that organizations seek to collect on a frequent basis.
The maturity of an organization’s information security program determines the type of measures that can be gathered successfully. NIST defines information security program maturity in terms of the existence and level of institutionalization of security policies, procedures, standards, and guidelines. As the information security program matures, its policies typically become more comprehensive in scope, offer more prescriptive details to facilitate repeatable implementation of security processes, and exhibit greater levels of standardization [36]. Less mature information security programs need to develop goals and objectives and formulate policies and procedures before they can meaningfully measure program performance. As programs mature they typically rely first on implementation measures to evaluate performance, evolving over time and with the benefit of experience to use effectiveness and efficiency and business impact measures to determine the effect of their information security activities on the organization. The information security program depends on senior management support to help define its goals and objectives, typically expressed through information security policies and procedures developed by the information security program and in plans and strategies such as the information security program plan and organizational risk management strategy.
Security Measurement Types
Special Publication 800-55 identifies three primary types of measures: implementation, effectiveness and efficiency, and impact. Implementation measures assess system-level or organizational progress in implementing required security controls, establishing organizational capabilities necessary to support information security risk management, and achieving and maintaining compliance with legal, regulatory, or policy requirements. Similar implementation measures are often used for both system-level and agency-level performance evaluation, where for instance a system owner might measure the percentage of properly configured security controls a system implements and the agency might aggregate such system-level measures to report on the implementation of properly configured controls across all information systems or the percentage of agency information systems that have achieved a target level of control implementation.
Effectiveness and efficiency measures are considered together in NIST guidance, but the terms refer to two different objectives. Effectiveness is a measure of the extent to which a security control or security management activity operates as it should and achieves its intended security outcomes. Efficiency is a measure of security control performance considering the time and resources allocated to its operation, evaluating the timeliness with which a process or activity occurred, or the level of human or technical resources that the process or activity required. Effectiveness and efficiency performance measurement is an important source of evidence demonstrating the relative cost-effectiveness of security controls an agency implements and operates in support of achieving the information resources management goal of adequate security. Agencies may specify both effectiveness and efficiency measures for some controls to gauge different aspects of their performance. For example, an organization might measure how many or what proportion of identified security events it handled with its incident response capability and also measure the average time to respond to or recover from security incidents. The former is an effectiveness measure, the latter an efficiency measure.
Impact measures demonstrate the effects of information security on the organization’s mission or other results of information security risk management on the achievement of organizational goals and objectives. Impact measures are often related to effectiveness and efficiency measures, particularly when information security performance is measured in terms of economic impact. For example, cost savings or cost avoidance attributable to the information security program or controls or capabilities implemented by the organization represent one form of economic impact. Government agencies may also be able to tie information security performance to overall program performance measures related to delivering services to citizens or executing mission functions, where information security activities may increase the accessibility of services, demonstrate appropriate protection of personally identifiable information or other sensitive data, or increase the level of trust placed in the agency by citizens, organizations, and other stakeholders.
Security Measurement Process
The security measurement process described in Special Publication 800-55 comprises two separate activities—security measure development and security measure implementation. During security measure development system owners and information security program managers determine relevant measures and select measures appropriate for the state of the security program or the information system. The selection of security measures considers organizational strategic goals and objectives, mission and business priorities, security and information resources requirements, and the operational environments in which information systems are deployed. Agencies also need to ensure that the appropriate technical and functional capabilities are in place before initiating security measurement, including mechanisms for data collection, analysis, and reporting. The process of developing security measures, illustrated in Figure 5.2, first identifies and defines measurement requirements and then selects the set of measures that will satisfy those requirements. Because security measurement and performance management are iterative processes, the type of measures implemented and the specific metrics used to measure performance change over time, as the organization matures its security measurement practices and as it gains new information through the collection of performance data.
Figure 5.2 Security Measurement is an Iterative Process that Aligns Organizational Goals and Objectives to Security Strategy, Policies, and Other Guidance Implemented by Organizational Information Security Programs and Evaluated Using Implementation, Effectiveness and Efficiency, and Impact Metrics [37]
The identification of security measurement needs depends in part on ensuring that the process includes all relevant stakeholders and represents their interests. Senior organizational leaders with management or oversight responsibility for information security, information resources management, or risk management are obvious candidates to participate in security measure definition, along with common control providers and information system owners, program managers and business process owners, security officers, and personnel responsible for implementing or operating security controls. Stakeholder interests typically differ depending on the roles and responsibilities stakeholders have, their level within the organization structure, and the employees, users, or program beneficiaries or service consumers they represent. Some stakeholder responsibilities may correspond to needs for particular measures that provide a function—or domain-specific perspective on information security performance. The information security program should encourage stakeholder participation throughout the process of security measure development to validate the applicability of the measures selected. The type of measures selected—implementation, effectiveness and efficiency, or impact—also typically vary by stakeholder, as senior leaders may be more interested in impact and efficiency measures while system owners and operational security personnel typically emphasize implementation and effectiveness measures [38]. Agencies identify and document information security goals and objectives and security requirements that guide security control implementation for individual information systems and for the organizational information security program. Sources considered in this part of the process include agency, information technology, and security strategic plans, performance plans, policies, laws, regulations, and associated guidance. With respect to FISMA requirements, FIPS 200 specifies minimum security requirements for information systems categorized at different impact levels [39], corresponding to required security controls selected from Special Publication 800-53. Security controls selected for implementation and documented in information system security plans provide a key source of implementation measures, as system owners and information security program managers have an interest in verifying the proper implementation of selected measures to achieve adequate security protection for their information systems.
Organizational security policies and procedures often include implementation details specifying how different security controls should be implemented based on security control and control enhancement descriptions in Special Publication 800-53 and security objectives for each control defined in Special Publication 800-53A. This guidance provides valuable input to the development of security measures and determinations of the most appropriate methods to use to measure security control performance. Agencies should also identify existing metrics and sources of data potentially useful in measuring program-level or system-level security performance, including information in system security plans, risk assessment reports, security assessment reports, plans of action and milestones, inspector general audit reports, and continuous monitoring reports. Selected information security measures may address the security performance of specific security controls, groups of related or interdependent controls, an information system, or security function, service, or program spanning multiple systems. Agencies typically development and implement measures focused on different aspects of security and with different scope to cover all relevant performance objectives, aggregating measures or measurement perspectives to provide and organizational view of information security performance. The set of measures with potential applicability security performance drivers and objectives is typically large and diverse. To overcome the challenges comprehensive measurement would present, agencies need to prioritize performance objectives and implemented measures to ensure that selected measures provide appropriate coverage for security controls and information systems categorized at higher risk levels.
Tip
Agencies and their system owners have widely varying experience developing and implementing information security performance measures. NIST lists candidate performance measures in Special Publication 800-55 [40], providing sample measures for each security control family and indicating the type of measure (implementation, effectiveness and efficiency, or impact) and whether the measures apply at the program or system level. Agencies can use these same measures as a guide to developing security measures for their own systems and information security programs to help ensure that the set of measures selected includes all types and addresses all relevant areas of performance.
Establishing performance targets is also an important element of defining and implementing information security measures. Performance targets establish a set of objectives against which agencies can measure success. Using initial security measurement results as a baseline for performance, agencies can use initial and current measurement values and performance targets to track progress towards achieving security objectives. Different performance targets typically apply to different types of measures—implementation measure performance targets often reflect full implementation (such as “100%” on a quantitative scale, “implemented” or “complete” on an ordinal scale) while targets for effectiveness and efficiency measures and impact measures are often stated as relative improvements sought at each measurement interval or as the attainment of specific performance levels driven by business objectives.
Relevant Source Material
Several NIST Special Publications and Federal Information Processing Standards provide guidance, recommendations, and instructions relevant to planning RMF activities. The most applicable sources of information include:
• Special Publication 800-39, Managing Information Security Risk: Organization, Mission, and Information System View [30].
• Special Publication 800-53 Revision 3, Recommended Security Controls for Federal Information Systems and Organizations [41].
• Special Publication 800-53A Revision 1, Guide for Assessing the Security Controls in Federal Information Systems and Organizations [42].
• Special Publication 800-55 Revision 1, Performance Measurement Guide for Information Security [35].
These and other NIST Special Publications are available from the NIST Computer Security Division Website, at http://csrc.nist.gov/publications/.
Summary
This chapter describes and explains the importance of several organizational factors that influence the success of information security risk management at both organizational and individual information system levels. Specifically, it highlighted the essential role of senior leadership support, the organizational information security program, effective planning and resource allocation, and performance measurement and management in establishing and maintaining compliance with security laws, regulations, and policies; consistently executing the Risk Management Framework for agency information systems, and enabling the achievement of mission objectives and program outcomes. Collectively, these success factors greatly enhance the ability of an organization to manage information security risk and to demonstrate the value and otherwise justify investment in information security programs and associated activities.
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Chapter 6
Risk Management Framework Planning and Initiation
Information in this chapter:
• Planning for Successful RMF Execution
• Key Prerequisites for RMF Initiation
• Establishing a Project Plan for RMF Iteration
• Organizational Roles and Responsibilities
• Getting the Project Underway
Performing the tasks associated with the Risk Management Framework requires a substantial investment of time and effort and the participation of many different contributors, both within the group of personnel responsible for the system and from other parts of the organization. Information security risk management practices, including the activities prescribed in the RMF, cannot effectively be performed in isolation, as they are integral to the system development life cycle and interdependent with other IT management functions. Federal information systems cannot be put into production until they receive authorization to operate, making the successful completion of the tasks in RMF steps 1 through 5 a prerequisite for a system to finish implementation and move into its operational phase. Effective planning prior to initiating the RMF process helps system owners ensure that sufficient resources are allocated to the effort and that the information needed to start the RMF is available. From an overall information systems management perspective, planning for the RMF both affects and is influenced by tasks, milestones, and dependencies in project plans, work breakdown structures, or integrated master schedules used to manage system development, implementation, and operations and maintenance. This chapter emphasizes the importance of careful planning prior to initiating the RMF, explains the alignment of SDLC phases and RMF steps, identifies key roles and responsibilities at all levels of the organization, and describes the planning process.
Planning
Federal government agencies are responsible for integrating information security management with strategic and operational planning processes [1], which in practice means incorporating security within IT strategic planning, enterprise architecture (EA), capital planning and investment control (CPIC), and budget preparation and execution. Statutory regulations on federal information policy and information technology management [2] and key guidance to agencies on the management of federal information resources all emphasize the coordination of information security and risk management with multiple other planning and operational management functions [3]. Integrated management of federal information resources applies at all tiers of the organization, but at the information system-level the point of integration is often the system development life cycle (SDLC), which reflects perspectives from multiple management disciplines, as illustrated in Figure 6.1. Current federal guidance to agencies on information security risk management emphasizes the close alignment between the SDLC and the Risk Management Framework, most clearly indicated in Special Publication 800-37 Revision 1, which identifies the relevant SDLC phases for each task in the RMF [4]. Information systems typically receive funding through one or more agency IT investments, so from a financial management perspective system owners also need to coordinate security planning with CPIC processes and requirements applicable to the investments that provide funding to their systems and security management activities [5].
Note
One of the challenges system owners face is adhering to the different life cycles and phases associated with different information resources management disciplines, both within their agencies and in government-wide guidance. Official guidance to agencies from OMB specifies a performance improvement life cycle for IT management with three phases—architect, invest, implement—that correspond to distinct EA, CPIC, and SLDC processes, respectively [7]. The RMF overlaps to some extent with all of these processes, and NIST offers explicit guidance on integrating security activities with commonly used CPIC and SDLC processes [5,8]. None of this guidance is prescriptive and agencies have the flexibility to define and follow their own methodologies. The most current NIST documentation on the RMF emphasizes integration with the SDLC, so system owners should validate the extent to which the phases referenced in Special Publication 800-37 align with the standard life cycle processes defined in their own organizations.
Figure 6.1 Information Security Risk Management in Government Organizations is Not an Isolated Function, But Overlaps Substantially with Other Information Resources Management Activities Including Enterprise Architecture, Capital Planning and Investment Control, and the System Development Life Cycle [6]
Planning for any information resources management effort, including information security, involves specifying the set of tasks that need to occur, the personnel and other resources required to complete each task, the schedule for completing each task, and the inputs, outputs, and dependencies for each task. Information resources management planning occurs at strategic, tactical, and operational levels and may address entire organizations, business units or operating divisions, investments, or systems. In government organizations, planning at the information system-level focuses on projects, a term OMB defines as “a temporary endeavor undertaken to accomplish a unique product or service with a defined start and end point and specific objectives that, when attained, signify completion” [9]. Agencies often emphasize planning in the initiation phase of the system development life cycle because the development of a project plan is typically a prerequisite to securing project funding through the budgeting process and proceeding to development or acquisition [9]. To plan effectively for information security risk management activities, system owners need to consider three overlapping perspectives:
1. Organization-level planning for information resources management in general and for information security program management in particular.
2. Investment- or project-level system planning with a scope incorporating all functions and activities included in the system development life cycle.
3. System security planning, either as a set of tasks and activities within a broader project planning effort or as a distinct project.
System owners are actively involved in both overall system planning and system security planning, but depending on the size and complexity of the system and the way the organization manages it, different personnel may be responsible for developing and executing plans for different activities. The degree of integration between planning for security tasks and system-level project plans also depends in part on the way the system owner and the organization choose to acquire or perform key security services such as security control assessment and continuous monitoring. Some organizations explicitly incorporate security functions in system development, implementation, and operations and maintenance projects—whether those projects are staffed by government personnel, contractors, or some combination—while others establish internal security capabilities or services used across multiple systems. No single approach is preferred in all circumstances, but system owners need to consider the relationship between security and other system-related activities in order to plan appropriately for the completion of necessary security tasks. The tasks in the Risk Management Framework apply to major applications and general support systems that may encompass multiple applications within their boundaries, meaning that RMF planning is relevant for both individual systems owners and common control providers.
Planning the RMF Project
The description of the Risk Management Framework in Special Publication 800-37 organizes the process into six steps, with multiple tasks prescribed within each step. This structure facilitates the representation of the RMF process in a formal project plan or work breakdown structure (WBS) that documents the timing, resources, inputs and outputs, milestones, and dependencies for each task. The steps in the RMF align to phases in typical SDLC methodologies, as illustrated in Figure 6.2. System owners may choose to develop a RMF-specific plan or to incorporate RMF tasks into a more comprehensive project plan. In either case tasks in RMF steps should be aligned with relevant SDLC phases and activities, to reflect whether each security-related task precedes, follows, or runs parallel to other project tasks. Decomposing SDLC phases into explicit activities and associated outputs can facilitate planning and ordering security tasks, particularly when RMF tasks rely on information or artifacts produced as the result of SLDC activities. For instance, within the SDLC initiation phase project teams typically develop system descriptions or concepts of operation documents; specify functional and technical requirements; and conduct initial risk assessments and privacy impact assessments. These SDLC work products serve as inputs into tasks in the first two phases of the RMF, and security-focused personnel responsible for executing RMF tasks may contribute to the development of some or all of these within the SDLC before using the information to support the RMF process.
Figure 6.2 Aligning the Risk Management Framework to the System Development Life Cycle Helps Identify Timing and Sequence Dependencies Between the Processes and To Coordinate the Shared Use of Information Common to Both Processes
Aligning to the SDLC
Many organizations subdivide their SDLC methodologies into a larger number of phases than the five referenced in NIST guidance, potentially offering closer alignment of SDLC phases and corresponding RMF tasks. Table 6.1 lists some SDLC phase names commonly used in government organizations, arranged by the five general phase names used in NIST documentation and where applicable indicating different terms that may be used to represent the same phase.
Warning
NIST documentation addressing aspects of the system development life cycle typically references Special Publication 800-64, Security Considerations in the System Development Life Cycle, the most recent version of which was released in 2008. This guidance describes a representative five-phase SDLC and highlights security activities and considerations in each phase. Special Publication 800-37 aligns each RMF task to one or more SDLC phases, but in some cases positions tasks within different phases than in Special Publication 800-64. For instance, security control selection in step 2 of the RMF is part of the initiation phase Special Publication 800-37 but is presented as part of development in Special Publication 800-64 [10]. System owners should validate that the alignment of RMF tasks to SDLC phases matches the practices and process standards in their own agencies.
Table 6.1 Common SDLC Phases and Outputs
The objectives of RMF planning include estimating the time and level of effort required to complete all necessary tasks, adjusting the RMF-specific timeline and milestones for task completion to reflect SDLC dependencies or constraints associated with the project to deploy the system, and beginning the process of assigning the personnel and resources necessary to support the effort. While it is often impossible to accurately predict the time and resources needed for the RMF before completing the system security categorization in step 1, systems owners use planning to evaluate anticipated RMF needs against available resources, including funding, and to determine the best approach for accomplishing the RMF tasks. For systems being developed or implemented by non-government personnel such as contractors, system owners may include appropriate RMF tasks within the scope of work to be performed under the contract. Some key RMF tasks cannot be delegated in this way, notably including security control assessment, which should be performed by an independent assessor, and system authorization, which is an inherently governmental function and therefore can only be performed by government personnel. Organizations may choose to provide or contract for RMF-specific services separate from other aspects of system development and operations, either by establishing internal capabilities to deliver relevant security services and project support or by contracting for such services [11].
Planning the RMF Timeline
Although the structure of the RMF provides a good basis for planning, the wide variation in the type and complexity of federal information systems makes it hard to establish accurate guidelines on how long it should take an agency to progress from initiation to system authorization. System owners should bear in mind that an RMF project’s duration is a function not only of the security-related tasks that must be performed, but also the time needed to allow for review and approval of the system security plan and other key artifacts produced throughout the process and for analysis of and response to security control assessments. The approach to review and oversight of system-level RMF activities varies among organizations according to the IT and risk management governance structure and factors such as the proportion of common, hybrid, and system-specific controls implemented and the number of systems for which each authorizing official is responsible. Organizations with established information security programs may provide RMF project plan templates—similar to the document templates many organizations use for system security plans and other authorization package artifacts—for their system owners to use as a basis for system-specific planning. Standard planning templates with initial level of effort and scheduling assumptions help system owners to ensure that the scope of their projects addresses all relevant activities and that system budgets include sufficient resources to complete the tasks necessary to achieve system authorization. Where possible, including anticipated response times for reviews and approval by authorizing officials, senior agency information security officers, or other personnel with management and oversight responsibilities can help system owners allocate sufficient time in the project schedule to complete each task and to transition smoothly from one step to the next.
Prerequisites for RMF Initiation
Planning should address all the elements necessary to initiate the RMF process so that the project proceeds as expected once it begins. Key prerequisites include allocation of sufficient funding, personnel, and other resources to support the execution of RMF tasks; identification and availability of organizational and system-specific information used as inputs to the RMF; and completion of SDLC initiation phase activities on which the RMF depends. Successful execution of the tasks in the first five steps of the RMF process typical results in system authorization, where authorizing officials base their decisions on the substantial volume of security-related information produced during RMF tasks and included in the security authorization package. Although system owners rely on information security officers, security control assessors, and other key personnel to assemble security authorization packages, many other functional and technical project personnel contribute significant portions of the content included in those packages. For instance, as noted in Chapter 8, many members of system deployment teams share responsibility for implementing the set of security controls selected for an information system, especially with respect to developing and testing some of the key plans and procedures corresponding to management and operational controls referenced in the system security plan. Many of the initial RMF tasks depend on system-specific and organizational information produced outside the RMF process. As part of planning for RMF initiation, system owners need to identify relevant sources of information used as inputs to the RMF and ensure that information is available to the personnel performing the RMF tasks. In federal government organizations, key sources of information typically include the agency information security program plan and risk management strategy; organizational policies, procedures, standards, and guidelines; common control providers; documentation describing the system’s intended use, functional capabilities, operating environment, and technology components; and project management personnel responsible for the system. Before beginning the RMF process, system owners and their project teams need to ensure that the information used as inputs to the initial RMF tasks exists or, if prerequisite processes and artifacts have not been completed, to direct project personnel to develop or gather the necessary information. RMF planning often emphasizes identifying the information needed to support the tasks in the first two steps of the RMF—information system categorization and security control selection.
Inputs to Information System Categorization
The first step in the RMF focuses on categorizing the information system and the information the system uses based on the impact to the organization that would result from a loss of confidentiality, integrity, or availability. As described in more detail in Chapter 7, this step requires system owners to consider each of the different information types relevant to the system and the system overall, the risks to those information assets, and the severity of adverse events that might occur. Information owners have responsibility for identifying and describing the information types relevant for each system. This information is used not only in security categorization but also in risk assessment and privacy impact assessment activities that inform security categorization. System owners and information owners also need to consider any organizational standards regarding information type definitions and security categorization levels, if such standards have been defined. Some agencies specify information types at an organization-wide level and direct system owners to use those specifications in their own security categorization efforts, while other agencies leave information type identification to each system owner [12]. With organizational standards in place, system owners typically have the ability to assign a security categorization equal to or higher than the standard set for each information type. Inventories of information types may be developed as part of the enterprise architecture—where security categorization levels are among the attributes documented in enterprise data models—or by information security or risk management programs. Such standards simplify the security categorization task by identifying all information types used by the organization and evaluating their impact levels, reducing the need for system owners to consult federal guidance on security categorization for generic information types or to define their own information types.
In addition to security categorization, the first step in the RMF also captures descriptive information about the system that is reflected in the system security plan and used in subsequent activities. Functional and technical information about a system may appear in a variety of different documents and SDLC artifacts depending on the methodology being followed, including business cases, functional specifications, system description documents, system design documents, or concepts of operations. Regardless of the terminology used, such documents typically specify the purpose and objectives for the system, the organization deploying it, its intended users, organizational roles and responsibilities, and its operational characteristics. System owners and information security officers use system description documentation throughout the RMF process, both to summarize key information in the system description and purpose section of the system security plan [13] and as a point of reference to validate that selected and implemented security controls satisfy the security objectives for the system and its intended use. System description documentation is especially important for completing the information system description task in step 1 of the RMF, in which system owners document identifying information and operational details about the system, define the system boundary, and formally establish the ownership and other key roles and responsibilities for the system and the information it contains [14]. Documentation produced in the initiation phase of the SDLC also typically provides identifying information about the system used to register it in appropriate system inventories. In many cases, systems will already have unique system or investment identifiers assigned prior to initiating the RMF, but during step 1 system owners need to make sure that the system is accurately reflected in security program documentation such as the FISMA inventory of systems each agency reports to OMB.
Note
Special Publication 800-53 Revision 3 defines a security concept of operations (CONOPS) as an optional control enhancement to the system security plan (the artifact is proposed as an optional control within the planning family in the draft Special Publication 800-53 Revision 4). This document describes how the organization will operate the system from a security perspective, including the system purpose, its architecture, the schedule for authorizing the system, and the security categorization determined for the system [15]. The security CONOPS explicitly focuses on security, although it may include much of the same descriptive information found in a system’s overall concept of operations.
Inputs to Security Control Selection
The primary input for the selection of security controls in step 2 of the RMF is the security categorization determined in step 1, a designation often referred to as the system impact level. This categorization corresponds to a security control baseline that serves as the starting point for selecting the appropriate controls to satisfy the security requirements for each system. As described in Chapter 7, security control baselines are subject to tailoring, taking various organizational and system-specific considerations into account. The tailoring process identifies characteristics of the system and its operating environment that warrant a reduction in one or more baseline security controls or that require additional controls to supplement the baseline. System description documentation and requirements specifications developed during the SDLC initiation phase are important inputs to the tailoring process, providing information about security objectives, system components, technology types, physical infrastructure, applicable policies and regulations, operational environments, scalability, and different types of users that will access the system [16]. The set of security requirements that selected security controls must satisfy may span many different functional and technical categories, depending on the way they are organized in requirements specification documents. For example, in the widely used FURPS requirements classification model [17], security requirements appear within functionality and reliability groups, although requirements in other categories may constrain or otherwise influence the selection of security controls. Requirements specifications provide the foundation for requirements traceability analysis that compares the security control documentation produced in step 3 of the RMF with the security-related requirements specified for the system. Risk assessment and privacy impact assessment activities conducted prior to RMF initiation also provide security requirements, often identifying threats to information assets that the selection of supplemental controls can mitigate, as well as highlighting gaps between current security capabilities and the level of protection required for the system.
The security control baselines defined in Special Publication 800-53 apply government wide, but agencies may choose to adapt the baselines to reflect organizational policy, procedures, and standards applicable to information systems [18]. Information security programs in agencies that prescribe their own tailored or enhanced security control baselines should direct system owners to use the agency’s minimum security control standards in the security control selection process, substituting for or extending Special Publication 800-53 control documentation as an input to step 2 of the RMF. The scope and availability of common controls and associated documentation also influence security control selection and the level of effort planned to complete control implementation and assessment. System owners performing the common control identification task in RMF step 2 rely on system security plans, security assessment reports, and plans of action and milestones for the common controls their systems will inherit. Figure 6.3 illustrates the relationship between common and system-specific security controls and the documentation used to authorize individual information systems and general support systems or other common control providers. Security documentation produced by common control providers is an input to security control selection and implementation for fully inherited controls and for hybrid controls that have both common and system-specific attributes [19].
Figure 6.3 Security Control Selection Identifies Common Controls Applicable for Fully Inherited or Hybrid Implementation, Relying on System Authorization Package Documentation Produced by Common Control Providers and on Organizational Guidance such as Risk Management Strategy and Security Policies, Standards, and Guidelines [20]
Organizational Policies, Procedures, Templates, and Guidance
Federal agencies often establish policies and procedures for security management of the information systems they operate or have operated on their behalf, distinct from or incorporated within standard SDLC processes. These agency-wide policies and procedures may specify entry and exit criteria for SLDC phases and RMF steps, indicate interim checkpoints and final reviews of system-specific activities or the artifacts they produce, and set minimum or maximum timeframes in which activities should be completed or milestones should be achieved. Organization-level guidance for system owners also appears in documentation such as the risk management strategy, information security program plan, contingency and continuity of operations plans, and information security continuous monitoring strategy. Many agencies also encapsulate key elements of government-wide security guidance into information security handbooks or other consolidated policy and procedure declarations that govern system-level information security practices, including implementing the RMF. Systems owners use organization-level guidance both to develop their RMF plans and to support the execution of key tasks throughout the RMF process.
The RMF process produces are large volume of security-related documentation, typically including detailed security control configuration information and operational procedures used to manage the system on an ongoing basis as well as the artifacts in the system authorization package. NIST provides detailed guidance on the content and recommended structure for much of this documentation, but agencies often find that developing their own templates for the necessary plans and supporting artifacts helps reduce the time required to produce documentation and encourages consistency in the content and level of detail provided for each system. System owners should consider the availability of templates or other reusable assets when developing RMF plans and should ensure that such assets are readily available to the personnel performing RMF tasks. In agencies that implement automated tools to support security management activities, including generating documentation, this means provisioning user access rights to the tools and providing appropriate training to individuals who will use the tools to complete RMF tasks and other information security activities.
Identifying Responsible Personnel
To assign resources to activities in the RMF plan, system owners need to identify all personnel with relevant roles and responsibilities, recognizing that contributions to RMF tasks often come from many sources within and outside the organization, potentially including contractors, vendors, service providers, or other government agencies [21]. Although the system owner has official responsibility for all aspects of system initiation, development, implementation, operation, maintenance, and disposal of an information system, including security, there are many other key roles involved in the execution of the RMF. Prior to initiating the process, system owners at a minimum should identify the following:
• The information system security officer or other individual who will lead the RMF effort, if the system owner will not have that leadership role.
• Government or contractor personnel who will perform the tasks in the RMF process.
• The project manager or other party responsible for leading each phase of the SDLC for the system.
• Common control providers the system may leverage and the system owners or information system security officers responsible for those common controls.
• The authorizing official who will receive the authorization package and make the determination whether the information security risk associated with the system is acceptable to the organization.
• The senior agency official with oversight responsibility for information resources management.
• The executive sponsor or senior management official with oversight responsibility for the mission functions or business processes the system supports.
• Points of contact for any contractors, vendors, or organizations external to the agency who will contribute information, personnel, or other resources to the RMF effort.
Depending on the scale and complexity of the system, its security categorization level, and the way the organization approaches the RMF, it is possible that some resources needed to complete the RMF will be undetermined at the time of RMF initiation. Systems owners should, however, be able to identify the key roles with responsibility for performing and overseeing system security categorization, security control selection, and security control implementation tasks in the RMF and to finalize resource allocations and assignments of responsible personnel once the process is underway.
Establishing a Project Plan
All project planning elements—including tasks, schedules, milestones, dependencies, and staff and other supporting resources—should be documented and reviewed prior to RMF initiation. The level of detail reflected in the project plan varies according to organizational requirements, the scope and complexity of the system, the number of organizational resources involved, and project management policies and procedures applicable to information systems. Information system projects in federal agencies often use graphical project plan representations such as Gantt charts or work breakdown structures to provide a summary view of the work to be performed, the timeline for completion, and the resources responsible for conducting activities, developing work products, or achieving milestones. Project plans should generally decompose tasks to a level of detail sufficient to support accurate cost and schedule estimates. Many government and industry sources of guidance are available on creating project plans and work breakdown structures as standard elements of project management methodologies [22]. System owners typically adopt a project planning approach that uses practices and procedures recommended for project managers in their agency. This includes choosing whether to follow a linear, sequential approach through the steps in the RMF, an iterative model, or some other alternative. Consistent with NIST guidance emphasizing the value of integrated project teams for information system development and implementation [23], plans for RMF activities should be developed in a manner that facilitates alignment to or incorporation in the information system project management plan, including using the same or compatible tools to capture project plan information.
Tip
The linear “waterfall” approach to both the RMF and SDLC reflected in NIST guidance to agencies is representative, not prescriptive. Although some tasks do need to precede others, Special Publication 800-37 makes clear that agencies may alter the sequential flow as needed to align appropriately to their own SDLC standards or to execute the tasks more efficiently within their own management structures and processes [24]. Similarly, Special Publication 800-64 acknowledges that agency IT projects may follow different kinds of SDLC approaches, including the use of iterative development methodologies and life cycles with a different number or phases or scope of activities within each phase. System owners can take advantage of this flexibility by adapting RMF plans to suit project-specific or agency-level SDLC processes.
The primary information communicated in planning documentation about the RMF process includes a comprehensive listing of tasks and the order in which they will be performed, the estimated timeframe to complete each task, key resources assigned to each task, and any dependencies with the potential to affect the timely execution of the plan as presented. Figure 6.4 presents a generic RMF project plan with tasks and resources estimated to reflect approximately 1000 h of total work effort from initiation through achievement of authorization to operate at the end of step 5. The plan shown here is not intended to be prescriptive, but provides a basic example of the sort of work breakdown structure that might be used to estimate the level of effort and resources required to complete the RMF process, and to communicate that information to system owners and project personnel.
Figure 6.4 System Owners can Present Risk Management Framework Tasks in a Standalone Project Plan to Support Management and Oversight of the RMF Process. Capturing Task and Resource Information in a Formal Project Planning Tool Facilitates Integrating Security-Specific Tasks with the System Development Life Cycle and Overall System Management Plans
Roles and Responsibilities
The successful completion of the tasks in the RMF requires input and active participation from many individuals and functions across the organization and potentially involves vendors, contractors, or others outside the agency deploying the information system. Special Publication 800-37 identifies several senior management roles with oversight for agency-level information security management programs and ultimate responsibility for ensuring that agency information assets are adequately protected from harm [25]. Senior roles such as the head of agency, risk executive, and chief information officer influence the way the RMF process is executed for information systems in each agency, but they rarely have significant direct involvement the RMF tasks for any given system. Table 6.2 summarizes key RMF roles and responsibilities, indicating the RMF steps in which each role is involved. With the exception of the government positions of information system owner, information owner, authorizing official, and senior information security officer, the roles listed in Table 6.2 may be performed by agency personnel or by contractors or service providers external to the agency.
Table 6.2 Key RMF Roles and Responsibilities [26]
NIST guidance distinguishes between core security-related roles identified within the scope of the RMF and other information system or organizational roles that contribute to the completion of RMF tasks or use the results of the RMF process to inform their own assigned activities. Table 6.3 summarizes key roles in the system development life cycle that influence or contribute to the security-focused tasks performed within the RMF.
Table 6.3 SDLC Roles and Responsibilities Involved in the RMF Process [27]
Role | Responsibilities |
Program/Project Manager | Represents the system owner and agency interests in the information throughout the system development life cycle, with primary responsibility for managing all aspects of the system |
Configuration Manager | Manages changes to the information system, its configuration, or its environment, including changes potentially impacting the security posture of the system |
Contracting Officer | Government official with authority to enter into, administer, and terminate contracts and monitor performance of contractors working on behalf of the agency |
Privacy Officer | Ensures the system complies with existing privacy laws, regulations, and policies; develops privacy impact assessment |
Quality Assurance/ Test Director | Performs system testing and evaluations, including the development and execution of test plans and analysis of test results |
Software Developer | Writes program code or installs and configures technical components of the system, including implementing selected security controls |
System Administrator | Performs initial and ongoing system installation, configuration, operation, maintenance, and monitoring, including administration of security controls or security-related components of the system |
System Architect | Designs the technical architecture of the system and helps to implement the system according to the design |
Getting the Project Underway
With RMF planning complete, appropriate personnel identified, and other resources allocated, the system owner is ready to launch the RMF process, assuming the system development life cycle has been initiated. System owners use a kick-off meeting or other initiation milestone to notify participants in the process to begin work on their assigned tasks. The level of formality for such meetings may vary depending on factors such as what system is involved, how many personnel will be engaged to work on the RMF process, and whether the system owner uses a contractor to perform some of the RMF tasks. Although participation in the first step of the RMF may be limited to a small subset of the team that will be involved over the course of the entire process, kick-off meetings often include most or all of the personnel identified in the RMF plan. Having all personnel in attendance gives the system owner an opportunity to describe the plan for executing the RMF process, explain administrative procedures and logistics, and establish points of contact and communication channels for all participants. As with any project, it is important to set expectations up front for all participants so everyone understands what they need to do and when to do it, and to ensure that all personnel involved in the process know where to go for information, guidance, or clarification on roles and responsibilities.
Because many of the RMF roles have counterparts in the overall system development life cycle process, system owners seeking to ensure closely aligned RMF and SDLC efforts can encourage integrated project teams by including representatives from both processes in initial kick-off meetings and in ongoing progress checks or reports on the status of system-related activities. Many RMF tasks occur concurrently with activities in system development life cycle phases, so participants in the RMF should be fully aware of dependencies between their tasks and parallel, preceding, or subsequent SDLC activities. This type of inter-process coordination helps organizations to successfully integrate information security risk management with system development life cycle processes [24].
Relevant Source Material
Several NIST Special Publications and Federal Information Processing Standards provide guidance, recommendations, and instructions relevant to planning RMF activities. The most applicable sources of information include:
• Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems [24].
• Special Publication 800-64 Revision 2, Security Considerations in the System Development Life Cycle [8].
• Federal Information Processing Standards Publication 199, Standards for Security Categorization of Federal Information and Information Systems [28].
• Federal Information Processing Standards Publication 200, Minimum Security Requirements for Federal Information and Information System [29].
• Special Publication 800-53 Revision 3, Recommended Security Controls for Federal Information Systems and Organizations [30].
• Special Publication 800-53A Revision 1, Guide for Assessing the Security Controls in Federal Information Systems and Organizations [31].
• Special Publication 800-30 Revision 1, Guide for Conducting Risk Assessments, Initial Public Draft [32].
• Special Publication 800-18 Revision 1, Guide for Developing Security Plans for Federal Information Systems [13].
These and other NIST Special Publications are available from the NIST Computer Security Division Website, at http://csrc.nist.gov/publications/.
Summary
This chapter described the planning process for the Risk Management Framework, and emphasized the importance of effective planning prior to initiating RMF activities. It explained the focus of planning processes and documents, identified key roles and responsibilities involved in RMF steps, and highlighted some of the key information inputs and other prerequisites for initial RMF tasks that should be identified or developed before the process begins. This chapter also described the close alignment between system development life cycle and RMF processes and activities, identifying dependencies that demonstrate the importance of coordination between personnel responsible for executing SDLC activities and RMF tasks.
References
1. Federal Information Security Management Act of 2002, Pub. L. No. 107-347, 116 Stat. 2946. §301, codified at 44 U.S.C. §3544(a)(1)(C).
2. Primary regulations include Coordination of Federal Information Policy, 44 U.S.C. Chapter 35 and Information Technology Management, 40 U.S.C. Subtitle III.
3. Management of federal information resources. Washington, DC: Office of Management and Budget; November 2000. Circular No. A-130, Revised (Transmittal Memorandum No. 4).
4. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February2010. Special Publication 800-37 revision 1.
5. Bowen P, Kissel R, Scholl M, Robinson W, Stansfield J, Voldish L. Recommendations for integrating information security into the capital planning and investment control process. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; July 2009; Draft Special Publication 800-65 revision 1.
6. Kissel R, Stine K, Scholl M, Rossman H, Fahlsing J, Gulick J. Security considerations in the system development life cycle. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; October 2008; Special Publication 800-64 revision 2. p. 4.
7. Preparation, submission, and execution of the budget. Washington, DC: Office of Management and Budget. August 2011. Circular No. A-11, Revised (Transmittal Memorandum No. 85).
8. Kissel R, Stine K, Scholl M, Rossman H, Fahlsing J, Gulick J. Security considerations in the system development life cycle. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; October 2008; Special Publication 800-64 revision 2.
9. Preparation, submission, and execution of the budget. Washington, DC: Office of Management and Budget. August 2011. Circular No. A-11, Revised (Transmittal Memorandum No. 85). Exhibit 300. p. 6.
10. Kissel R, Stine K, Scholl M, Rossman H, Fahlsing J, Gulick J. Security considerations in the system development life cycle. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; October 2008; Special Publication 800-64 revision 2. p. 23.
11. For example, the General Services Administration maintains a RMF Services blanket purchase agreement available to all government customers. See Risk Management Framework (RMF) Services [Internet]. Washington, DC: General Services Administration [updated April 19, 2012; cited April 24, 2012]. <http://www.gsa.gov/portal/category/102411>.
12. See, for example, the Center for Medicare and Medicaid Services “System Security and e-Authentication Assurance Levels by Information Type,” which identifies 11 information types defined at the organizational level and specifies security categorization levels for CMS systems using those information types. <www.cms.gov/InformationSecurity/downloads/ssl.pdf>.
13. Swanson M, Hash J, Bowen P. Guide for developing security plans for federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2006; Special Publication 800-18 revision 1.
14. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. 21–2.
15. Recommended security controls for federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; August 2009. Special Publication 800-53 revision 3. p. F-86.
16. Recommended security controls for federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; August 2009. Special Publication 800-53 revision 3. p. 20–2.
17. The acronym FURPS represents functionality, usability, reliability, performance, and sustainability. See Grady RB, Caswell DL. Software metrics: Establishing a company-wide program. Upper Saddle River, NJ: Prentice Hall; 1987.
18. In its draft Revision 4 of Special Publication 800-53, NIST introduces the concept of security control overlays as pre-defined sets of security controls, control enhancements, and guidance to reflect agency-specific contexts, operating environments, security assumptions, or other factors that result in a need to diverge from standard baselines. Security and privacy controls for federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2012. Special Publication 800-53 revision 4. Initial Public Draft. p. 35.
19. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. 24.
20. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. 17.
21. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. 19.
22. The Project Management Institute’s Project Management Body of Knowledge (PMBOK), especially popular among IT contractors providing system development services to the government, is among the sources commonly used in government agencies. See Project Management Institute. A guide to the project management body of knowledge (4th ed.). Newtown Square, PA: Project Management Institute; 2008.
23. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. 9.
24. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. 18.
25. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. D-1–3.
26. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. See Appendix D.
27. Kissel R, Stine K, Scholl M, Rossman H, Fahlsing J, Gulick J. Security considerations in the system development life cycle. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; October 2008; Special Publication 800-64 revision 2. p. 9–10.
28. Standards for security categorization of federal information and information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; December 2003. Federal Information Processing Standards Publication 199.
29. Minimum security requirements for federal information and information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; March 2006. Federal Information Processing Standards Publication 200.
30. Recommended security controls for federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; August 2009. Special Publication 800-53 revision 3.
31. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1.
32. Guide for conducting risk assessments. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; September 2011. Special Publication 800-30 revision 1. Initial Public Draft.
Chapter 7
Risk Management Framework Steps 1 & 2
Information in this chapter:
• Purpose and Objectives for Initial RMF Steps
• Standards and Guidance for Completing RMF Steps 1 & 2
• Tasks in RMF Step 1: Categorize Information System
• Tasks in RMF Step 2: Select Security Controls
Government regulations require all federal agencies to provide adequate security for all information collected, processed, transmitted, stored, or disseminated in federal information systems [1]. Because “adequate” means both risk based and cost effective, the level of security protection implemented for information systems varies across government organizations and, in some cases, within agencies as well. Despite the subjectivity of the adequate security requirement, FISMA mandates standards that provide minimum security requirements for all federal information systems [2]. Specifying the appropriate security provisions for each information system requires system owners to evaluate the characteristics of the system, its intended use, the information it contains, and the need to protect the confidentiality, integrity, and availability of the system and its information. The first two steps of the Risk Management Framework (RMF) focus on this determination of adequate security, incorporating federal standards for security categorization and the selection of minimum security controls. As noted in Chapter 6 on RMF planning, to initiate and successfully complete steps 1 and 2, system owners rely on information and artifacts produced during the initiation phase of the system development life cycle and must identify and ensure the participation of key personnel with knowledge of the system, its operating environment, and the business processes it supports. The security categorization and tailored set of security controls produced as a result of these initial steps establish the foundation for all subsequent RMF activities.
Purpose and Objectives
Any information resource with value to an organization requires some level of security protection. For federal information systems, the appropriate level of security is commensurate with the value of the system—including the value of the information the system contains—to the organization, the magnitude of harm that would result from a loss of confidentiality, integrity, or availability, and the risk that such a loss could occur. These factors are the focus of the risk assessment process for information systems (described in detail in Chapter 13) and represent important drivers for the security categorization and security control selection activities described in this chapter. The wide variety of federal information systems within and among government organizations results in significantly different security requirements, with the potential for equally different corresponding protective mechanisms to satisfy those requirements. The activities in the Risk Management Framework are intended to assist agencies in approaching information system security in a consistent manner regardless of how varied or unique the systems in their inventories may be. The use of standard methods for categorizing information systems and selecting security controls also helps ensure that authorizing officials have consistent information on which to base system authorization decisions. From an organizational perspective, the RMF and related standards provide the necessary guidance to align information security risk management with agency risk strategies and IT governance. The primary purpose of RMF steps 1 and 2 is to arrive at a tailored set of security controls for each information system that is appropriate for the impact level of the system and reflects any system-specific attributes or requirements, as shown in Figure 7.1.
Figure 7.1 Following the Procedure Specified in Fips 200, the Impact Level Determined Through Security Categorization Drives the Selection of One of Three Minimum Security Control Baselines Defined in Special Publication 800-53 that System Owners Tailor to Meet the Security Requirements of Each Information System. This Process is Very Similar for National Security Systems Except that the CNSS Guidance on Security Categorization Applied to these Systems may Correspond to One of 27, Rather than Three, Different Baselines
Standards and Guidance
The core guidance used in steps 1 and 2 of the RMF corresponds directly to responsibilities assigned to NIST in FISMA that call for standards and guidelines for risk-based categorization of information and information systems, the types of information to be included in each category, and minimum information security requirements applicable to systems in each category [3]. NIST implemented these provisions with FIPS Publication 199, Standards for Security Categorization of Federal Information and Information Systems; Special Publication 800-60, Guide for Mapping Types of Information and Information Systems to Security Categories; and FIPS Publication 200, Minimum Security Requirements for Federal Information and Information Systems; respectively. In addition, FIPS 200 requires federal agencies to meet the minimum security requirements it specifies through the application of security controls in Special Publication 800-53, Recommended Security Controls for Federal Information Systems and Organizations.
Collectively, these standards and guidelines support the process flow illustrated in Figure 7.1, establishing the context in which system owners and security officers address system security and privacy requirements and begin the development of key authorization package documents such as the system security plan.
The minimum required standards and guidelines referenced in FISMA do not apply to national security systems, although FISMA also directed NIST to work with the Department of Defense to develop guidance for identifying a national security system, resulting in Special Publication 800-59 [4]. CNSS Instruction 1253, Security Categorization and Control Selection for National Security Systems, adopted concepts and practices similar to those found in FIPS 199 and FIPS 200, adapted to reflect aspects and considerations associated with protecting national security information [5]. Although CNSSI 1253 substitutes for FIPS 199 and FIPS 200 with respect to national security systems, these instructions use the security control framework defined in Special Publication 800-53, offering a measure of consistency in the security control baselines specified for national security systems and FISMA systems. CNSS also uses the same scale of impact levels found in FIPS 199 and 200 (low, moderate, high), but prescribes a different categorization approach for national security systems, maintaining individual categorizations for confidentiality, integrity, and availability instead of consolidating them at the “high water mark” used in FIPS 200. CNSS explains that the finer level of granularity in security categorization and corresponding control baseline specification reduces the need for tailoring baselines, although it allows risk-based adjustments that consider the effect of physical and personnel security measures often found in national security environments [5].
Special Publication 800-37 includes references to standards and sources of guidance relevant to each task described in the RMF. Table 7.1 summarizes the applicability and primary use of each source in steps 1 and 2 of the RMF. System owners should also refer to organizational risk management strategies and policies, procedures, and standards for information system security management, as these agency-specific perspectives may expand on or constrain the information in government-wide standards and guidelines. In addition to this security-specific reference material, completing the tasks in steps 1 and 2 also depends on the availability and completeness of system-specific information typically produced during the initiation phase of the system development life cycle such as requirements specifications and general functional and technical descriptions of the system.
Table 7.1 Standards and Guidance Used in RMF Steps 1 and 2[6]
Source | Applicability |
FIPS Publication 199 | Specifies the process of categorizing information and information systems based on impact level; used for all FISMA systems |
FIPS Publication 200 | Specifies the process of selecting security control baselines based on the impact level established for each system; used for all FISMA systems |
CNSS Instruction 1253 | Specifies the processes of categorizing information and information systems based on impact level and for selecting corresponding security control baselines; used for national security systems |
Special Publication 800-30 | Provides guidance for conducting risk assessments, used as an input to security categorization and security control selection |
Special Publication 800-39 | Defines information security risk management roles, responsibilities, and procedures at all levels of federal government organizations |
Special Publication 800-53 | Defines a security control framework and specifies security control baselines for low, moderate, and high impact systems; provides tailoring guidance for reducing or supplementing controls based on system-specific considerations |
Special Publication 800-53A | Defines security control assessment methods, used in the development of the monitoring strategy for each system |
Special Publication 800-59 | Provides guidance for identifying an information system as a national security system, which in turn determines the applicable security categorization and security control selection guidance |
Special Publication 800-60 | Provides recommendations for default confidentiality, integrity, and availability categorizations for government information types |
Step 1: Categorize Information System
The first step in the RMF establishes the security categorization for the information system, following categorization procedures in FIPS 199 for FISMA systems and in CNSSI 1253 for national security systems. In addition to categorizing each information type contained in the system and the system overall, in step 1 the system owner begins the process of developing the system security plan by documenting security categorization and system description information and executes appropriate procedures to register the system in the agency system inventory. The RMF process begins as early in the system development life cycle as practical, recognizing that the tasks in step 1 rely on system documentation and the results of SDLC processes that must be completed first. As shown in Figure 7.2, key inputs from the SDLC initiation phase include a system concept of operations (CONOPS) or other general descriptive information and functional and technical requirements specified for the system. Some security and privacy artifacts produced outside the RMF process are also useful for security categorization, including privacy impact assessments and initial system risk assessments, particularly to help identify anticipated impacts from threat events and comparing those impacts to the levels defined in FIPS 199. The impact level determined through the security categorization process is the key output of step 1, documented in the draft system security plan along with the system description.
NOTE
The requirement to perform privacy impact assessments comes not from FISMA but from a different part of the E-Government Act of 2002 [7]. These assessments are not explicitly addressed in the RMF, but the privacy impact assessment is a required control in Special Publication 800-53 for information systems at all impact levels [8]. As described in detail in Chapter 16, privacy impact assessments focus on the nature of the information collected, stored, and accessed in information systems and must be completed for systems that use personally identifiable information. Privacy impact assessments do not emphasize protective measures such as security safeguards used to control access to information or otherwise safeguard privacy, so they are not part of security control documentation. They are, however, important sources of system requirements that may be satisfied using security controls.
Figure 7.2 The First Step in the RMF Focuses on Categorizing the Information System, Capturing Key System Information in the Draft System Security Plan, and Formally Identifying the System and Including it Within the Inventory of Organizational Information Resources
Without diminishing the importance of resource planning that should occur before step 1 of the RMF process begins, the level of effort required to execute subsequent steps depends in part on the results of the security categorization. Because systems with higher impact level designations require a greater number of security controls and control enhancements [9], security control implementation and assessment activities for those systems tend to take longer or require more resources.
Security Categorization
Security categorization considers the potential impact to the organization due to the loss of confidentiality, integrity, or availability of any of the information in a federal information system. Although agencies operating national security systems follow different guidance for security categorization and security control selection than agencies with information systems subject to FISMA requirements, government-wide consensus exists on the definitions of confidentiality, integrity, and availability[10] and of the low, moderate, and high impact levels assigned to information types and information systems. Table 7.2 provides the definitions specified in CNSSI 1253 and FIPS 199. Both documents also provide amplification guidance to help clarify the meaning of low, moderate, and high impact, although these explanations use subjective terms such as “minor,” “significant,” and “severe” that also must be interpreted by agency personnel performing security categorization.
Table 7.2 Impact Levels Used for Information System Security Categorization [11,12]
Impact Level | Definition |
Low | The potential impact is Low if the loss of confidentiality, integrity, or availability could be expected to have a limited adverse effect on organizational operations, organizational assets, or individuals, other organizations, or the national security interests of the United States. |
Moderate | The potential impact is Moderate if the loss of confidentiality, integrity, or availability could be expected to have a serious adverse effect on organizational operations, organizational assets, individuals, other organizations, or the national security interests of the United States. |
High | The potential impact is High if the loss of confidentiality, integrity, or availability could be expected to have a severe or catastrophic adverse effect on organizational operations, organizational assets, individuals, other organizations, or the national security interests of the United States. |
The process prescribed in both FIPS 199 (for FISMA systems) and CNSSI 1253 (for national security systems), shown in Figure 7.3, directs system owners and information owners to first identify each information type residing within an information system and consider separately the potential impact corresponding to confidentiality, integrity, and availability. After assigning impact levels to information types, the categorization of all information types relevant for an information system drives the security categorization of the entire system. Special Publication 800-37 positions security categorization as a collaborative effort among personnel responsible for individual information systems and organizational officials responsible for risk management and for the mission functions and business processes that information systems support [13]. This guidance implies that system owners and information owners should be able to leverage organization-level information on information types and appropriate impact level determinations, rather than making those determinations for their own systems in isolation. CNSSI 1253 assigns responsibility to the head of an organization for determining how security categorization will be conducted for national security systems, giving agencies operating such systems some discretion to apply categorization procedures at the information system level or at the organization level. For FISMA systems, FIPS 200 states explicitly that agencies must perform security categorization from an organization-wide perspective with the involvement of appropriate senior agency officials [14]. When addressed in policies, procedures, and standards developed by organizational information security programs, information system owners can use official interpretations and guidelines for impact levels in multiple security management processes, including risk assessment and security control assessment as well as security categorization.
Figure 7.3 The Security Categorization Process Emphasizes the Identification of all Relevant Information Types and the Selection and Refinement of Impact Levels for Each Information Type, Either Following Federal Guidance on Information Types and Impact Levels or Using Agency-Defined Information Types
Identifying Information Types
The first step in the security categorization process is identifying the types of information the system will receive, store, process, or disseminate. This step requires a thorough understanding of the system’s purpose and intended use—information typically obtained either by reviewing the concept of operations or other system description documentation developed during the SDLC initiation phase or by discussing the system and its underlying data with the information owners, business sponsor, privacy officer, technology vendor, or others with detailed knowledge of the system and the way it will operate. Information owners and system owners use these descriptions to identify the different types of information residing within the system. Depending on organizational policies and procedures for security categorization, agencies may group information types into agency-defined categories, choose from among the standard types provided in federal guidance to agencies, or create new types. Special Publication 800-60 offers a taxonomy of information types based on the Federal Enterprise Architecture Business Reference Model (BRM), and suggests default security categorizations for each type. The BRM is intended to provide a functional decomposition of the entire federal government—it divides all government operations into 39 lines of business comprising 170 sub-functions [15]. Special Publication 800-60 addresses each of the 170 sub-functions as distinct information types, and adds five additional information types—four to facilitate the identification of information with significant privacy implications, and a “general information” type to accommodate any information not defined in the BRM [16]. Through their enterprise architecture programs, many federal agencies perform analyses to identify which of the BRM lines of business and sub-functions apply to their organizations, and OMB requires agencies to map investments in their IT portfolios to the BRM to help identify government-wide opportunities for collaboration and reuse. If this information is readily available and consistent with the way the information security program approaches system security categorization, system owners and information owners conducting this task may favor the use of pre-defined information types as an alternative to developing their own definitions, either at the organizational level or for individual information systems.
NOTE
Agencies with closely aligned information security, EA, and CPIC programs may find that using Special Publication 800-60 to assign information types provides a familiar frame of reference for information owners. This federal guidance also includes recommended confidentiality, integrity, and availability impact levels for each information type, but before directing information system owners and information owners to Special Publication 800-60, agencies should determine the extent to which their standards and preferences for security categorization agree with the federal guidance.
Special Publication 800-60 fulfills a provision in FISMA that directed NIST to develop guidelines identifying types of information used in the federal government and recommending security categorization standards applicable to each information type [17]. In this context, NIST explicitly intended Special Publication 800-60 as complementary guidance to FIPS 199. Organizations need to establish and encourage the use of a catalog of information types to achieve consistent information type identification and consistent security categorization determinations for information types across all the information systems an agency operates. Special Publication 800-60 provides one such catalog, but agencies have the ability to define or identify their own information types and to select their own impact levels [18]. Security categorization guidance for national security systems references FIPS 199 but does not refer to Special Publication 800-60 or provide alternate instructions for identifying information types, suggesting that the national security community’s routine use of formal data classification schemes, compartmentalization, and transfer of data between secure domains is sufficiently different from non-national security contexts to warrant following a different security categorization process [5]. With the assumption that national security system owners understand the nature and variety of information associated with their systems, the security categorization process described in CNSSI 1253 begins with categorizing information types and does not address information type identification or definition. This is also true for FIPS 199—which NIST published six months before it released the first version of Special Publication 800-60—but FIPS 199 notes the intention to address information type identification in subsequent guidance [19].
Categorizing Information Types
Each information type associated with an information system must be evaluated to determine the potential impact to the organization that could result from a loss of confidentiality, integrity, or availability. The system owner, information owner, and others participating in the security categorization process consider the impact level for each security objective independently, resulting in a three-part categorization for each information type, represented in FIPS 199 and CNSSI 1253 in the general format:
SC information type = {(confidentiality, impact), (integrity, impact), (availability, impact)}
As noted in Table 7.2, the assigned impact level corresponds to the severity of the adverse effects to the organization that could occur. NIST explains that adverse events could include degradation of mission capability; damage to organizational assets; financial loss; or harm to individuals [20], but these examples are not exhaustive. Agencies can find additional types of adverse impacts in Special Publication 800-30 Revision 1, which provides many examples of types of impacts to operations, assets, individuals, organizations, and the nation [21]. Agencies need to consider many different types of possible adverse effects to accurately determine the appropriate impact level, as the impact level assigned represents the worst case scenario, regardless of the nature of the event. In addition to ensuring that system-specific impact level determinations are consistent with agency standards and guidelines, system owners and information owners can use impact and risk information documented in risk assessments to validate their information type categorizations.
When impact levels are assigned using pre-determined ratings such as those in Special Publication 800-60 or in agency-specific policies, procedures, and standards, system owners and information owners should consider impact levels to be provisional until they can be evaluated in a system-specific context. All systems may be subject to organizational, environmental, operational, or usage factors that might necessitate the adjustment of one or more impact levels. Special Publication 800-60 identifies additional factors applicable to each information type that, when present, may justify increasing or decreasing the default impact level. This guidance tends to emphasize situations in which impact levels should be adjusted upward, but also identifies variations in impact levels at different phases of system development or information production life cycles that may warrant lower categorizations [22]. CNSSI 1253 includes similar provisions for risk-based adjustments to security categorizations, but this activity applies at the information system categorization level, not to individual information types [23].
National Security Information
Like other NIST guidance issued through the FISMA Implementation Project, Special Publication 800-60 does not apply to national security systems, and it repeatedly notes that while the sensitivity of national security information might affect the impact level assigned to an information type, national security systems are outside the scope of the guideline. Some of the lines of business and sub-functions defined in the BRM and referenced in Special Publication 800-60 are often associated with national security systems, including defense and national security, homeland security, and intelligence operations. To the extent information types falling within these lines of business apply to non-national security systems, Special Publication 800-60 recommends high provisional impact levels for most information types, with no recommended level below moderate [24]. Guidance on categorizing national security information in CNSSI 1253 offers no inventory of information types analogous to Special Publication 800-60, noting only that categorization requirements apply to all user information and system information types associated with the information system. CNSS assumes that information types will be defined by each organization or, in some cases, by official policy, directive, regulation, or other executive or legislative requirements. CNSS directs organizations operating national security systems to consider all factors potentially affecting an organization’s mission and business processes and systems and associated risks [25]. System owners categorizing national security information should look first to organizational policies or standards for guidance on information types and then develop their own categories if no such guidance exists or their systems use kinds of information beyond the scope of available standards.
Personally Identifiable Information (PII)
Guidance to federal agencies on identifying and categorizing information organizes information types according to their use or the mission or supporting functions they support. Some types of information do not fit neatly within a single functional category, but instead span multiple categories or represent attributes of information rather than ways information is used. NIST recognized this limitation of the BRM when it drafted Special Publication 800-60 when it added four information types to help organizations address privacy considerations that do not correspond to BRM sub-functions. These information types, all of which have provisional impact levels of moderate for confidentiality, integrity, and availability, include: income information, personal identity and authentication, entitlement event information, and representative payee information [26]. These and many other information types have the potential to incorporate personally identifiable information (PII), the protection of which is governed by a wide array of laws, regulations, and official guidance. Although personally identifiable information is not a separately defined information type in Special Publication 800-60, establishing a PII information type and tracking its use can help agencies comply with current government-wide requirements to identify all PII within their organizations, regularly review their holdings of personally identifiable information [27] and perform privacy impact assessments for all information systems containing information in identifiable form about members of the public [28].
In Special Publication 800-122, NIST provides guidance to agencies on identifying PII, assigning confidentiality impact levels to PII, and implementing safeguards to protect PII [29]. In the context of categorizing information types consistent with the procedures described in FIPS 199, NIST recommends that agencies consider PII as a separate factor in assigning confidentiality impact levels, where determining the extent to which the confidentiality of PII needs to be protected supplements the provisional impact levels in Special Publication 800-60 or in agency-specific information type definitions. This approach of first establishing the context in which information is used and then assessing the sensitivity of PII in that context yields a confidentiality impact level for specific instances of PII, rather than for all PII across an organization. Determining confidentiality impact levels for PII within each information type acknowledges the fact that not all PII has the same need for protection and helps organizations avoid implementing protective measures for PII beyond the level commensurate with the risk to the organization if PII is disclosed or modified without authorization or becomes unavailable. Special Publication 800-122 identifies several key factors to use in determining confidentiality impact levels for PII, including how easily PII can be used to identify individuals, the quantity of PII contained in the system, sensitivity of the specific data fields the PII comprises, the context for using PII, obligations to protect PII, and the location and accessibility of the information [30].
Categorizing Information Systems
Once impact levels for all information types have been assigned, system owners determine the security categorization for the information system by analyzing the underlying information types and adjusting the system-level categorization as necessary to reflect system-specific factors. The minimum information system security categorization for each security objective is the highest impact level assigned among any of the system’s information types. FIPS 199 refers to this approach as establishing the “high water mark” for confidentiality, integrity, and availability [31], as illustrated in Figure 7.4. FIPS 200 extends the process a step further by assigning a single security categorization value for the entire system equal to the highest impact level among the three security objectives, and using that value to determine the minimum security control baseline. In practice, this means that a high-impact system is one in which at least one security objective is assigned a high impact level, and a low-impact system would be one in which no security objectives are assigned an impact level other than low [32].
Figure 7.4 The Security Categorization Process Defined in FIPS 199 Applies the “High Water Mark” Concept to Determine the Impact Level for Each Security Objective and for the Information System as a Whole. The Security Categorization for a System with Information Type Impact Levels as Shown would be High, Representing the Maximum Impact Level Assigned: SC information system = {(confidentiality, High), (integrity, Moderate), (availability, Low)} = High
The security categorization process prescribed in FIPS 199 concludes with the assignment of a three-part security categorization for the information system. Both Special Publication 800-60 and FIPS 200 extend the procedures in FIPS 199 by providing guidance for consolidating the three-part impact level to a single value (the highest rating among the three security objectives) and using that overall system security categorization as the basis for selecting a security control baseline to satisfy minimum security requirements. Special Publication 800-60 also addresses the possibility that the appropriate impact level for an information system may be higher than the level produced through examination of the information types alone. Factors affecting the decision of whether to raise the impact level for the system include [33]:
• The aggregation of large volumes of information of a single type or combination of multiple types of information may increase the sensitivity of the information and increase the information security risk for the system to a degree that warrants a higher impact level.
• The impact level assigned for a system to which other systems connect or on which other systems rely may be higher when considering the broader context of system interconnections and dependencies than when evaluating the system in isolation.
• Many factors beyond the information a system contains may influence the potential impact to the organization if loss, damage, or compromise occurs, including extenuating circumstances such as the system’s role in supporting a critical process or capability, visibility within the organization or to the public, extent of interconnections to other dependent systems, or cost of replacement.
In presenting these factors, NIST implicitly acknowledges the potential limitations of a security categorization process that evaluates the system in isolation without considering the organizational and environmental context for the system and the information it contains. Agencies and their system owners should categorize their systems and underlying information types based not only on the systems’ intrinsic value and sensitivity of their information types but also on the impact to other systems or operational functions indirectly supported by the system.
CNSSI 1253 adopts the high water mark approach when aggregating information type impact levels to categorize information systems, but does not consolidate system-level confidentiality, integrity, and availability ratings to a single impact designation. Instead, national security systems maintain their three-part categorization ratings for the security control selection process. CNSS adapts the security control baselines in Special Publication 800-53 to indicate control applicability at each impact level and each security objective [34]. Much like the guidance applicable to FISMA systems, CNSSI 1253 includes guidelines for making risk adjustments that might justify a different system security categorization than the worst-case impact level derived from the levels assigned to underlying information types. Where Special Publication 800-60 highlights factors that would lead an organization to assign a higher impact level to an information system than the high water mark from its information types, CNSSI 1253 permits national security system owners, with proper justification, to select security control baselines corresponding to lower or higher impact levels than the level assigned using information type categorizations. Risk adjustment factors applicable to national security systems include information aggregation and system criticality, both of which might result in the assignment of a higher impact level. The physical, personnel, and organizational security protections often afforded to systems operating in agencies processing classified information may serve to mitigate the risk of the system in isolation and may therefore justify reducing the impact level [35]. CNSSI 1253 instructs national security system owners to perform risk assessments on the information types and operating environment associated with a system to determine whether to apply a risk adjustment to the assigned security categorization.
Information System Description
The information system description task in step 1 of the RMF gathers functional and technical details about the system and documents the information in the system security plan. Because the system security plan is a core document in the security authorization package and represents a comprehensive source of security requirements and corresponding controls for an information system, the system description should be accurate, current, and provided in sufficient detail to identify the characteristics of the system relevant to specifying security measures commensurate with the risk associated with operating the system. Each organization determines the amount of information and level of detail needed in its information system descriptions, which may vary according to the system’s security categorization, the scope or type of system described, and the extent of existing system documentation produced through the system development life cycle. Special Publication 800-37 suggests the following information be included in the system description [36]:
• Full descriptive name of the information system including any associated acronym;
• Unique information system identifier;
• Name and contact information for the information system owner and authorizing official;
• Parent or governing organization that manages, owns, and/or controls the information system;
• Location of the information system and environment in which it operates;
• Version or release number of the information system;
• Purpose, functions, and capabilities of the information system and missions and business processes supported;
• How the information system is integrated into the enterprise architecture and information security architecture;
• Status of the information system with respect to its phase in the system development life cycle;
• Results of the security categorization process for the information and information system;
• Types of information processed, stored, and transmitted by the information system;
• Boundary of the information system for risk management and security authorization purposes;
• Applicable laws, directives, policies, regulations, or standards affecting the security of the information system;
• Architectural description of the information system including network topology;
• Hardware and firmware devices included within the information system;
• System and application software resident on the information system;
• Hardware, software, and internal and external system interfaces;
• Subsystems (static and dynamic) associated with the information system;
• Information flows and paths (including inputs and outputs) within the information system;
• Cross domain devices/requirements;
• Network connection rules for communicating with external information systems;
• Interconnected information systems and identifiers for those systems;
• Encryption techniques used for information processing, transmission, and storage;
• Cryptographic key management information, if applicable;
• Information system users (including organizational affiliations, access rights, privileges, and citizenship, if applicable);
• Ownership and operation of the information system (e.g. government-owned, government-operated; government-owned, contractor-operated; contractor-owned, contractor-operated; nonfederal);
• Security authorization date and authorization termination date;
• Incident response points of contact;
• Other information as required by the organization.
Although some of the details in the system description may be gathered or provided by personnel executing the RMF for the system, at the time the RMF process is initiated much of this information should already have been captured in system documentation. When incorporating system description information, the system owner, information system security officer, and others contributing to developing the system security plan should validate any information drawn from existing documentation to ensure it is up to date and accurately reflects the information system. System description information, like many other components of the system security plan, often changes as the system progresses through the SDLC and the steps in the RMF, so while this information is first documented in step 1, tasks in subsequent steps of the RMF resulting in additions or updates to the system security plan represent opportunities to augment or revise the information system description.
Information System Registration
The task of registering the information system uniquely identifies each information system, records the system in relevant agency inventories, and indicates the organization responsible for the system and its management and supervision. The formal identification of federal information systems often occurs during the initiation phase of the system development life cycle, so in many cases the information system registration task within the RMF is not the first or only such activity performed for a given information system. If the information system has already been registered in appropriate agency inventories, the task for system owners becomes one of validation and of ensuring that the system is correctly represented with all relevant security management attributes. FISMA requires each federal agency to develop, maintain, and update at least annually an inventory of its major information systems and to use its system inventory to support information resources management functions including information technology planning, budgeting, and information security [37]. The FISMA system inventory is only one among many agency-level listings or indices agencies are required to provide; others include a publicly available index of systems mandated under amendments to the Freedom of Information Act [38] and portfolios of IT investment and IT security information submitted to OMB as part of the federal budget preparation process [39]. In the RMF context, information system registration is intended to inform the organization and its information security program of the system’s existence, its key characteristics, and the security implications for the organization associated with operating the system [40]. From an information resources management perspective, registering the information system supports planning and resource allocation, system owner and business sponsor accountability, and effective management and oversight for the system, including complying with FISMA and other government-wide reporting requirements.
Step 2: Select Security Controls
The second step in the RMF identifies all the security controls needed to satisfy an information system’s security requirements and documents those controls in the system security plan. The results of the system security categorization completed in step 1 drive the selection of security controls, as the impact level assigned to the information system corresponds to a baseline set of security controls, defined in Special Publication 800-53, that collectively represent the minimum security necessary to protect systems categorized at each impact level. System owners and other personnel with responsibility for establishing the security posture of the system use security requirements and risk assessment information developed for the system in conjunction with the system security categorization to identify the appropriate security control baseline and modify that baseline to address the needs of the system. The primary outputs of the security control selection process, as indicated in Figure 7.5, are a tailored security control baseline, system monitoring strategy, and an approved initial version of the system security plan. Security control selection identifies all the controls relevant to each information system regardless of who is responsible for providing them. Federal information systems typically include a mix of system-specific, common, and hybrid security controls. Security control baselines documented in system security plans indicate the type for each control and, in the case of common or hybrid controls, may incorporate or refer to control information in other system security plans. At the completion of step 2, system owners not only receive independent review and approval of their system security plans from agency officials, but also have the information necessary to finalize the resource allocation and timeline in the RMF project plan. The tailored security control baseline defined during step 2 of the RMF is the basis for security control implementation and assessment activities conducted in steps 3 and 4, respectively, so the effectiveness of subsequent parts of the process depends on the accuracy and thoroughness of security control selection. System owners first identify relevant controls using federal standards and guidelines and system-specific considerations, and then determine how those controls will be provided and monitored once the system is operational.
Figure 7.5 The Second Step in the RMF Identifies all the Controls Needed to Provide Adequate Security for the Information System, Tailoring the Appropriate Security Control Baseline to Reflect the Requirements of Each System and Documenting the Selected Set of Controls in the System Security Plan
The security control framework described in Special Publication 800-53 provides a common reference for federal government agencies when selecting security controls. Although the system categorization and control baseline selection procedures differ for FISMA systems and national security systems, FIPS 200 and CNSSI 1253 both use Special Publication 800-53 as the source of security controls. Special Publication 800-53 organizes security controls into 18 families spanning three categories of controls—management, operational, and technical—as seen in Table 7.3. Management controls address risk management and information security management for systems; operational controls correspond to security processes and procedures primarily executed by people rather than systems; and technical controls are security measures implemented and executed by the information system using hardware, software, or infrastructure mechanisms [41]. Of the 18 families, 17 correspond to the security-related areas identified in FIPS 200; NIST added the program management family as part of the changes to its guidance in Revision 3 of Special Publication 800-53.
NOTE
Federal guidance bases the association of each family with its corresponding security control class on the nature of the majority of the controls in each family, although individual controls may be more closely aligned to a different class. For instance, the first control in each family is policy and procedures for the security topic addressed by the family. Documented policies and procedures are examples of management controls, even when they apply to a set of operational or technical controls.
Table 7.3 Security Control Identifiers, Families, and Classes [42]
Identifier | Family | Class |
AC | Access Control | Technical |
AT | Awareness and Training | Operational |
AU | Audit and Accountability | Technical |
CA | Security Assessment and Authorization | Management |
CM | Configuration Management | Operational |
CP | Contingency Planning | Operational |
IA | Identification and Authentication | Technical |
IR | Incident Response | Operational |
MA | Maintenance | Operational |
MP | Media Protection | Operational |
PE | Physical and Environmental Protection | Operational |
PL | Planning | Management |
PS | Personnel Security | Operational |
RA | Risk Assessment | Management |
SA | System and Services Acquisition | Management |
SC | System and Communications Protection | Technical |
SI | System and Information Integrity | Operational |
PM | Program Management | Management |
FIPS 200 also specifies minimum security requirements for each security-related area that the individual controls in each family address, presented in Table 7.4. NIST does not provide definitions or general descriptions for its security control families; instead, the specifications in FIPS 200 provide the context for each set of security controls that collectively meet or exceed minimum security requirements. The close alignment between security-related areas and security control families resulted from NIST’s parallel development of Special Publication 800-53 and FIPS 200 (the first release of Special Publication 800-53 predated FIPS 200 by more than a year). NIST drew on a variety of existing government and industry sources of security requirements and security control specifications to provide a sufficiently broad and deep catalog of security controls to satisfy applicable requirements and help agencies demonstrate compliance with legal, regulatory, and policy requirements, including those in FISMA [43].
Table 7.4 Specifications for Minimum Security Requirements [44]
Security-Related Area | Specification |
Access Control | Organizations must limit information system access to authorized users, processes acting on behalf of authorized users, or devices (including other information systems) and to the types of transactions and functions that authorized users are permitted to exercise. |
Awareness and Training | Organizations must: (i) ensure that managers and users of organizational information systems are made aware of the security risks associated with their activities and of the applicable laws, Executive Orders, directives, policies, standards, instructions, regulations, or procedures related to the security of organizational information systems; and (ii) ensure that organizational personnel are adequately trained to carry out their assigned information security-related duties and responsibilities. |
Audit and Accountability | Organizations must: (i) create, protect, and retain information system audit records to the extent needed to enable the monitoring, analysis, investigation, and reporting of unlawful, unauthorized, or inappropriate information system activity; and (ii) ensure that the actions of individual information system users can be uniquely traced to those users so they can be held accountable for their actions. |
Certification, Accreditation, and Security Assessment | Organizations must: (i) periodically assess the security controls in organizational information systems to determine if the controls are effective in their application; (ii) develop and implement plans of action designed to correct deficiencies and reduce or eliminate vulnerabilities in organizational information systems; (iii) authorize the operation of organizational information systems and any associated information system connections; and (iv) monitor information system security controls on an ongoing basis to ensure the continued effectiveness of the controls. |
Configuration Management | Organizations must: (i) establish and maintain baseline configurations and inventories of organizational information systems (including hardware, software, firmware, and documentation) throughout the respective system development life cycles; and (ii) establish and enforce security configuration settings for information technology products employed in organizational information systems. |
Contingency Planning | Organizations must establish, maintain, and effectively implement plans for emergency response, backup operations, and post-disaster recovery for organizational information systems to ensure the availability of critical information resources and continuity of operations in emergency situations. |
Identification and Authentication | Organizations must identify information system users, processes acting on behalf of users, or devices and authenticate (or verify) the identities of those users, processes, or devices, as a prerequisite to allowing access to organizational information systems. |
Incident Response | Organizations must: (i) establish an operational incident handling capability for organizational information systems that includes adequate preparation, detection, analysis, containment, recovery, and user response activities; and (ii) track, document, and report incidents to appropriate organizational officials and/or authorities. |
Maintenance | Organizations must: (i) perform periodic and timely maintenance on organizational information systems; and (ii) provide effective controls on the tools, techniques, mechanisms, and personnel used to conduct information system maintenance. |
Media Protection | Organizations must: (i) protect information system media, both paper and digital; (ii) limit access to information on information system media to authorized users; and (iii) sanitize or destroy information system media before disposal or release for reuse. |
Physical and Environmental Protection | Organizations must: (i) limit physical access to information systems, equipment, and the respective operating environments to authorized individuals; (ii) protect the physical plant and support infrastructure for information systems; (iii) provide supporting utilities for information systems; (iv) protect information systems against environmental hazards; and (v) provide appropriate environmental controls in facilities containing information systems. |
Planning | Organizations must develop, document, periodically update, and implement security plans for organizational information systems that describe the security controls in place or planned for the information systems and the rules of behavior for individuals accessing the information systems. |
Personnel Security | Organizations must: (i) ensure that individuals occupying positions of responsibility within organizations (including third-party service providers) are trustworthy and meet established security criteria for those positions; (ii) ensure that organizational information and information systems are protected during and after personnel actions such as terminations and transfers; and (iii) employ formal sanctions for personnel failing to comply with organizational security policies and procedures. |
Risk Assessment | Organizations must periodically assess the risk to organizational operations (including mission, functions, image, or reputation), organizational assets, and individuals, resulting from the operation of organizational information systems and the associated processing, storage, or transmission of organizational information. |
System and Services Acquisition | Organizations must: (i) allocate sufficient resources to adequately protect organizational information systems; (ii) employ system development life cycle processes that incorporate information security considerations; (iii) employ software usage and installation restrictions; and (iv) ensure that third-party providers employ adequate security measures to protect information, applications, and/or services outsourced from the organization. |
System and Communications Protection | Organizations must: (i) monitor, control, and protect organizational communications (i.e. information transmitted or received by organizational information systems) at the external boundaries and key internal boundaries of the information systems; and (ii) employ architectural designs, software development techniques, and systems engineering principles that promote effective information security within organizational information systems. |
System and Information Integrity | Organizations must: (i) identify, report, and correct information and information system flaws in a timely manner; (ii) provide protection from malicious code at appropriate locations within organizational information systems; and (iii) monitor information system security alerts and advisories and take appropriate actions in response. |
FIPS 200 requirements notwithstanding, each agency is responsible for selecting, implementing, and effectively using the appropriate set of security controls for each information system, where compliance with applicable requirements is necessary but not sufficient to demonstrate effective security. The level of confidence—what NIST refers to as “minimum assurance”—organizations require that system security controls are in place, implemented correctly, functioning properly, and producing the intended security outcome varies according to organizational risk tolerance and the impact level assigned to the system. For low-impact systems, agencies may be satisfied with demonstrations of successful implementation and compliance with baseline requirements but for moderate- or high-impact systems NIST guidance recommends initial and ongoing analysis and testing of security controls to provide additional evidence demonstrating control effectiveness [45].
NOTE
System owners, information system security officers, common control providers, and others participating in security control selection, implementation, and assessment should develop a thorough understanding of the NIST-defined security control families and security controls and enhancements applicable to their systems. The number of controls and control enhancements and the volume of descriptive information about them make it infeasible to provide descriptions of these controls within this book. NIST publishes low-impact, moderate-impact, and high-impact security control baselines as annexes to Special Publication 800-53, offering a more concise reference to support security control selection. System owners considering the selection of additional controls beyond the minimum specified in each baseline still need to reference the full security control documentation in Special Publication 800-53, as the annexes include only the required controls and control enhancements for each baseline.
Common Control Identification
The full set of security controls selected for an information system typically includes both system-specific controls provided by the system or the operational and management resources dedicated to the system and common controls provided by other systems or parts of the organization (or external organizations) that protect multiple systems. Few federal information systems have sufficient scope or allocated resources to provide all necessary security controls at a system-specific level, even if organizational governance permitted such an approach. Instead, federal agencies specify common controls that their information systems inherit, either exactly as implemented by common control providers or with some system-specific modification or extension to create hybrid controls. Prior to selecting security controls, system owners need to identify common control providers and the security controls available for their information systems to use, and understand common controls in sufficient detail to determine if they meet the system’s requirements. When available common controls do not fully satisfy information system security requirements, system owners must determine whether to implement a system-specific alternative or if the common control can be partially utilized in a hybrid control implementation [46].
The agency-level information security program is one source of common controls, but government organizations often have multiple common control providers potentially applicable to a given information system. Information security programs develop organizational strategies, plans, and policies and procedures that correspond to management controls that all information systems are expected to inherit. Typical examples of operational and technical common controls include those provided by data centers, local and wide area networks, security and network operations centers, incident response centers, and centralized security monitoring capabilities. The identification of common controls can be performed at an organizational level, with a directory or inventory of controls made available to information system owners. The existence of pre-identified sources of common controls simplifies the control identification process for personnel executing the RMF, obviating the need to search for common control providers and allowing attention to be focused on assessing the suitability of available controls. Many sources of common controls are subject to authorization as general support systems, so the common control provider’s system security plan and other contents of the security authorization package represent key sources of control information used in information system-level security control selection. System owners reflect this relationship, illustrated in the previous chapter in Figure 6.3, in their system security plans by clearly identifying common controls inherited by their systems and reproducing or incorporating by reference common control documentation maintained by common control providers [47]. Personnel performing common control identification should also be aware of the potential that more than one provider exists for some controls, as is often the case when more than one operating environment is available for information system deployment.
Figure 7.6 Security Control Tailoring Considers the Potential Need to Add Optional Controls or Control Enhancements to the Baseline as Well as Identifying and Removing Controls that Do Not Apply to a Given Information System [58]
Common and Hybrid Control Candidates
Depending on the scope and complexity of an information system, many security controls may be good candidates for inheritance from common control providers. Organizations with well-established information security programs often emphasize the common provision of management controls such as family-specific policies and procedures, risk management strategies, contingency plans, and continuous monitoring strategies. Security control families representing security requirements that many systems share also may be more efficiently provided as common controls, such as those associated with security awareness and training, personnel security, and incident response. Systems residing within agency data centers or hosted by external organizations typically identify as common the controls providing physical and environmental protection, maintenance, media protection, and configuration management, although high-impact systems or those processing PII or other sensitive information may require system-specific parameters or service level agreements to satisfy requirements.
There are also controls for which some level of system-specific implementation is expected or required, including management controls such as the system security plan, security assessments, plan of action and milestones, and privacy impact assessment. If organizational policy dictates that system owners identify system-specific requirements as part of their control implementation—perhaps following procedures, standards, or guidelines developed at the agency level—then a hybrid model may be most appropriate. For instance, as part of the monitoring strategy developed within step 2 of the RMF, system owners may leverage monitoring capabilities provided at the organization level, but determine the monitoring frequency and controls to be monitored on a system-specific basis. Hybrid controls also include document templates and automated information collection and reporting tools that organizations provide to system owners for use in developing plans and executing processes required by various security controls [48].
Security Control Selection
Organizations following current federal standards and guidelines begin security control selection by identifying the baseline security controls corresponding to the impact level assigned to the information system during security categorization. For FISMA systems NIST facilitates the process of selecting relevant security controls from the full set defined in Special Publication 800-53 by publishing three excerpts—one each for low-impact, moderate-impact, and high-impact systems—that identify the subset of controls and control enhancements applicable to systems in each security category [49]. These baselines represent the starting point for security control selection, serving as the basis for the reduction or supplementation of security controls in the tailoring process. Because the security control baselines include only the security controls and control enhancements corresponding to minimum security requirements for systems at each impact level, information security architects, information system security officers, and system owners need to refer to the full set of controls in Special Publication 800-53 to identify and evaluate optional controls or enhancements they might select for their systems.
Identifying baseline controls for national security systems is somewhat less straightforward than for FISMA systems. Due to the use of three-part system security categorizations rather than single overall impact levels assigned to systems following FIPS 200, there are 27 possible security categorizations under CNSS guidance. Rather than subdividing controls into 27 different baselines, CNSSI 1253 provides a single matrix listing all controls and control enhancements in Special Publication 800-53 and indicating their applicability to each confidentiality, integrity, and availability impact level [50]. Personnel selecting controls for national security systems also refer to the full control definitions in Special Publication 800-53 to help identify appropriate security measures in addition to the baseline.
Security Control Descriptions
The security control catalog (Appendix F of Special Publication 800-53) identifies each control by name and unique identifier, specifies possible security control enhancements, provides security objectives—statements describing the behavior, mechanisms, or indications of implementation—for each control and control enhancement, and offers supplemental guidance and references to other relevant documentation. The supplemental guidance provided for each control describes the context to which the control applies, suggests factors or circumstances organizations should consider when selecting and implementing the control, and identifies related controls that may address similar objectives or intended outcomes or are interdependent with the control. The catalog also indicates the baseline or baselines to which each control is allocated, if any, and the recommended implementation priority established for each control using a scale of P0 to P3, where controls with priority code P1 have a higher priority than P2 and P3 (P0 indicates no priority has been assigned). Regardless of priority, all security controls specified in each baseline need to be implemented to achieve adequate security for the system, but the priority and associated sequencing recommendations can help agencies ensure that controls on which other controls depend are implemented first [51].
The security control catalog in Special Publication 800-53 Revision 3 describes 198 controls, 187 of which are relevant for individual information systems; the other 11 belong to the program management family and are therefore deployed at an organizational level supporting all information systems [52]. Not all controls and control enhancements are assigned to baselines—the low-impact, moderate-impact, and high-impact baselines include 115, 159, and 167 required controls of the total 187, respectively. Security control enhancements add a significant proportion of security requirements for moderate- and high-impact systems, as those baselines include 93 and 161 required control enhancements, respectively, in addition to baseline security controls. While the number of required controls and enhancements does not necessarily correspond to a linear increase in the level of effort to implement them, the fact that Special Publication 800-53 prescribes more than twice as many requirements for moderate-impact systems as it does for low-impact systems provides some indication of the effect the security categorization has on the scope and resource requirements of the RMF effort.
NOTE
The current security control catalog represents the result of a process of continuous expansion and refinement in the years since the Special Publication 800-53 was first released in early 2005. The most significant changes—in terms of the number of controls and control enhancements added to the catalog—have occurred since NIST incorporated input of the defense and intelligence communities through the Joint Task Force Transformation Initiative. Revision 3 added 23 system-level controls (in addition to the 11 organization-level controls in the program management family), with an additional 26 security controls proposed in the initial public draft of Special Publication 800-53 Revision 4. The system and communications protection family shows the most extensive changes, expanding from 19 controls to 41 over the five versions of the catalog.
Tailoring Baseline Controls
Security control baselines defined using Special Publication 800-53 satisfy minimum security requirements developed broadly to apply across the entire federal government. It is infeasible for these baselines to align exactly to the agency needs, operational environments, and specific circumstances relevant to every federal information system. Guidance on security control selection gives agencies and their system owners the flexibility to adjust baselines to reflect the security requirements of each system and achieve appropriate levels of protection. As shown in Figure 7.6, the process of modifying the security control baseline to address organizational and system-specific considerations includes:
• Applying scoping guidance to determine the applicability of baseline controls;
• Selecting compensating security controls, if needed, as more cost-effective or more feasible alternatives to required baseline controls;
• Determining system-specific or organization-defined values for security control parameters;
• Supplementing baselines with additional security controls and control enhancements, if needed;
• Documenting decisions to deviate from security control baseline requirements, the rationale for such decisions, and relevant control information needed to support implementation.
Agencies may choose to tailor security control baselines at the organizational level, the information system level, or some combination of both. Tailoring performed within an organization’s information security program produces agency-specific versions of baselines to be used in the RMF process for each information system.
NOTE
In previous versions of Special Publication 800-53, up to and including Revision 3 currently in effect, NIST used the term tailoring to denote risk-based decisions not to select security controls allocated to the appropriate baseline and distinguishes tailoring from supplementing baselines with controls or enhancements in addition to those specified in the baseline. In the description of the security control selection process in the initial public draft of Special Publication 800-53 Revision 4, however, tailoring refers to all baseline adjustment activities, including those resulting in reductions or additions of controls [53]. This chapter follows the most recent NIST usage, but to avoid semantic confusion also substitutes terms such as “adjustment” or “modification” when referring to the broader process of adapting NIST security control baselines to the requirements of specific systems and their operating environments.
System owners apply scoping guidance to identify organizational conditions or characteristics of their systems or the environments in which they operate that affect the relevance or applicability of baseline security controls and control enhancements. Scoping considerations can address common, hybrid, and system-specific controls, although system owners should recognize that decisions not to select baseline controls identified as common are the responsibility of the common control provider. Many of the scoping considerations NIST identifies in Special Publication 800-53 emphasize the importance of analyzing precisely which aspects of the system security controls target. In some cases security controls apply to specific components, technologies, infrastructure elements, and operating environment characteristics assumed to be present in federal information systems; if general assumptions do not hold true for a given system, the controls specified based on those assumptions may not be applicable. For instance, controls addressing wireless technology, remote access, mobile code, or public key infrastructure certificates are irrelevant for systems that do not employ such technologies. NIST guidance also permits “downgrading” some security controls to a lower level baseline, if the controls support a security objective categorized at a level lower than the overall impact level for the system [54]. This approach is logically consistent with the system categorization procedures in CNSSI 1253, which consider separately the impact levels for confidentiality, integrity, and availability when establishing security control baselines.
Organizations sometimes find that a baseline security control applies for a system, but implementing the control specified in the baseline is beyond the organization’s capability or cannot be cost justified. Before determining whether to accept, avoid, or otherwise respond to the risk posed to the organization by failing to implement a required control, agencies may consider the selection of compensating controls as an alternative that satisfies the same security objectives. NIST defines compensating controls as those “employed by an organization in lieu of a recommended security control in the low, moderate, or high baselines that provide an equivalent or comparable level of protection for an information system and the information processed, stored, or transmitted by that system” [55]. Compensating controls should only be used when they can be drawn from Special Publication 800-53 or another acceptable source and when the organization agrees to accept the risk associated with substituting the compensating controls for those specified in the security control baseline. As with other tailoring decisions, agencies and their system owners need to document the selection of compensating controls and explain the rationale for choosing alternative controls instead of the ones in the baseline [56].
System-specific considerations may also lead system owners to select supplemental security controls beyond the minimum requirements specified in the appropriate baseline for the system. Special Publication 800-53 provides the primary source of information for supplemental controls and control enhancements, which system owners may choose from the requirements in a higher level baseline or from among the many optional controls and enhancements in the security control catalog that are not allocated to any baseline. Agencies and their system owners determine the need for supplemental controls by comparing the security requirements specified for each system with current capabilities and the expected effect of implementing baseline controls; any requirements not fully satisfied by baseline controls may indicate a need for supplementation. System owners should document their decisions to add security controls or enhancements and provide supporting rationale or cost justification so that risk managers, authorizing officials, and other agency officials understand the basis for and will approve the implementation of supplemental controls.
WARNING
It is possible for a system owner to try to deploy an information system or information technology service that is beyond the organization’s capacity to adequately protect, either due to resource constraints or because no level of selected security controls is sufficient to reduce risk to an acceptable level. These circumstances may arise with systems that implement emerging or unproven technology or that involve components outside the control of the organization. Faced with unacceptable information security risk, organizations may need to restrict the use of such technologies, either by limiting access to the system and the information it contains or by reducing the functionality of the deployed system.
Part of the process of documenting security controls—including reductions or additions to the applicable security control baseline—is assigning system-specific values to parameters in controls selected for implementation. This information not only satisfies expectations for the contents of security control documentation in the system security plan, but also provides guidance to system developers, information system security officers, or other personnel with responsibility for implementing and configuring security controls to satisfy the system’s security requirements. Many management, operational, and technical controls include parameterized statements of policy, acceptable use, time periods, frequency of execution, or other attributes that vary among information systems. Selection of these controls is not complete until values for these variables have been determined and documented in sufficient detail to support the proper implementation and configuration of each control [57].
Monitoring Strategy
Although monitoring for a system’s security controls does not begin until the system is authorized to operate and transitions to its operational phase, Special Publication 800-37 emphasizes the importance of developing the monitoring strategy for the system early in the RMF process so that the strategy can inform system design or technology acquisition and help ensure that existing or planned information security continuous monitoring capabilities are sufficient to satisfy the system’s requirements. Monitoring activities span a variety of administrative processes and operations and maintenance functions, including configuration management and control, security impact analyses of changes to the system or its operating environment, ongoing security control assessments, and security status reporting [59]. System owners and common control providers determine which of their controls will be monitored and specify the frequency of monitoring, and approach to be used for security control assessments. Not all controls require monitoring and those that do often vary in terms of how often monitoring should be performed. The monitoring strategy should consider threats and vulnerabilities faced by the system, resource constraints, types of monitoring available, and the level of automation available to support system-specific or organizational monitoring activities.
The current emphasis by OMB, DHS, and NIST on continuous monitoring as a means to provide agencies with real-time or near real-time situational awareness of the security posture of their systems results in an expectation that agencies will define organization-wide continuous monitoring strategies and establish and implement continuous monitoring programs [60]. The monitoring strategy developed during step 2 of the RMF and documented in the system security plan should incorporate relevant aspects of the organizational information security continuous monitoring strategy and identify any system-specific requirements in terms of the controls selected for monitoring, the monitoring frequency, and the nature, level of detail, and intended audience for status reports and other outputs of the monitoring process.
Security Plan Approval
For the final task in step 2 of the RMF, system owners document the results of all the key activities performed during steps 1 and 2 in the system security plan and submit the plan to the authorizing official for review and approval. This interim approval evaluates the system security plan for completeness; verifies compliance with agency requirements in terms of content, structure, and level of detail; and assesses the extent to which the tailored set of security controls selected for implementation are consistent with the impact level assigned to the system and will satisfy the system’s security requirements. Consistent with NIST guidelines on developing system security plans, the version of the plan submitted for approval at this stage of the RMF should include a declaration of the system security categorization, the system description, a listing of security controls selected for the system including common, hybrid, and system-specific designations, and details of the monitoring strategy planned for the system. NIST guidance positions security plan approval as a necessary prerequisite for a system to advance to the next step in the RMF and for the system owner to determine the level of effort needed to complete the RMF process [61]. Acceptance of the system security plan by the authorizing official is also an important milestone in the SDLC process, as the agreed-upon set of selected security controls is a key input to system development or acquisition.
Relevant Source Material
Several NIST Special Publications and Federal Information Processing Standards provide guidance, recommendations, and instructions relevant to performing security categorization and security control selection. The most applicable sources of information include:
• Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems [61].
• Federal Information Processing Standards Publication 199, Standards for Security Categorization of Federal Information and Information Systems [62].
• Federal Information Processing Standards Publication 200, Minimum Security Requirements for Federal Information and Information Systems [63].
• Committee on National Security Systems Instruction 1253, Security Categorization and Control Selection for National Security Systems [64].
• Special Publication 800-53 Revision 3, Recommended Security Controls for Federal Information Systems and Organizations [65].
• Special Publication 800-60 Revision 1, Guide for Mapping Types of Information and Information Systems to Security Categories [66].
• Special Publication 800-18 Revision 1, Guide for Developing Security Plans for Federal Information Systems [67].
These and other NIST Special Publications are available from the NIST Computer Security Division website, at http://csrc.nist.gov/publications/. CNSS publications are available at http://www.cnss.gov/.
Summary
This chapter described the tasks performed in the first two steps of the Risk Management Framework, categorize information system and select security controls. It identified and summarized key sources of guidance to system owners and RMF project teams on completing these initial steps in the process and described the foundational role security categorization and security control selection have in the overall process. The material in this chapter emphasized the incorporation of federal guidance applicable to all agencies and information systems in organizational and system-specific decision making regarding security controls. It also described key aspects of the security control catalog and associated baselines defined in Special Publication 800-53 that are just as relevant to security control implementation and assessment (the next two steps in the RMF process and the subject of Chapter 8) as they are to security control selection.
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Chapter 8
Risk Management Framework Steps 3 & 4
Information in this chapter:
• Working with Security Control Baselines
• Key Roles and Responsibilities
• Tasks in RMF Step 3: Implement Security Controls
• Tasks in RMF Step 4: Assess Security Controls
Security control selection culminates in the specification of a tailored set of security controls—documented in the system security plan and approved by the system’s authorizing official—that the system owner and the organization agree will satisfy the minimum security requirements for the system. Having reached agreement on what security controls the system needs, the focus of the Risk Management Framework process shifts to implementing the selected security controls and ensuring that the controls are implemented correctly and will achieve their intended security objectives. Step 3 of the RMF addresses security control implementation and the provision of detailed security control documentation to support the assessment process in step 4. Together, the tasks completed in these steps make tangible the controls planned for the system and produce most of the documentation and supporting information needed for the security authorization package that system owners assemble and submit for approval in step 5. Depending on the nature of the system, its security requirements, and its functional and technical capabilities, security control implementation may involve developing or acquiring new controls for the system, configuring existing controls, leveraging common controls provided elsewhere in the organization, or some combination of these alternatives. System owners and common control providers coordinate the efforts of security-focused personnel executing RMF tasks and system development or deployment teams conducting software development life cycle (SDLC) activities to ensure that all selected controls are implemented and configured properly. These teams perform various forms of testing as security controls are implemented and document technical specifications, secure configurations, and other implementation details for each control; all of this information is used in security control assessments. The tasks in steps 3 and 4 rely—more than any other parts of the RMF—on activities conducted and information produced within the scope of the SDLC; tight integration between the RMF and the SDLC is essential for efficient and effective completion of security control implementation and assessment.
Working with Security Control Baselines
As described in Chapter 7, the security control catalog in Special Publication 800-53 establishes the control allocation for the security control baselines selected by each system owner on the basis of the system security categorization. Special Publication 800-53 is also a preferred source of information about controls removed from or added to security control baselines during the tailoring process and provides the primary point of reference for security control implementation and assessment. Special Publication 800-53A specifies security objectives and assessment procedures for each control in Special Publication 800-53, so these documents together offer important information to developers and other security control implementers about what the selected controls should do and how their implementation will be evaluated. In this way control descriptions and assessment procedures become key inputs to security design, engineering, testing, and documentation activities in the development and acquisition phase of the SDLC, as depicted in Figure 8.1. The tailored security control baselines documented in the system security plan also establish the scope for the security control assessment performed after implementation is complete. Personnel responsible for implementing security controls use the baseline—in conjunction with applicable organizational policies, procedures, and standards and assurance requirements for the system—to help determine expectations for how controls should be implemented and what level of detail should be provided in control specifications and other supporting documentation used as evidence in security control assessments.
Figure 8.1 The Tasks in Steps 3 and 4 of the RMF Depend Heavily on Security Design, Engineering, Integration, Testing, and Documentation Activities Performed Within the Development/Acquisition and Implementation Phases of the SDLC
The tasks in steps 3 and 4 of the RMF both span the development and acquisition and implementation phases of the SDLC; Special Publication 800-64 distinguishes implementation and assessment activities within each phase by their focus [1]. During the development phase security controls are designed, created, and integrated into the system, tested for functionality, and documented. In the implementation phase the focus shifts from the system in isolation to the system as it will be deployed in its operating environment, with a corresponding emphasis on developing, integrating, configuring, and testing common controls and system-specific controls associated with the deployment environment. Although the description of security control implementation and assessment in Special Publication 800-37 implies that each task is completed before the next begins, in practice implementation and assessment are often performed iteratively or even in parallel as project teams work to ensure that they address all security requirements and deploy systems with controls that satisfy minimum assurance requirements.
Note
As the description of security control implementation and assessment in this chapter makes clear, guidance to federal agencies on selecting security controls and assessing those controls once implemented share a common frame of reference in the security control framework defined in Special Publication 800-53. Special Publication 800-53A Revision 1 prescribes assessment objectives, methods, and objects for every security control in Special Publication 800-53 Revision 3. NIST typically issues revisions to the security control catalog before corresponding revisions to security control assessment procedures [2]. Many agencies wait to adopt new versions of Special Publication 800-53 until the associated assessment guidance is ready, so deciding which security control catalog version to follow is constrained by the availability of up-to-date assessment procedures. There are other practical considerations affecting agency migration from one version of Special Publication 800-53 to another, including the need to update internal policies, procedures, and guidelines based on previous versions and to evaluate the extent of changes required to comply with new versions of security control baselines.
Assurance Requirements
NIST defines assurance as “the grounds for confidence that the security controls implemented within an information system are effective in their application” [3] and in Special Publication 800-53 establishes minimum assurance requirements for federal information systems based on their assigned impact levels. A system’s assurance level corresponds to guidance directed at security control implementers that specifies the nature and extent of control implementation evidence required for low-impact, moderate-impact, and high-impact systems. These requirements, which apply to all security controls implemented for the system, are included in Table 8.1.
Table 8.1 Minimum Assurance Requirements for Information Systems [4]
Agencies typically establish policies and procedures for security control implementation and documentation reflecting these assurance levels, either as part of standard SDLC processes and guidelines or as standalone guidance for achieving adequate security. Security control assessors use minimum assurance requirements to adjust their expectations about the types and amount of evidence they need in order to complete their assessments, so communicating the correct assurance level to security control implementers increases the likelihood that the activities they perform will satisfy assessment requirements.
Sources of Guidance on Security Controls
While NIST provides extensive guidance in Special Publication 800-53 on what security controls to implement and the objectives each is intended to achieve, federal guidance is far less prescriptive in terms of how controls should be implemented. The lack of comprehensive guidance on control implementation is understandable given the wide variety of security controls included in baselines among the management, operational, and technical classes into which NIST categorizes its controls. Conventional development and acquisition activities often focus on technical controls in the form of hardware, software, and infrastructure components deployed as part of the system and the documentation that describes their implementation. In contrast, many management controls are implemented as written documents or other artifacts used to govern the system once it is authorized, while operational controls are often implemented as processes and procedures captured in system documentation and executed by designated personnel during the system’s operations and maintenance phase. NIST does offer narrowly focused guidance and recommendations on developing and implementing many kinds of controls; Table 8.2 lists Special Publications relevant to security control implementation and assessment, grouped by control class and indicating the core subject matter of each publication and the control families the guidance addresses. In addition to management, operational, and technical controls the table identifies broader scope guidance on controls and indicates technical controls typically implemented within general support systems or other common control providing contexts rather than by individual information systems.
Table 8.2 Guidance on Control Development, Implementation, Testing, and Operation [5]
*Indicates guidance targeted at controls typically implemented by common control providers and inherited by information systems.
Much of the guidance listed in Table 8.2 is intended to offer recommendations and accepted government or industry practices to agencies implementing security controls. Agencies typically use this guidance as along with many other sources potentially incorporated in system development and implementation plans. Many agencies maintain their own standards and practices or use those provided by the system integrators, vendors, or other contractors often responsible for building, deploying, and operating information systems for federal agencies.
Roles and Responsibilities
Many individuals working on security and overall system development share responsibility for implementing and assessing security controls in federal information systems. Guidance to federal agencies emphasizes the value of integrated project teams that bring together the knowledge and skills necessary to develop and implement information systems that satisfy all organizational requirements, not just those focused on security [6]. Compared to the other steps in the RMF, security control implementation involves the largest number of individuals with contributing roles from outside the core security team, because security engineers, architects, and system security officers typically have responsibility for developing only a subset of the controls needed for their information systems. Security control assessment also relies on personnel in non-security-focused roles and information they produced to furnish the evidence needed to support accurate and complete assessments. In most cases the role of security control assessor, who has primary responsibility for performing the tasks in step 4, should also be assigned to an individual or group of individuals outside the development, operational, or management chain for the system to ensure assessor independence [7]. System owners and common control providers are ultimately responsible for ensuring the effective implementation of the controls specified in their system security plans, but actual development, acquisition, implementation, configuration, and testing of those controls is accomplished by many different individuals working under their direction.
Management Controls
Management controls in Special Publication 800-53 largely consist of plans, written policies and procedures, and other information in document form. Even in agencies providing document templates and detailed instructions to system owners on completing these artifacts, the skill set and experience required to develop security plans and other documentation differs substantially from the skills associated with implementing technical controls. Organization-level information security programs often produce the policies and procedures identified as the first control in each family in Special Publication 800-53. Where system-specific requirements fall outside the scope covered by organizational policies and procedures these controls may more appropriately be implemented as hybrid controls, requiring system owners and information security officers to provide documentation to augment or explain deviations from organizational standards. System owners also need to take or delegate responsibility for developing the plans documenting management processes applicable to various controls, such as plans for configuration management, incident response, contingency operations, technology and services acquisition, risk assessment, testing, and monitoring, in addition to the system security plan and plan of action and milestones needed for security authorization.
Operational Controls
Implementing and assessing operational controls often requires explicit system-specific or organizational capabilities to be funded, established, staffed, and managed on an ongoing basis. Many operational controls have formally documented processes and procedures to explain their intended function and guide the execution of the services, functions, or activities they provide, but assessment procedures for these controls often require evidence of operational capabilities, including the results of tests or exercises. Security control assessors may choose to interview personnel with responsibility for performing processes and activities specified in operational controls [8], so the key role involved in implementing and assessing these controls includes the individuals who operate or administer the relevant capabilities for the system (or for the organization in the case of common controls). The breadth of controls within the operational family demands a wide range of implementation skills and abilities, particularly when requirements warrant operational control resources dedicated to the information system. Agencies often implement certain types of operational controls at the organizational level, including security awareness and training, contingency planning, incident response, and continuous monitoring. Other operational controls may be prescribed by the organization’s information security program but implemented at an information system level, such as configuration management, system maintenance, personnel security, and many aspects of system and information integrity.
Technical Controls
The implementation and assessment of technical controls includes developing system functionality related to protecting confidentiality, integrity, or availability; acquiring, installing, and configuring security-specific tools or components to provide capabilities beyond those delivered in the system; and leveraging common controls available for use with the system. System developers and other control implementers use the tailored security control baseline produced in step 2 of the RMF and the security control objectives and assessment procedures specified in Special Publication 800-53A to guide the implementation of technical controls in a manner that satisfies system and organizational requirements and meets assessment objectives and assurance requirements. Security officers and security engineers work closely with system developers and system architects to incorporate selected security controls into the design of the system and ensure that the necessary capabilities are developed or acquired before the system moves into the SDLC implementation phase. The RMF emphasizes the need for thorough documentation describing how security controls are implemented to support assessment and provide traceability to system requirements and implementation decisions made for the system [9]. The potential exists for wide variation in the way different organizations—and systems within an organization—implement technical security controls, especially considering the large number of optional controls and control enhancements in the technical control families of system and communications protection, access control, identification and authentication, and audit and accountability. Some controls categorized as operational also have supporting technologies associated with them, such as the scanning, data gathering, and notification tools used in continuous monitoring.
Program Management, Infrastructure, and Other Common Controls
Beginning with Revision 3 of Special Publication 800-53, released in 2009, NIST added a program management family to the security control catalog with 11 management controls applicable to organization-level information security programs. While system owners and common control providers within an agency are rarely directly responsible for the implementation of these controls, the controls are required for all federal agencies and are intended to support all security control baselines [10]. Special Publication 800-53A also includes detailed assessment procedures for program management controls so depending on organizational policy and requirements driving security control assessments, the scope of an information system security assessment may include program management controls, either directly assessed with the system or using the results of existing assessments as would be the case with any common controls inherited by the system. Other types of security controls—notably including those related to physical and environmental security, network and communications infrastructure, and incident response and other types of continuous monitoring—are frequently provided as common controls. System owners are not responsible for implementing or assessing common controls used by their systems unless there is some shared responsibility between the common control provider and the system owner (as with hybrid controls) or the system security plans and security assessment reports addressing the common controls are insufficient to satisfy the assurance requirements for the system [11].
Step 3: Implement Security Controls
In step 3 of the RMF, the system owner incorporates the controls listed in the approved system security plan within the functional and technical requirements specified for the system and its overall design. The two tasks in step 3—security control implementation and security control documentation—are executed within the scope of the development (or acquisition) and implementation phases of the SDLC through a series of activities in which the information system security officer, security engineer, and other personnel responsible for executing the RMF collaborate with system architects and system developers working to deliver the system. Ideally, coordinated interaction between security-focused personnel and the functional and technical members of the system development team begins early in the system development life cycle so that roles and expected contributions from all team members are well understood by the time the system enters the development phase. As shown in Figure 8.2, existing documentation in the form of system requirements and descriptions of system-specific and common controls drives security control implementation activities. These activities, performed as part of the SDLC development phase, include architectural design, system engineering, testing, and writing documentation [1]. The details underlying these activities vary depending on the type of controls to be implemented and their source, as different controls may potentially be custom developed, enabled through deployment or configuration of capabilities already designed into the system, delivered using commercially available or open-source tools, or inherited from common control providers. The outputs resulting from this step include a set of implemented, correctly configured controls documented at a level of detail sufficient to support security control assessment and other system authorization tasks and to allow functional and technical validation against the requirements specified for the system.
Warning
System owners need to make candid assessments regarding the maturity of their organization’s system development life cycle processes, especially with respect executing the SDLC for their information systems. It is important to set realistic expectations about the timely availability, completeness, and quality of system documentation, plans, and other information needed in association with security control implementation so the security-focused personnel performing RMF tasks understand where their assistance may be required or what management and operational controls need to be produced. Inaccurate assumptions about the ability of the development team to implement and document all relevant controls for the system will likely result in delays in both security control implementation and assessment if the evidence needed to perform the security control assessment is not complete or readily available.
Figure 8.2 In Step 3 of the RMF, System Development, Implementation, and Security Teams Implement the Agreed-Upon Set of Controls Selected for the System and Documented in the Approved System Security Plan and Describe the Controls in Sufficient Detail to Enable Security Control Assessors to Verify Their Implementation Satisfies the System Security Requirements and is Consistent with Applicable Standards and Guidelines
Security Architecture Design
Following security control selection, the system security plan describes what controls and control enhancements will be implemented for the system. During security control implementation, system owners and functional and technical members of the project team determine how each control should be implemented and assign responsibility for all controls to personnel with appropriate skills and system knowledge to implement them. As noted above in the Roles and Responsibilities section, the nature of the work required to implement a control varies considerably across management, operational, and technical controls. Part of the process of designing the security architecture for the system is distinguishing among different types of controls and identifying the resources available within the organization to provide them. Architectural design considers the system and the functions and services it will perform in the context of the organization’s enterprise architecture. This perspective helps identify existing business processes, services, technologies, and capabilities the system may be able to reuse and ensures that the system does not conflict with or duplicate functions or services already deployed in the organization [12]. Architecture design also typically produces detailed diagrams showing the different components making up the system and its operating environment, points of interconnection to other systems or environments, and the placement or integration of security controls. Any diagrams created during security control implementation may be added to the system description section of the system security plan. The security architecture indicates which security controls apply to different components of the system (recognizing that not all controls apply to all parts of each system) and clearly identifies common or hybrid controls allocated to the system [13]. With respect to the common controls identified in the system security plan, the security architecture design process analyzes the descriptions in common control documentation to either validate that the common controls satisfy relevant requirements for the information system or to determine if any of the controls are better suited to hybrid or system-specific implementation.
Security Engineering and Control Implementation
Security engineering is the process of incorporating security controls into the information system so that they become an integral part of the system’s operational capabilities. Current legislation and guidance to agencies on effective information resources management emphasizes the integration of security in all phases of the system development life cycle, an idea that is sometimes easier to accept in principle than to put into practice. Security engineering principles and practices apply most directly to the design, development, and implementation of technical controls, although NIST guidance consistently highlights the importance of considering management and operational controls such as policies and procedures when designing and implementing system security [15]. Security engineering within the software development life cycle comprises security-focused design, software development, coding, and configuration, some or all of which may be relevant for a given information system. System development teams performing security engineering activities may choose to follow applicable guidance from NIST or other government sources, industry standards and practices, internal agency procedures, or methods recommended by vendors, contractors, or other third-party sources. Potentially relevant sources include:
• NIST Special Publication 800-27 Revision A, Engineering Principles for Information Technology Security [15].
• DHS Software Assurance Workgroup, Software Assurance: A Curriculum Guide to the Common Body of Knowledge to Produce, Acquire and Sustain Secure Software [16].
• DoD Information Assurance Technology Analysis Center, Software Security Assurance: A State of the Art Report [17].
• ISO/IEC 15026, Systems and Software Engineering—Systems and Software Assurance [18].
These sources provide general guidance on secure systems engineering and recommended practices for software assurance; the decision to use any particular source within an agency depends on applicable organizational policy, requirements, or constraints for system development projects. Special Publication 800-27 presents a set of 33 security engineering principles organizations should consider in the design, development, and operation of their information systems. These principles are organized into six categories representing the ideas that security provides a foundation for information systems, is risk based, should be easy to use, increases system and organizational resilience, reduces vulnerabilities, and is designed with the network in mind [19]. Special Publication 800-27 aligns security engineering principles to the same five SDLC phases used in Special Publication 800-64 and other NIST guidance; it identifies all 33 principles as applicable to the SDLC development phase. Guidance from DHS’ Software Assurance Workgroup and DoD’s Information Assurance Technology Analysis Center (IATAC) is educational in nature, intended primarily to help train system developers in secure engineering and software assurance practices—incorporating standards such as ISO/IEC 15026—so that the systems they produce will be more secure by design.
Secure Development, Implementation, and Configuration
Security engineering principles offer general guidance or rules governing security control design and development, but developers and other personnel tasked with implementing information system security controls often require more explicit development and implementation instructions. While many available industry sources address secure coding and associated security-related development techniques applicable to information systems using custom-developed software [20], NIST and most other federal sources of guidance do not prescribe development practices at a level of granularity that would inform custom development using specific technologies or programming languages. Instead, guidance to agencies focuses on implementing and validating secure configuration for different types of system components and IT products. Representative examples of this type of guidance includes technology-specific guidelines such as many of the documents listed in Table 8.1 and security technical implementation guides (STIGs) or other types of security configuration checklists [21]. The potential for a single information system to implement controls subject to different standard configuration specifications, development and implementation practices, and general sources of secure engineering guidance makes it essential for security control implementers to provide detailed documentation describing the implementation and configuration of each security control.
Commercially Available Security Tools
Many security controls implemented in federal information systems are acquired rather than developed. FISMA explicitly recognizes “that commercially developed information security products offer advanced, dynamic, robust, and effective information security solutions [22].” With the vast array of products available and the rapid pace of market evolution in security solutions, guidance on IT product selection and acquisition typically stops short of recommending specific hardware or software but does emphasize the benefits of choosing tested or certified products when possible. Special Publication 800-23 offers guidance to agencies on acquiring and using technology products that have been tested to demonstrate various levels of security assurance [23]. Government agencies determine the assurance level of a tool or technology used in a system through a variety of methods—including conventional security testing and assessment and through the application of secure development practices—but NIST gives special attention to formal evaluation of products by approved or accredited testing and certification organizations such as those accredited through its National Voluntary Laboratory Accreditation Program (NVLAP). When controls come from acquired tools or technology, tested and certified technologies may be favored under organizational or government-wide policy, but policies and standards vary among organizations. Agencies with strong adherence to tested or certified product standards may constraint the acquisition process and even foreclose technical options such as open-source technology, which tends not to be certified except in specific deployment contexts or configurations.
Note
The meaning of the terms certified or certification in the context of acquiring and implementing IT products is different than in the context of system authorization. The certification of a product is typically an attestation by an approved certifying agent that the product has specific properties or meets explicit functional objectives. This is similar to but distinct from the certification of a system in support of an authorization decision, which assesses the proper implementation and operational effectiveness of security controls against the security requirements established for the system. Because third-party certifications are awarded without consideration for the operational environment into which certified products are deployed or any system-specific attributes, product certifications cannot substitute for required control examination and testing conducted in the course of security control assessments.
Various security testing programs exist to evaluate commercially available hardware and software products, including evaluations conducted by NIST and other government agencies and those performed by government-approved or endorsed testing and certification providers outside the government. The Common Criteria for Information Technology Security Evaluation is an international standard used to evaluate, assert, and certify the relative security assurance levels of hardware and software products [24]. NIST and the NSA maintain the National Information Assurance Partnership (NIAP) to evaluate IT products for conformance to Common Criteria. Under the Common Criteria Evaluation and Validation Scheme for IT Security (CCEVS), NIAP oversees independent testing organizations and manages research and development efforts to specify protection profiles for various types of technologies and security functions [25]. Once certified, products evaluated against Common Criteria standards are listed on a publicly available Website, providing the assurance level achieved, date of certification, and full security report details for each product [26]. System owners, security officers, IT managers, acquisition officials, and other agency personnel involved in the selection of information technology use certification information to confirm that the products they implement satisfy applicable security requirements, standards, and policies.
Security Control Documentation
During step 3 of the RMF, system owners update the system security plan to describe the implementation details for system-specific, hybrid, and common controls (working in collaboration with common control providers where appropriate), developing supplemental control configurations, technical specifications, and other documentation as needed to support ongoing management of the system once it is operational and to provide evidence for the security control assessment. In addition to control descriptions reflected in the system security plan, the implementation of management and operational controls results in the production of many other documents that either directly represent required security controls or describe security controls as implemented. These documents typically include plans for configuration management, contingency operations, incident response, system maintenance and administration, continuous monitoring, and security awareness and training. For technical controls, Special Publication 800-37 calls for documentation to include not only technical implementation details but also functional descriptions of expected control behavior and the inputs and outputs anticipated for each component in the information system [9]. Organizations determine the amount of information and level of detail required for each implemented control, considering factors such as the complexity and impact level of the system while also balancing the effort required to produce documentation with other system development and RMF tasks potentially competing for the same resources.
NIST encourages agencies to leverage existing sources of technical information where feasible when producing security control documentation, including functional and technical specifications from vendors responsible for IT products incorporated into the system, policies, procedures, and plans for management and operational controls from the organizational entities that implement them, and similar documentation from common control providers. System owners can refer to applicable control assessment procedures in Special Publication 800-53A to determine the evidence requirements anticipated for the assessment process and ensure that the documentation produced during security control implementation is sufficient to meet those requirements.
Tip
Security control documentation is an essential form of evidence for security control assessments, used to support both examine and test assessment methods. Conventional SDLC development and implementation phase activities include component, system, and integration testing that give security control implementers the opportunity to test controls—refining their implementation or configuration as necessary—in advance of testing within the scope of security control assessments. Such preliminary testing supports the security requirements traceability sought during the SDLC development and implementation phases and can help avoid delays in system deployment incurred when security control assessments identify weaknesses that must be remediated prior to system authorization.
Step 4: Assess Security Controls
The security control assessment and associated tasks performed in step 4 of the RMF gather and evaluate security control information and evidence produced by the information security program, common control providers, and personnel responsible for developing and deploying the information system. The security assessment process and the security control assessors who execute it typically have no responsibility for developing or enhancing any security controls—assessment considers what has already been implemented or accomplished and produces a series of findings as to whether the security controls implemented for the system satisfy their intended objectives. As shown in Figure 8.3, the security control assessment process relies on documentation and other evidence developed during the tasks in the prior steps in the RMF and produces a separate set of documentation recording the assessment results, identifying any findings differing from expectations, and making recommendations for corrective actions to address any weaknesses or deficiencies found in the security posture of the information system.
Figure 8.3 A Security Control Assessment Evaluates System Documentation, the System Itself, and Other Relevant Evidence to Assess the Extent to Which Implemented Security Controls Satisfy System Security Requirements and Meet Explicit Security Objectives, Identifying Security Control Gaps or Weaknesses and Making Recommendations for Corrective Action
The security control assessment and the security assessment report produced during the process provide essential information used by authorizing officials to make system authorization decisions, but assessments support many other security, risk, and information resources management processes executed at a broader level than the RMF. Organizations can use the information resulting from security control assessments to [27]:
• Identify issues or shortcomings in the organization’s implementation of the RMF.
• Identify and document information system weaknesses and deficiencies.
• Prioritize corrective actions, deficiency mediation, or other responses to risks associated with assessment findings.
• Confirm through re-assessment of relevant controls that identified information system weaknesses and deficiencies have been addressed.
• Support continuous monitoring activities and information security situational awareness.
• Inform IT investment business cases and budgetary decisions.
Within the scope of the RMF process, security control assessment is both the focus of step 4 and a key element in continuous monitoring and other operational security management functions addressed in step 6. Security assessments may be performed at multiple stages of the system development life cycle, where control developers and implementers can leverage specific assessment procedures to support activities in the SDLC development and implementation phases such as design and code reviews, vulnerability scanning, functional validation, and unit, integration, and regression testing [28]. Because one primary purpose of security control assessment is the identification of weaknesses or deficiencies in implemented controls, the early identification of such problems may afford opportunities to take corrective action with fewer resources than would be required if the problems were discovered after implementation. System owners and common control providers also conduct security control assessments during the operations and maintenance phase of the SDLC to confirm the proper function and configuration of controls provisioned for their information systems. Periodic control assessments for operational systems help satisfy requirements for federal agencies specified in FISMA [29] and comply with agency and system-specific continuous monitoring strategies developed during the RMF process. Agencies often conduct security assessments during the disposal phase of the SDLC as well, to help ensure that sensitive information or other assets are removed from the information system and its storage media prior to disposal [28].
Security Control Assessment Components
Security control assessment guidance in Special Publication 800-53A provides detailed assessment procedures for each control in Special Publication 800-53, presented in a standard format. Each assessment procedure includes one or more assessment objectives that state precisely what the assessor is trying to determine to evaluate the effectiveness of each assessed control. Each assessment objective is associated with assessment methods and assessment objects that prescribe how assessors should evaluate the control and what the focus of evaluations using each method should be. Assessment methods include examine, interview, and test [30]:
• The examine method is the process of reviewing, inspecting, observing, studying, or analyzing assessment objects that may include specifications, mechanisms, or activities.
• The interview method is the process of holding discussions with individuals or groups of individuals (the assessment objects) within an organization to facilitate assessor understanding, achieve clarification, or obtain evidence regarding implemented security controls.
• The test method is the process of exercising one or more assessment objects, such as mechanisms or activities, under specified conditions to compare actual with expected or intended behavior.
Assessors work with system owners during the security control assessment planning process to choose the appropriate methods and objects for each control and to determine the depth and coverage associated with each assessment method. Values for both of these attributes include basic, focused, and comprehensive, corresponding to a hierarchical set of requirements for performing examination, interviewing, and testing with a scope and level of detail commensurate with the minimum assurance requirements for the system. Special Publication 800-53A describes expectations for basic, focused, and comprehensive examinations, interviews, and tests [31]. Security control assessors and system owners use this guidance to plan the level of effort and amount and nature of evidence needed to perform the assessment of each control and to guide the level of detail needed for assessment information documented by assessors in security assessment reports.
Organizations have substantial flexibility to adapt security control assessment procedures to suit their information systems and the environments in which those systems operate. Much as the security control selection process allows agencies to tailor minimum security baselines to reflect the requirements of each system, system owners and security control assessors can tailor the recommended assessment procedures in Special Publication 800-53A. Some agencies prefer to use standardized, explicit instructions on assessing security controls at specific levels of assurance; for these agencies NIST offers a set of security control assessment cases—one for each control in Special Publication 800-53 Revision 3—produced in collaboration with several federal agencies under the Assessment Case Development Project [32]. The assessment cases explain specific steps assessors should follow to gather evidence and evaluate controls and control enhancements using each of the relevant assessment methods. Assessment cases are developed from a government-wide perspective, so agencies following procedures prescribed in assessment cases may still need to adjust them for organizational or system-specific requirements. Where available assessment cases align well with agency or system-level needs, their use can reduce the time and level of effort required to develop security assessment plans.
Special Publication 800-37 divides the security control assessment step of the RMF into four sequential tasks: preparing for assessment, performing the security control assessment, developing the security assessment report, and conducting remediation actions to address findings in the security assessment report. The task descriptions in the RMF also direct system owners and security control assessors to Special Publication 800-53A, Guide for Assessing the Security Controls in Federal Information Systems and Organizations, as the primary source of guidance for all assessment-related activities. The assessment process recommended in Special Publication 800-53A also has four steps, shown in Figure 8.4, which differ slightly in scope from corresponding RMF tasks and which offer detailed descriptions of the activities, prerequisites, expected outcomes, and key considerations applicable to each part of the assessment process.
Figure 8.4 The Security Control Assessment Process Includes Detailed Preparation and Planning Activities Prior to the Assessment Itself, as Well as the Analysis of Findings Produced from the Assessment and the Development of Recommendations for Taking Corrective Action to Remediate Any Identified Weaknesses or Deficiencies
Assessment Preparation
The assessment preparation task within step 4 of the RMF comprises activities described in Special Publication 800-53A associated with preparing for assessments and developing security assessment plans. Security control assessors develop security assessment plans for each information system, but some assessment-supporting activities may be performed at the organization level in addition to system-specific preparations. Many agencies develop assessment procedures tailored to their organizational requirements, operating environments, and risk tolerance levels and make these procedures available (on an optional or mandatory basis) for use in information system assessments. Similarly, organizational information security programs may develop document templates for recording control assessment results and producing security assessment reports or deploy automated assessment tools or other mechanisms to facilitate the consistent execution of assessments across the organization.
The security control assessment process begins with information gathering, the identification of assessors and supporting resources, and other activities to confirm that the system, its operating environment, and its supporting resources are ready for the assessment. NIST identifies assessment preparation activities conducted by the organization, system owner, and security control assessors; Table 8.3 summarizes these activities.
Table 8.3 Security Control Assessment Preparation Activities [33]
Scoping the Assessment
The level of effort required to properly prepare for a security control assessment is—like the assessment itself—driven by the scope of the assessment, in terms of the number and types of security controls to be assessed, the assessment procedures chosen, and the amount and variety of evidence needed to support the efficient application of those procedures. NIST identifies three factors influencing the selection of assessment procedures and the extent of the assessment: the system security categorization, the level of assurance the organization needs to satisfy to determine the effectiveness of implemented security controls, and the set of security controls selected for the system that fall within the scope of the assessment [34]. Special Publication 800-53A provides assessment procedures for every control and control enhancement in the security control catalog in Special Publication 800-53, so the starting point for planning and preparing for assessment is identifying the exact set of controls to be assessed and the assessment approach to be employed for those controls. There is no expectation that an agency use all the methods and objects provided in Special Publication 800-53A to assess its information systems. Instead, agencies and their system owners adapt assessment procedures to achieve the intended assessment objectives, taking into consideration factors such as the impact level of the system and assurance requirements that must be satisfied. One approach to security control assessment scoping recommended in guidance to federal agencies is the development and use of explicit assurance cases that specify the evidence necessary to demonstrate the validity of a claim about an information system such as the assertion that a system is adequately secure [35]. Organizations use assurance cases when an assessment needs to show a system exhibits a specific property or characteristic, such as reliability, resilience, or stability. In the case of security control assessments as defined within the RMF, the security assessment report documents the assurance case for the system by describing all the evidence used by the assessor to determine the effectiveness of implemented security controls. Determining the scope of the assessment and the timeline in which it needs to be performed also helps system owners allocate sufficient resources to the assessment, including the decision to assign more than one assessor to the task. Given the subjective nature of security control effectiveness determinations, agencies dividing assessment activities among multiple assessors need to ensure that each assessor has sufficient expertise to evaluate their assigned controls and that all assessors have a common understanding of the criteria for making a “satisfied” finding.
Note
Although they share some similarities, agencies and security control assessors must recognize that assessment cases and assurance cases are different things. The scope of an assessment case is limited to a single security control; in contrast, assurance cases typically apply to entire information systems. Both types of cases describe the evidence required to support a determination or assessment finding, but for assessment cases those determinations are whether controls satisfy explicit security objectives, while assurance cases seek to demonstrate the validity of a claim about a system’s security.
Assessor Qualifications
Whether the security control assessment is performed by a single assessor or an assessment team, agencies and their system owners need to evaluate assessment provider qualifications to ensure that assessors have sufficient expertise and capabilities to carry out the assessment of all security controls. Given the variety of management, operational, and technical controls an assessor needs to evaluate, assessment providers need a broad knowledge base and the technical expertise to determine the effectiveness of many different types of controls and understand the information systems they protect. For technical controls the necessary skills may include penetration testing or other hands-on approaches to verifying control implementations and validating specifications or configurations. For management and operational controls, assessors must have the knowledge and experience to assess the content quality and completeness of plans and procedures and other document-based evidence and the proper execution of security processes. Prior to the release of the RMF, NIST developed a draft interagency report describing requirements for security control assessment providers that identifies relevant knowledge, skills, and abilities assessors should possess and includes a checklist for agencies to use to validate assessment providers against organizational requirements [36]. Agencies also need to consider the objectivity of their assessors—characterized in NIST guidance as the level of assessor independence—to help ensure that assessment findings are impartial and that assessments are free of inappropriate influence from system owners or others with a vested stake in the outcome. The precise level of independence required for a particular security control assessment varies according to organizational policy, the impact level of the system, or extenuating circumstances that might require assessments to be performed by individuals subject to managerial oversight of the system owner despite the potential conflict of interest. NIST assigns the responsibility for specifying the required level of assessor independence to authorizing officials, who rely on the reliability, credibility, and objectivity of security assessment results to arrive at accurate determinations of risk and make appropriate system authorization decisions [7].
Note
Security control assessment procedures focus assessor attention on determination statements used to evaluate the extent to which each control meets specific security objectives. Current guidance specifies just two possible findings for each determination statement—satisfied or other than satisfied—that require assessors to apply expert judgment to evaluate the effectiveness of each implemented control. This approach represents a stark contrast to the security self-assessment guidance that many agencies followed before NIST first published Special Publication 800-53A in 2008. That guidance, withdrawn when Special Publication 800-53A superceded it, used a five-level effectiveness rating scale emphasizing the presence of required controls and their level of integration within an organization’s information security program [37]. Security control assessments using the procedures prescribed in Special Publication 800-53A are intended to provide a thorough evaluation of security control effectiveness, but agencies and system owners choosing assessors need to be aware that deeper or more rigorous levels of analysis often require more experienced assessors.
Security Assessment Plan
The security assessment plan documents the controls and control enhancements to be assessed, based on the purpose of the assessment and the implemented controls identified and described in the system security plan. The security assessment plan defines the scope of the assessment, in particular indicating whether a complete or partial assessment will be performed and if the assessment is intended to support initial pre-authorization activities associated with a new or significantly changed system or ongoing assessment used for operational systems. The security assessment plan also describes the procedures to be used for each control—typically drawn from Special Publication 800-53A or from available assessment cases and tailored as necessary to satisfy organizational or system-specific requirements—including the selection of assessment methods and objects and assigned depth and coverage attributes. The process of developing a security assessment plan includes the following actions [38]:
• Determine the set of security controls and control enhancements to be included in the scope of the assessment.
• Select the appropriate assessment procedures to be used based on the set of controls and control enhancements within scope and on organizational factors such as minimum assurance levels.
• Tailor the assessment methods and objects to agency or system-specific requirements and assign depth and coverage attribute values to each selected method.
• Develop additional assessment procedures to address any security requirements or controls implemented that fall outside the scope of the security control catalog in Special Publication 800-53.
• Document the resource requirements and anticipated time to complete the assessment, considering opportunities to sequence or consolidate procedures to reduce duplication of effort.
• Finalize the assessment plan and obtain the necessary approvals to execute the security control assessment according to the plan.
The security control assessor submits the assessment plan for approval—by system owners, authorizing officials, or other designated organizational officials—prior to initiating the assessment. The assessment plan should include sufficient detail to clearly indicate the scope of the assessment, the schedule for completing it, the individual or individuals responsible, and the assessment procedures planned for assessing each control. System owners rely on the information in the assessment plan to allocate appropriate resources to the assessment, including personnel who will provide documentation, participate in interviews, or facilitate access to the system as well as those performing the assessment.
Security Control Assessment
With an approved, complete security assessment plan in place, the security control assessment should proceed according to the schedule and approach specified in the plan. The security control assessment verifies the implementation of security controls documented in the system security plan by examining evidence produced by control implementers, interviewing personnel with knowledge of the system, and testing relevant controls to determine whether they function as expected. The assessment follows procedures specified for each control in the security assessment plan, examining, interviewing, or testing relevant assessment objects and reviewing available evidence to make a determination for each assessment objective. For each determination statement included in selected assessment procedures, the evaluation of evidence by the assessor results in a finding of “satisfied” or “other than satisfied [39]”. Assessors achieve assessment objectives for each control by performing the selected assessment methods on appropriate assessment objects and documenting the evidence used to evaluate each determination statement. Assessors reach a finding of satisfied if the evidence associated with each determination statement supports a conclusion that the control meets the assessment objective. A finding of other than satisfied indicates that the evidence associated with the determination statement is insufficient to meet the assessment objective. While the discovery of weaknesses or deficiencies in a control’s implementation results in an other-than-satisfied finding, the same finding may be warranted in other circumstances, such as cases where the assessor cannot obtain sufficient information to evaluate the determination statement for a control.
Security control assessment findings should be objective, evidence-based indications of the way the organization implements each security control. Because assessors use documentation and observation as sources of evidence for many assessed controls and must judge the completeness, correctness, and quality of this evidence, complete objectivity is not always feasible. The assessment cases NIST provides [32] to encourage more efficient and consistent security control assessments offer recommendations to assessors in terms of what actions to take and what sequence of steps to follow, but they do not define standard or reference implementations that reflect satisfactory achievement of assessment objectives. For each other-than-satisfied finding, assessors document what aspects of the security control were deemed unsatisfactory or were unable to be assessed and describe how the control as implemented differs from what was planned or expected. Assessors should document security control assessment results at a level of detail appropriate for the type of assessment being performed and in accordance with organizational policy and any requirements or expectations specified by the authorizing officials who will review the assessment results as part of the risk determination underlying authorization decisions.
Security Assessment Report
The primary result of the security control assessment process is the security assessment report, which documents the assurance case for the information system and is one of three key documents (with the system security plan and plan of action and milestones) in the security authorization package prepared by information system owners and common control providers and submitted to authorizing officials. The security assessment report documents assessment findings and indicates the effectiveness determined for each security control implemented for the information system. The development of the security assessment report is described in detail in Chapter 11, but the general format and content of security assessment reports often follows recommendations provided by NIST in Special Publication 800-53A [40]. The security assessment report documents assessment findings and recommendations for correcting any weaknesses, deficiencies, or other-than-satisfied determinations made during the assessment. The content provided in security assessment reports includes:
• The information system name and agency-assigned identifier.
• The impact level assigned to the system based on the security categorization process.
• Where and when the assessment occurred.
• The name, contact information, and credentials of the security control assessor or assessment team.
• Results of previous assessments or other documentation used in the assessment.
• The identifier of each control or control enhancement assessed.
• The assessment methods and objects used and level of depth and coverage for each control or enhancement.
• A summary of assessment findings.
• Assessor comments or recommendations, particularly for other-than-satisfied findings.
Just as Special Publication 800-53 provides control assessment procedures in a consistent structure, the security assessment report presents the result of assessing each control with a listing of determination statements, the assessment finding for each determination statement, and comments and recommendations from the assessor.
Information system owners and common control providers rely on the technical knowledge and expert judgment of security control assessors to accurately assess the controls implemented for information systems and to provide recommendations on how to correct weaknesses or deficiencies identified during assessments. Assessors may provide their assessment results in an initial security assessment report, to offer system owners the opportunity to supply missing evidence or correct identified control weaknesses or deficiencies before the security assessment report is finalized. The assessor reevaluates any security controls added or revised during this process and includes the updated assessment findings in the final security assessment report.
Remediation Actions
Designation of assessment findings as satisfied and other than satisfied in the security assessment report provides visibility for system owners and other organizational officials into specific weaknesses and deficiencies in security controls implemented for an information system and supports a consistent, structured approach for mitigating or otherwise responding to risk associated with assessment findings. Although NIST allocates the task of developing the plan of action and milestones (POA&M) to step 5 of the RMF, many of the items included in the POA&M trace back to weaknesses and deficiencies identified during security control assessment. The results of the security control assessment directly influence the contents of both the system security plan and the plan of action and milestones as system owners finalize them for delivery in the security authorization package. In the case of weaknesses or deficiencies identified in information systems and the information security risk those issues represent, system owners often try to address some other-than-satisfied assessment findings before the point at which the authorization decision needs to be made. System owners and common control providers review the security assessment report and consider recommendations for corrective action provided in the report, in many cases applying the same sort of formal methodology to individual weaknesses that they use for information system-level risk assessments. The process of assessing the risk to the organization represented by system weaknesses or deficiencies is described in more detail in Chapters 12 and 13; the focus of the analysis of other-than-satisfied findings within step 4 of the RMF is identifying remediating actions that can or should be taken before preparing the system for authorization in step 5. Of particular concern to system owners are findings with potential adverse impacts serious enough to threaten the authorization of the system or with risks determined to be too great to defer corrective action [41]. Depending on the security policies or security control priorities established by an organization, such findings might result when implementing commercially available software that was not designed to satisfy federal requirements for audit logging, encryption, input validation, separation of duties, or other functions. In situations in which the software cannot be configured to satisfy these requirements, agencies may have to develop custom modifications or implement compensating controls.
Depending on the severity of adverse impacts that could result from weaknesses or deficiencies identified in an information system, system owners may need to involve senior management or organizational risk managers in deciding on the most appropriate risk response, to ensure that resources allocated to remediation efforts are commensurate with the risk and need for mitigation and consistent with organizational priorities [42]. System owners document the decision to remediate weaknesses or deficiencies and describe the intended approach for remediation in the system security plan and the security assessment report. This information may also be included in the system’s plan of action and milestones, even if the schedule for implementing corrective actions and achieving milestones precedes the anticipated date of system authorization.
Relevant Source Material
Several NIST Special Publications provide guidance, recommendations, and instructions relevant to performing security categorization and security control selection. The most applicable sources of information include:
• Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems [43].
• Special Publication 800-53 Revision 3, Recommended Security Controls for Federal Information Systems and Organizations [44].
• Special Publication 800-53A Revision 1, Guide for Assessing the Security Controls in Federal Information Systems and Organizations [27].
• Special Publication 800-64 Revision 2, Security Considerations in the System Development Life Cycle [1].
These and other NIST Special Publications are available from the NIST Computer Security Division Website, at http://csrc.nist.gov/publications/.
Summary
This chapter described the Risk Management Framework tasks and system development activities associated with implementing security controls from the tailored baseline produced as an output of step 2 and documented in the system security plan and formally assessing those controls once implemented. Given the nature and variety of management, operational, and technical controls included in tailored baselines, control implementation comprises a wide range of activities performed by security-focused personnel and members of system development teams with both technical and functional roles. This chapter identified relevant sources of guidance on effective control implementation, including secure software engineering principles and government, industry, and vendor guidelines applicable to different types of technologies. It also described the security control assessment process, incorporating procedural guidance from NIST in Special Publication 800-53A, and highlighted the essential role of security control assessment in achieving initial system authorization and maintaining system security through continuous monitoring.
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Chapter 9
Risk Management Framework Steps 5 & 6
Information in this chapter:
• Preparing for System Authorization
• Tasks in RMF Step 5: Authorize Information System
• Tasks in RMF Step 6: Monitor Security Controls
The decision to authorize a system to operate is an indication that the security controls documented in the system security plan are adequate to satisfy the system’s requirements, supported by the results of security control assessments that validate the successful implementation and effectiveness of security controls. Authorizing officials consider security documentation and other information provided by system owners and common control providers that offer evidence regarding the security of their systems and the risk to the organization associated with operating them. Authorizing officials do not directly assess the security of information systems under their oversight; instead, they use the information in the system authorization package as evidence to support system owners’ assertions regarding implemented security controls, evaluate the information security risk that remains despite the implementation of controls, and decide whether that risk is acceptable to the organization. An authorization decision is an evaluation of information security risk at a specific point in time—potentially a point in the future—so the risk management process prescribes a series of tasks to be performed after authorization to ensure that security remains adequate and the risk associated with the information system continues to be managed within acceptable levels.
Step 5 in the RMF finalizes security control implementation and configuration and identifies any corrective actions that still need to be accomplished, prior to or after the authorization decision. The system owner then assembles the security authorization package and delivers it to the authorizing official for evaluation and approval. The decision to accept the risk associated with the system and authorize it to operate represents a key prerequisite for the system to transition out of the implementation phase and into operations and maintenance. For the system owner, system authorization is both the end of the system deployment process and the beginning of ongoing security management, a milestone coinciding with the shift in the RMF from a primarily linear, sequential process to an iterative set of recurring tasks in step 6 that provide continuous monitoring, maintain an appropriate security posture for the system, and keep current all security controls and associated documentation. The information included in the system authorization package addresses not only how the system has been implemented to prepare for production operation, but also how the organization and the system owner will manage its security over time, including specifying any activities planned to enhance security and reduce residual risk.
Preparing for System Authorization
Preparing for and achieving system authorization is a central objective for step 5 of the RMF and for the implementation phase of the system development lifecycle. System owners coordinate the efforts of developers, security control implementers, and security control assessors during the implementation phase to complete security testing, evaluate and respond to the results produced by testing and assessment activities, and determine the level of effort associated with any corrective actions documented in the plan of action and milestones (POA&M) [1]. System owners also need to look beyond the scope of their own systems to consider the organizational policies, procedures, and standards that prescribe or constrain the way the system will be managed during the SDLC operations and maintenance phase. The security authorization package replicates or incorporates by reference information from the organizational risk management strategy, continuous monitoring strategy, and ongoing security management policies and procedures to demonstrate the compliance of system-specific activities with organizational requirements and identify any organizational security management capabilities and services used by the system. The combined information from the organizational information security program, common control providers, and system owners offers a complete picture of the system’s security posture to the authorizing official, to enable consideration of all applicable risk factors underlying the authorization decision.
By the time a system reaches step 5 in the RMF, all security controls necessary to satisfy the system’s requirements should be documented in the system security plan and formally evaluated for effectiveness using security control assessment procedures. If the security control assessment identifies no weaknesses or deficiencies, then the system security plan should accurately reflect the current state of the system and its security, validated with the evidence documented in the security assessment report. More commonly, the security control assessment does find weaknesses or deficiencies in implemented controls that must be corrected to bring information security risk within acceptable levels. In these cases, security control assessors describe all identified weaknesses and deficiencies and recommendations for corrective action in the security assessment report, and the system owner documents all corrective actions that will be taken in the plan of action and milestones. The authorizing official considers the set of actions and the schedule for their completion to which the system owner commits in the plan of action and milestones when determining the risk associated with the system. Authorizing a system with known weaknesses and deficiencies is essentially a conditional decision—the authorizing official agrees to temporarily accept what might otherwise be an unacceptable risk to the organization if actions to mitigate the risk will be taken within a specified timeframe. Depending on organizational policies regarding system authorization and the magnitude of risk due to system weaknesses and deficiencies to be addressed by the POA&M, authorizing officials may choose to authorize systems for periods of variable duration, although the maximum generally does not exceed the standard established in government-wide guidance [2]. The decision to grant a limited or interim authorization to operate may be justified by the mission criticality of the system to the organization or other extenuating circumstances, after which the system authorization decision is revisited with the expectation that enhancements made to system security controls should reduce risk to acceptable levels [3]. Current NIST guidance on system authorization de-emphasizes the alternative of granting an interim authorization to operate, identifying just two possible outcomes for an authorization decision: authorized or not authorized [4], although the authorizing official may attach terms and conditions to the authorization.
The set of activities needed to prepare for system authorization depends in part of what type of authorization will be requested and the anticipated duration of the authorization period in addition to system-specific factors such as the security categorization, the part of the organization responsible for operating or managing the system, and whether the system is a major application or general support system. The primary types of authorization are initial and ongoing—the first five steps of the RMF, and step 5 in particular, support the objective of receiving initial authorization for a new system while step 6 addresses the need to periodically reauthorize an operational system. The application of the Risk Management Framework described in Special Publication 800-37 emphasizes tasks necessary to achieve initial system authorization for newly developed or implemented systems, although the steps also apply to legacy systems [5], where legacy system is an operational system that was either authorized on a basis other than the criteria currently in use under FISMA or one that was never formally authorized. While the ongoing risk determination and acceptance task in step 6 remains applicable to operational information systems, in practice much of the procedural guidance in RMF step 6 now more accurately falls within the scope of continuous monitoring, expectations and guidance for which NIST provides in Special Publication 800-137 [6].
The maximum authorization period for a system is typically constrained by federal and organizational policy to no longer than 3 years, reflecting the requirement in Appendix III of OMB Circular A-130 that all federal systems be reauthorized at least that often. The use of a three-year authorization window presumes that sufficient operational controls are in place to ensure that at least a subset of each system’s security controls are periodically reassessed; in the absence of such procedures, organizations may choose to shorten the authorization period to require system owners to formally reassess their security controls and validate that the level of protection afforded their systems remains adequate. Federal agencies that establish sufficiently robust continuous monitoring programs may choose to eliminate authorization termination dates, effectively replacing periodic reauthorization requirements with ongoing maintenance and updates to authorized systems [7]. OMB reiterated this point in its FISMA reporting instructions to agencies, stating its intention to stop enforcing the three-year reauthorization requirement and instead directing agencies to implement continuous monitoring programs and report the results of ongoing authorizations for their information systems [8].
Step 5: Authorize Information System
The primary focus of step 5 in the RMF process is completing the planning, decision making, and documentation necessary for the system owner to assemble the security authorization package and deliver it to the authorizing official for evaluation in support of the system authorization decision. The system owner uses the security assessment report and updated system security plan produced in step 4 to develop the plan of action and milestones, which when complete is included with the other documents as the third major element of the security authorization package. While the security assessment report documents all weaknesses and deficiencies found in the information system, the appropriate response to the risk associated with some of those findings may be to accept or avoid the risk rather than taking action to mitigate it. The possible risk responses considered by a system owner or organization may be described in risk assessment reports or similar documentation, and decisions to response in ways other than mitigating risk are typically documented in the system security plan to provide the authorizing official with information relevant to making a risk determination for the information system. The plan of action and milestones includes the corrective actions planned to address the risk from system weaknesses and deficiencies that the system owner determines—in consultation with the authorizing official, senior information security officer, security engineers, information owners, and other relevant personnel—must be mitigated through remediation [9]. Corrective actions recommended in the security assessment report that are completed before finalizing the security authorization package need not be reflected in the plan of action and milestones, although any changes in implemented controls should be documented in the updated system security plan.
Developing the plan of action and milestones is the final task needed to assemble the security authorization package and submit the package to the authorizing official for approval. As shown in Figure 9.1, the plan of action and milestones and the rest of the security authorization package are the primary outputs from step 5 in the RMF, while the authorization decision is the key prerequisite for a system to move on to step 6. All of the tasks in step 5 occur within the implementation phase of the system development life cycle, in parallel with other key system activities such as finalizing system documentation, performing end-to-end functional, security, and integration testing, and conducting operational readiness reviews [10]. Depending on the specific SDLC methodology an organization follows, the security authorization decision may represent the final criterion that must be met to put the system into production and transition to the SDLC operations and maintenance phase.
Figure 9.1 In Step 5 of The RMF, the Security Assessment Results and Artifacts Produced During Security Control Implementation Drive Updates to and Finalization of the Core Documents Making Up the Security Authorization Package So That Authorizing Officials Can Determine If the Risk Associated with the System is Acceptable and, If So, Authorize the System to Operate
Plan of Action and Milestones
The plan of action and milestones (POA&M) identifies the tasks to be accomplished to correct weaknesses or deficiencies in the system, either before or after system deployment, the resources required to accomplish the tasks, milestones associated with the tasks, and the schedule for achieving each of the milestones. The POA&M also describes actions planned to address vulnerabilities in the system, whether discovered through security control assessments, vulnerability scanning or other forms of monitoring, or advisories from government or industry sources. The requirement for agencies to develop plans of action and milestones for their systems predates FISMA; the authoritative source of guidance to agencies on preparing security-related POA&Ms is a memorandum issued by OMB in 2001 [11] to elaborate on reporting requirements associated with the Government Information Security Reform Act of 2000. NIST’s definition of the security authorization package integrates OMB guidance on POA&Ms with Circular A-130 instructions requiring agencies to develop system security plans and periodically review their security controls. In the context of the Risk Management Framework, the POA&M is used not only in the authorization decision, but also as part of ongoing security management to monitor progress in correcting weaknesses or deficiencies identified during the security control assessment. Chapter 12 provides detailed guidance on developing system-specific and agency-wide plans of action and milestones, including the process of assessing the risk posed by identified weaknesses and deficiencies. The information presented below focuses on system-level POA&M requirements because security authorization considers the set of corrective actions planned for each system.
Determining Actions to Include in the POA&M
The decision to take corrective action to address an identified weakness or deficiency and include that action and associated milestones in the POA&M is the result of a type of risk assessment. Security assessors document all weaknesses and deficiencies—findings that security objectives are “other than satisfied”—in the security assessment report, typically with recommendations for how to remedy such findings. System owners consider each weakness or deficiency to assess the risk it presents to the organization and determine the appropriate risk response. If the chosen response is to accept the risk or act to mitigate it before finalizing the security authorization package, those decisions are documented in the system security plan and the final security assessment report. All unremediated weaknesses or deficiencies must be documented in the plan of action and milestones with the course of action planned for addressing each issue, the resources required to perform each action, and a timeframe for completion [11].
System owners and common control providers should adhere to organizational policies and procedures for developing plans of action and milestones to help ensure consistent assessment of and responses to risk and to align corrective actions and the resources they require with organizational priorities. System-level POA&Ms should reflect organizational policy about managing risk for systems at each security categorization level, adapting POA&M items to the nature and significance of identified control weaknesses, prioritizing responses based on the potential adverse impact to the organization, and any standard or preferred approaches to risk mitigation [9]. Weaknesses or deficiencies discovered in common controls often receive higher priority for remediation than system-specific issues due to the potential impact to multiple systems that inherit those controls. When organizations identify common control weaknesses or deficiencies, system owners whose systems use those controls may be required to document the problem in their own POA&Ms to maintain an accurate representation of the security posture of the information system. Similarly, if a newly discovered vulnerability affects multiple systems, organizations may direct each system owner to create a separate system-specific POA&M item to enable the organization to track corrective actions implemented for each system. For example, the government-wide transition in early 2011 to the use of stronger hash algorithms for encryption used to generate digital signatures [12] required many agencies to modify their existing systems to accommodate the stronger encryption requirements. Until system owners updated the identification and authentication controls implemented in their systems the use of weaker encryption algorithms represented a weakness, but the corrective action required had to be performed for each system and agencies could only demonstrate compliance with the new requirements after all their affected systems were updated.
Note
In principle, it is possible for a security control assessment to produce no findings significant enough to warrant corrective action or for a system owner to accept all risk (subject to agreement with organizational policy) associated with any weaknesses and deficiencies, resulting in no actions to be documented in a plan of action and milestones. Given the constantly changing set of threats organizations face and the frequent discovery of vulnerabilities in products or technologies already deployed, any POA&M-free status for a system is likely to be temporary.
POA&M Content
OMB specifies minimum information requirements for POA&Ms developed at the organizational level in its annual FISMA reporting instructions [13]. Because agencies produce organizational POA&Ms using information documented in system-level documentation, these content requirements—originally prescribed in 2004 and summarized in Table 9.1—are the same for system-level POA&M items.
Table 9.1 Required Data Elements for Agency-Level and System-Level POA&Ms [14]
Plans of action and milestones represent active efforts to correct weaknesses and deficiencies and mitigate risk associated with each system. The POA&M submitted as part of the security authorization package needs to be complete and up to date, but POA&Ms in place for operational systems are subject to frequent updates as corrective actions are completed, milestones are achieved, and new weaknesses, deficiencies, or system vulnerabilities are discovered that must be addressed through newly defined corrective actions.
Tip
The RMF emphasizes the development and management of system-specific POA&Ms, but each federal agency is also required to maintain an organization-level POA&M representing an aggregation of corrective actions across all systems. Agencies that use automated tools to capture and track POA&M details at the system level typically find it easier to produce aggregated plans to support federal reporting and compliance requirements. Agencies are increasingly expected to employ such tools to manage their system security information and facilitate the submission of automated data feeds to OMB to satisfy FISMA reporting requirements [15]. Providing an aggregated view of weaknesses and deficiencies across all agency systems can also help identify problems that may be shared by multiple systems, potentially enabling a resolution through corrective action taken at the organizational level.
Using the POA&M to Support Security Management
For authorized systems, the plan of action and milestones has an important role in operational security management, providing a basis for system owners, senior information security officers, risk management program managers, and other organizational officials to monitor progress in implementing corrective actions and achieving milestones specified in the POA&M. At an organizational level, POA&Ms provide management visibility into current and planned allocation of security resources and risk mitigation activities. This information helps organizations ensure that system operations teams implement corrective actions as planned and therefore continue to manage information security risk within acceptable levels. In addition, when continuous monitoring activities identify new threats or vulnerabilities that impact the security of operational systems, organizations aware of existing and scheduled security enhancement activities will be better able to re-prioritize the allocation of available resources as needed to respond to the most significant sources of risk. As with other forms of security monitoring, organizations can facilitate the ability of their authorizing officials and risk managers to track the completion of POA&M items if they develop and implement tools or standard templates for capturing and reporting on corrective actions documented in POA&Ms.
Security Authorization Package
The security authorization package contains three core documents—the system security plan, security assessment report, and plan of action and milestones—and any additional supporting information required by the authorizing official. Each system owner or common control provider assembles these documents and other necessary information into the security authorization package and submits it to the appropriate authorizing official, a task depicted in Figure 9.2. The information in the security authorization package provides the basis for the system authorization decision, so the primary consideration for system owners or common control providers submitting authorization packages is ensuring the accuracy and completeness of the information provided to authorizing officials. For systems leveraging common controls or security controls implemented or provided by organizations external to the agency, the system owner must ensure that all common control providers or external providers furnish the security documentation needed by authorizing officials. The documents in the security authorization package represent the formal assertion by the system owner or common control provider that the security controls implemented for the system (including those planned for implementation within explicit timeframes as indicated in the plan of action and milestones) are effective and sufficient to provide adequate security. The authorizing official relies on the information in the security authorization package to validate the assertion of adequate security, determine the risk to the organization associated with operating the system, and decide if that risk is acceptable.
Note
NIST guidance to agencies recommends the use of automated system authorization support tools to manage the information included in the security authorization package, provide an efficient mechanism for security information dissemination and oversight, and facilitate maintenance and updates of that information. There are many tools available to agencies that support system security management, authorization, and FISMA compliance and reporting activities, including government-furnished services, commercial off-the-shelf products, and open-source software. Examples include:
• Cyber Security Assessment and Management (CSAM), a tool managed by the Department of Justice and available to other government agencies.
• Trusted Integration Trusted Agent FISMA.
• Telos Xacta IA Manager.
• SecureInfo Risk Management Services.
• Symantec Enterprise Security Manager for FISMA.
• OpenFISMA, sponsored by Endeavor Systems and available in open-source and commercial versions.
When deployed for agency-wide use, tools such as these help ensure consistent execution of Risk Management Framework tasks and other security management activities and typically offer integrated monitoring and reporting capabilities to allow authorizing officials, risk managers, and security management personnel to track compliance with agency policies and federal requirements at individual information system and organizational levels.
Figure 9.2 The Core Components of the Security Authorization Package Include the System Security Plan, Security Assessment Report, and Plan of Action and Milestones, All of Which are Carefully Evaluated by the Authorizing Official to Help Reach a Decision About the Level of Risk Associated with Operating the System [16]
Risk Determination
Security authorization is a risk-based decision, balancing the benefits of operating an information system against the potential adverse impacts to the organization if the system or the information it contains suffers a loss of confidentiality, integrity, or availability. The authorizing official uses the information provided in the security authorization package to determine the magnitude of the information security risk posed by the system, taking into account all security controls currently implemented or planned for implementation. The authorizing official, often in collaboration with the senior information security officer, assesses the information provided by the system owner or common control provider characterizing the security posture of the system and the recommendations for addressing any residual risk. System-level risk assessment is a required security control for information systems at all security categorization levels [17], so a risk assessment report or other risk assessment documentation is typically included in the security authorization package. Depending on the scope of the risk assessment and when it was performed, the authorizing official may choose to conduct additional formal or informal risk assessments to identify current threats, vulnerabilities, and potential adverse impacts or to evaluate the risk mitigation recommendations developed for the system. Alternatively, the authorizing official may rely on the results of previously conducted risk assessments, considered in the context of risk-related factors such as the criticality of mission functions or business processes the system supports and the risk management strategy for the organization.
As described in Chapter 13, the organizational risk management strategy describes how risk is identified and assessed within the organization; how risks are evaluated with regard to severity or criticality; approaches to risk mitigation or other types of risk response; and the organizational level of risk tolerance. When making the final risk determination, the authorizing official considers organizational risk management guidance, input from senior information security and risk management officials, and the information provided in the security authorization package. Consistent with NIST guidance for conducting risk assessments, the risk determination in support of security authorization can be expressed quantitatively, qualitatively, or semi-quantitatively depending on the preferences of the organization and the nature and level of detail in information the organization has available to support its risk assessments [18]. Agencies that adopt the impact and risk rating guidelines NIST proposes may assign qualitative values (very high, high, moderate, low, very low) or semi-quantitative numerical equivalents to system risk determinations. The intent should be to ensure that authorizing officials assign risk ratings in a way that supports direct comparison of risk levels among systems and prioritization of risk responses in alignment with the organizational risk management strategy [19]. The type of risk rating scale or measurement used when assigning risk determinations should also be consistent with the way in which organizational risk tolerance is stated in the risk management strategy, to facilitate comparison of the risk associated with the system and the risk tolerance level declared for the organization.
Risk Acceptance
Organizations may choose to respond to risk in different ways, typically by choosing among acceptance, avoidance, mitigation, sharing, or transference [20]. Some or all of these alternatives may be available to organizations and authorizing officials when determining the appropriate response to information security risk. In the context of security authorization decisions, however, authorizing officials focus on the suitability of a single response: acceptance. NIST guidance assigns responsibility for the risk acceptance decision to the authorizing official, explicitly prohibiting the delegation of that decision to any other organizational officials [21]. The decision to accept the risk associated with the information system equates to authorizing the system to operate at its present level of security, or at the level of security that will be achieved when the items in the plan of action and milestones are completed. Any other response results in a denial of authorization to operate, potentially accompanied by instructions to the system owner or common control provider to implement risk mitigation or other recommended course of action, after which the authorization decision may be reconsidered. Risk acceptance is the appropriate risk response when the identified risk is within the organization’s level of risk tolerance.
There is no standard for evaluating the level of risk that will be deemed acceptable for each organization, especially in light of the fact that federal agencies and many other organizations have the authority to make their own system authorization decisions, based on their own determinations of risk and risk tolerance levels. An authorizing official may choose to accept even high levels of risk for an information system if the system supports essential mission and business needs or operational requirements. Authorizing officials consider both the level of risk and the type of risk presented by the system when determining whether the risk is acceptable to the organization, striving to balance organizational interests and mission, business, and operational requirements with the potential adverse impact to organizational assets.
The authorizing official provides the result of the risk acceptance decision in an authorization decision document that conveys the final security authorization decision, any terms and conditions placed on the authorization of the system, and the authorization termination date. The authorization decision has two possible values: “authorized to operate” or “not authorized to operate” [7]. At their discretion, authorizing officials may specify terms and conditions for the authorization and describe any specific limitations or restrictions placed on the operation of the information system. System owners and common control providers are expected to acknowledge and implement the terms and conditions of the authorization and notify the authorizing official when the terms and conditions have been satisfied. The ability authorizing officials have to attach terms and conditions to authorization decisions enables a wider range of risk to be accepted, by providing multiple types of conditional authorization decisions. Where system owners create their own conditions in the form of plans of action and milestones, authorizing officials can reiterate the importance of correcting weaknesses and deficiencies already identified for the system or specify additional terms and conditions issued with authorization decisions. The authorization termination date, established by the authorizing official in alignment with organizational policy, indicates when the security authorization expires or—if the information in the security authorization package indicates continuous monitoring procedures are implemented effectively for the system—authorization to operate may be granted without a specified expiration date. Authorizing officials therefore need to consider the maturity and effectiveness of the organization’s continuous monitoring program and the plans for the information system to leverage organizational and system-specific monitoring capabilities before agreeing to waive a formal expiration date for the system authorization.
Step 6: Monitor Security Controls
Once a system receives authorization to operate, the focus for tasks prescribed in the Risk Management Framework shifts from attaining adequate security to maintaining effective security on an ongoing basis, monitoring the system for any changes potentially impacting its security posture and adjusting the implemented security controls as necessary to keep information security risk within acceptable levels. The change in step 6 of the RMF from preparing for implementation to managing the security of authorized systems mirrors the transition in the software development lifecycle from the implementation phase to the operations and maintenance phase [22]. Security monitoring is one of several operational and administrative functions implemented for federal information systems; other related processes include change management and configuration control, system maintenance, and system, environment, and network performance monitoring. Ongoing system security management is driven in part by the activities and timelines in the plan of action and milestones, but also incorporates routine administrative and maintenance activities in addition to monitoring the system, its operating environment, and the organization for the occurrence of events or the emergence of new threats or vulnerabilities that introduce new sources of risk.
The security documentation developed during the first five steps of the RMF process provides the foundation for ongoing security management activities, in conjunction with organizational risk management and continuous monitoring strategies and processes or services that help system owners identify threats and vulnerabilities or other factors impacting system security. During security monitoring, system owners perform many of the same tasks completed during earlier steps in the RMF, including security control assessments, risk assessments, and updates to system security information in plans and other documentation, as shown in Figure 9.3. System owners also ensure the completion of security testing, training, and exercises associated with implemented operational controls and provide regular security status reports to authorizing officials, risk managers, senior information security officers, and designated executives. Collectively, this information represents key outputs of security monitoring processes that enable ongoing management of information security risk and help determine when more detailed reviews of system security are warranted, including the potential need to reauthorize an operational system.
Figure 9.3 Step 6 of the RMF Incorporates Versions of Many Tasks Conducted in Previous Steps to Ensure the Effectiveness of Approved Security Controls Implemented for the System and Identify any Changes to the System or its Operating Environment that Might Require Adjustments to the System’s Security Posture
With the exception of information system removal and decommissioning, which only occurs after the operational phase when a system will no longer be used in an organization, the tasks in step 6 of the RMF all fall within the context of continuous monitoring, as illustrated in Figure 9.4. NIST prescribes the processes and requirements for information security continuous monitoring of federal information systems in Special Publication 800-137. The current emphasis placed on continuous monitoring by NIST, OMB, and legislators proposing updates to the statutory requirements in FISMA [23] makes the topic important enough to warrant consideration beyond its role in the RMF; Chapter 14 provides a detailed description of organizational and system-specific continuous monitoring expectations.
Figure 9.4 Execution of the RMF for an Operational System is an Iterative Process Performed Within the Scope of Continuous Monitoring Activities, with Security Control Assessments and Risk Analyses Repeated on a Periodic Basis or Whenever Warranted by Changes to the System, its Operating Environment, or the Threats and Vulnerabilities Faced by the Organization
Within the RMF process and the certification and accreditation guidance that preceded it, the use of the term continuous monitoring to denote the post-authorization phase for information systems comprises the key tasks of configuration management, security control monitoring, and status reporting and updates to core system security documentation [24]. These activities focus primarily on known or anticipated changes to information systems and their operating environments and on periodic reviews and reassessments of selected security controls to validate their effectiveness and identify any weaknesses or deficiencies that may have arisen since the time the previous assessment was completed. In some cases new assessment objectives, control implementation recommendations, or technical standards apply at the time of reassessment that did not exist during prior assessments, so weaknesses or deficiencies discovered in during reassessments may help system owners identify missing controls or control enhancements that need to be implemented to maintain compliance with current guidance or requirements. In the past, many agencies mandated ongoing security assessments on no more than an annual basis—a frequency that complies with FISMA requirements and avoids the need to commit additional resources for more frequent evaluations given the significant resources already required to perform annual assessments. As agencies expand their continuous monitoring programs and acquire technologies to support monitoring activities, the ability to perform many kinds of security control monitoring with automated tools should enable ongoing monitoring and assessment that really is continuous.
Warning
Security control assessments are only as reliable as the assessors who perform them. The purpose of ongoing security control assessments is typically to assess a subset of implemented security controls on a regular basis to give the organization confidence that implemented controls continue to function as intended and reflect proper configuration and that authorized systems remain adequately secure. Ongoing assessments often leverage results from previous assessment activities, at least to the extent that the objectives assessed and the methods and objects used in prior assessments are still valid. Some organizations discover—particularly when using a different assessor for ongoing assessments than the one who produced the security assessment report used in system authorization—that the procedures followed or judgment applied to available evidence by a new assessor calls into question the validity of the prior assessment findings. Agencies can mitigate the risk of insufficiently rigorous assessments by requiring highly experienced assessors with verified credentials and experience and by ensuring appropriate levels of assessor independence.
Information System and Environment Changes
The system authorization decision reflects the security posture of an information system in an explicitly defined environment operating at a determined level of risk at a specific point in time. Systems and their information security risk are dynamic, subject to changes to system components and operating environments as well as internal or external changes in the threats and vulnerabilities those systems face. Step 6 of the Risk Management Framework emphasizes the importance of implementing a consistent, structured approach for identifying, managing, documenting, and responding to changes that may impact the security of operational information systems. Continuous monitoring supports this process by identifying changes to systems and their operating environments and providing information that can be used in ongoing security control assessments.
Agencies implement formal configuration management and control processes to manage the process of making necessary changes to systems and their environments, using continuous monitoring to help identify internally or externally driven factors that require such changes. Configuration management establishes baseline system configuration information using details provided in system design documentation, technology specifications, system security plans, operational procedure manuals, and other sources. System owners or their operations teams should provide detailed information about system components identified as configuration items, including hardware specifications, software versions, configuration settings, and security control implementation descriptions [25]. Along with similar details about the environment in which the system operates, this information provides the basis for considering planned or unanticipated changes and assessing the potential security impact of those changes. Ideally, organizations do not make changes to information systems without assessing the security impact in advance but not all changes are intentional or planned, so the automated tools increasingly used by agencies to support continuous monitoring provide an important means of detecting and reporting on and system changes.
Agencies conduct security impact analyses to determine the extent to which planned or already-occurred changes to the information system or its operating environment affect the security posture of the system or the risk is operation poses to the organization. The range of possible changes affecting an information system include how controls are implementation or configured, new threats or vulnerabilities that existing controls may not adequately address, and new legal, regulatory, or policy requirements that correspond to a need to implement new security controls or control enhancements. Security impact analysis identifies factors affecting system security that require corrective action, potentially necessitating the creation of new items in the plan of action and milestones and updates to the system security plan as well as the need to assess modified or newly implemented controls [26].
Ongoing Security Control Assessments
The security control assessment performed during step 4 of the RMF addresses all security controls implemented for an information system, assessing the effectiveness of controls as implemented and identifying weaknesses or deficiencies that can be addresses by correcting control configuration or augmenting the implemented baseline with additional controls or control enhancements. Organizations cannot assume that the effectiveness of security controls at the time of system authorization will persist over time given the dynamic internal and external environments in which their systems operate. New vulnerabilities regularly emerge in operating systems, software applications, infrastructure components, and service providers, all of which may present new sources of risk and require reevaluation of the extent to which the set of implement security controls adequately protect operational systems. Ongoing security assessments enable organizations and their system owners to confirm the continued effectiveness of their security controls or evaluate the achievement of security objectives for changed or newly implemented controls, such as those implemented as corrective actions specified in the plan of action and milestones or in response to information system or environment changes identified through continuous monitoring. System owners typically assess a subset of their security controls on a periodic basis to satisfy FISMA requirements and adhere to the monitoring strategy developed during security control selection. Depending on the monitoring tools agencies have in place, some types of ongoing assessment procedures may be performed automatically, particularly for technical controls with configurations specified as checklists using the Security Content Automation Protocol (SCAP) [27]. These predefined configuration profiles help organizations validate control configuration for initial implementation and during ongoing monitoring.
Agencies may specify the set of security controls subject to ongoing assessment—using continuous monitoring or following assessment procedures described in Special Publication 800-53A—at the organization, environment, or information system level. The selection of security controls and the frequency with which reassessment or monitoring occurs are based on the monitoring strategy developed by the information system and applicable provisions in the organizational information security continuous monitoring strategy. With respect to automated monitoring capabilities provided for multiple systems, system owners need to verify that the monitoring tools or processes implemented by their agencies satisfy the system’s monitoring requirements and that monitoring tools have the functional and technical capability to perform the desired type of monitoring on the system’s security controls. For assessor-administered security control assessments, system owners need to verify the assessor’s knowledge, skills, and abilities and degree of assessor independence—the same considerations used to select assessors for initial security control assessments [28]. Assessor independence is particularly important if the agency intends to use the results of ongoing security control assessments to comply with the FISMA provision requiring an annual independent evaluation including testing the effectiveness of implemented security controls.
Federal government organizations often use the results of ongoing assessments to satisfy the requirement in FISMA mandating periodic “testing and evaluation” of implemented security controls [29]. Agencies may use assessment results from multiple assessment activities, aggregated as needed to support internal or external security status reporting. Potential sources of assessment information include the results of formal security control assessment procedures conducted in support of system authorization, data produced by continuous monitoring activities, security-related findings in internal or external system audits, or security testing and evaluation of the system performed as part of the system development life cycle. Reusing available sources of control assessment data can greatly improve the cost-effectiveness and efficiency of complying with ongoing monitoring requirements, although system owners need to ensure that results from prior assessments are reused only if they remain valid [28].
Ongoing Remediation Actions
FISMA not only requires periodic testing of security controls implemented for each federal information system, but requires that agencies also must have in place processes for determining appropriate remedial action necessary to correct weaknesses and deficiencies discovered in ongoing assessments and documenting the actions taken [30]. System owners, information system security officers, authorizing officials, and other key personnel may receive the results of continuous monitoring activities and ongoing control assessments through routine security status reports, monitoring dashboards or other summary representations, or updated security assessment report documentation. System owners use this information to review recommendations for correcting weaknesses or deficiencies in their system security controls and to assess the risk associated with these issues and with newly identified threats or vulnerabilities. Where the appropriate response is risk mitigation, system owners plan and initiate remediation actions, adding the details regarding corrective actions and the schedule for their completion to the plan of action and milestones. Any security controls added, modified, or enhanced during the continuous monitoring process or as a result of ongoing security control assessments should be reassessed to ensure that the actions taken satisfactorily address the identified weaknesses or deficiencies.
Key Updates
To achieve the continuous monitoring objectives of maintaining situational awareness of all operational information systems and enabling real-time risk management [31], organizations need to establish the technical and procedural capabilities to collect and communicate accurate security status information to system owners, authorizing officials, and other designated information resources management decision makers. One way to provide this information is to implement automated monitoring tools and aggregate the monitoring data they produce in a format and level of detail that facilitates reporting and active risk management. Because the system security plan, security assessment report, and plan of action and milestones collectively represent the authoritative source of security information about an information system, system owners also need to keep the information in these documents current, updating them as necessary to reflect changes effected as a result of continuous monitoring activities, ongoing assessments, or responses to risk associated with new threats or vulnerabilities [32].
System security plan updates include control specifications and any modifications to security control configuration implemented to mitigate risk, including changes corresponding to completed corrective actions described in the plan of action and milestones. Security control assessors update the security assessment report and supporting assessment documentation whenever ongoing assessments are performed. Even when subsequent assessments confirm the findings of previous evaluations and identify no new weaknesses or deficiencies, the security assessment report should be updated to indicate the most recent date of assessment. Conversely, when agencies identify weaknesses and deficiencies—through ongoing assessments or manual or automated monitoring activities—system owners update the plan of action and milestones to include new corrective actions to be taken. The POA&M should also be updated as corrective actions are completed and milestones are achieved to record progress made against outstanding items listed in the plan. Keeping system security documentation current helps ensure that authorizing officials, senior information security officers, and other organizational officials who rely on documentation to support effective risk-based decision-making act on accurate information.
Given the volume of information contained in key system security documentation, organizations that maintain this information in document-based form may not find it practical to update and release new versions of major documents after each and every change. Many automated security management and reporting tools store control implementation and assessment information and POA&M details in a structured repository or database and have the capability to generate security plans and other artifacts on-demand. Such tools facilitate the implementation of configuration control processes on system security information, provide version control and audit trails for changes in assessment and implementation details, and allow system owners and authorizing officials to view the most current system information.
Security Status Reporting
Security status reporting summarizes system security information collected through continuous monitoring and other ongoing operational security activities and delivers or makes available the report information to system owners, authorizing officials, senior information security officers, and other appropriate organizational officials. Reporting occurs on an ongoing basis at a frequency and level of detail specified in organizational and system-specific monitoring strategies or as needed to comply with applicable regulatory requirements, including those for reporting POA&M information and other security metrics required to support agency-level FISMA reporting.
The results of all ongoing security management and monitoring activities should be documented to provide visibility into operational systems security, establish tracking and individual accountability for the completion of corrective actions and security-related administration and maintenance functions, and facilitate the identification of trends in the organizational information security program. Depending on organizational policy and the monitoring and reporting capabilities an organization implements, security status reporting may be event-driven, time-driven; or both [32]. Security status reports provide current information regarding the security state of each information system, including the effectiveness of deployed security controls where this information can be collected through automated monitoring. Security status reports also describe the ongoing monitoring activities applicable to each system, identifying the types of controls or specific controls subject to various types of monitoring and indicating the monitoring frequency (or referring to this information in the system monitoring strategy). Security status reports also enumerate weaknesses, deficiencies, or vulnerabilities identified through security control assessments or control monitoring and report progress on addressing those issues.
With the exception of system-level information needed to support aggregated agency security reporting to satisfy FISMA requirements, federal agencies have substantial flexibility to specify the level of security reporting that best suits organizational monitoring and risk management needs. This flexibility extends to the breadth and depth of security information reported and the frequency with which status reports are provided to organizational officials, allowing agencies to determine the most cost-effective or efficient approach to reporting consistent with achieving reporting objectives [32]. Many agencies emphasize reporting security status when changes occur to systems and their system security plans, security assessment reports, and plans of action and milestones. For some organizations, reports indicating no change in status are also considered important to provide evidence to suggest that currently implemented security controls are operating as intended.
Ongoing Risk Determination and Acceptance
The authorizing official regularly reviews the security status reports and updated system security documentation to determine the current information security risk to the organization. When the risk associated with an information system changes, the authorizing official determines—with input from the senior information security officer, risk managers, and other personnel as appropriate—whether the current risk is acceptable to the organization. The use of automated continuous monitoring and security reporting tools can facilitate process of reassessing information security risk, although given the subjective nature of risk level assignment and agency articulations of risk tolerance, risk determination and acceptance generally cannot be completely automated. Risk is dynamic; the sources and magnitude of risk faced by the organization change over time due to factors identified through continuous monitoring and ongoing security assessments and provided in security status reports [33]. Authorizing officials and organizational risk managers must evaluate how changing circumstances affect the information security risk to mission or business needs to determine the level of protection required to maintain adequate security. The process of ongoing risk determination and risk acceptance is particularly important for maintaining system security authorization in organizations that have waived fixed authorization periods in favor of continuous monitoring.
Information System Removal and Decommissioning
When a federal information system reaches the end of its useful life and is withdrawn from operation, the system owner’s primary security-related is ensuring that all assets of value to the organization are retained and that all agency information is removed from the system and its storage media. The RMF directs agencies to establish a format information system decommissioning strategy, comprising several processes corresponding to operational security controls that system owners execute when removing a system from operation [33]. Key system removal and decommissioning procedures include those specified in security control implementation guidance for configuration management planning, controlled maintenance, and media sanitization [34]. While agencies and their system owners are justifiably concerned about preventing the exposure of sensitive information, media sanitization procedures applicable to information systems at all security categorization levels require agencies to remove all information from all types of media intended for disposal or reuse [35]. Requirements associated with system removal also apply when agencies modify systems by replacing or removing subsystems or system components and the associated hardware, software, and storage media.
Agencies perform security-related activities for information system removal and decommissioning within the broader SDLC context of system disposal. System owner responsibilities include updating system inventories and IT asset tracking systems to reflect the removal of the system and its components and indicating the change in phase for the system in security and other status reports [36]. System disposal activities emphasize the continued protection of government resources and information assets associated with the system, including preserving any information about the system that could inform future deployment of the same or similar systems. Information owners responsible for data stored or processed by the system need to evaluate the value of the data to the organization, the need for the agency to continue to use or access the data, and applicable policy or regulations about data preservation such as records management requirements. System owners oversee archiving of any information the organization needs to retain, media sanitization, and disposal of physical IT assets such as hardware, whether by destruction or by approved repurposing or reuse where authorized.
Note
Not all federal information systems have clearly defined ends to their operation. It is common in federal agencies for systems to undergo significant development, modification, and enhancement throughout the operations and maintenance phase of the SDLC, so a single system with the same name and unique identifier may evolve over time to bear little resemblance to the system as originally deployed. Periodic upgrades to systems or replacement of underlying technologies may trigger a need for reauthorization of the modified system rather than disposal. Individual system components may be retired or replaced as functional requirements change and technologies evolves, but in such cases system owners often continue to maintain the system under the same name and IT investment, updating their system security plans and other documentation to reflect the changes. Organizations may specify their own policies regarding the extent of changes to a system that requires decommissioning rather than revision.
Relevant Source Material
Several NIST Special Publications and Federal Information Processing Standards provide guidance, recommendations, and instructions relevant to performing security categorization and security control selection. The most applicable sources of information include:
• Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems [37].
• Special Publication 800-53 Revision 3, Recommended Security Controls for Federal Information Systems and Organizations [34].
• Special Publication 800-53A Revision 1, Guide for Assessing the Security Controls in Federal Information Systems and Organizations [38].
• Special Publication 800-137, Information Security Continuous Monitoring for Federal Information Systems and Organizations [6].
These and other NIST Special Publications are available from the NIST Computer Security Division Website, at http://csrc.nist.gov/publications/.
Summary
This chapter described the RMF tasks leading up to the decision to authorize an information system to operate and the ongoing monitoring and security management activities performed for operational systems once authorized. It identified some of the key factors organizations and their authorizing officials consider when determining information security risk and evaluating systems to ensure that the security controls implemented and assessed for each system provide adequate security to bring risk within levels acceptable to the organization. The chapter also described the iterative set of tasks executed to support ongoing risk management for information systems, which collectively help system owners ensure that the security posture of their systems continues to satisfy security requirements, even if those requirements change to reflect new threats and vulnerabilities, added or removed functional and technical capabilities, or modifications to the environment in which the systems operate.
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Chapter 10
System Security Plan
Information in this chapter:
• Purpose and Role of the System Security Plan
• Contents of the System Security Plan
• Processes and Activities for Developing the SSP
• Finalizing and Delivering the SSP
• Using and Maintaining the System Security Plan
Information security is an essential part of the development, deployment, and operation of any system that establishes and maintains appropriate measures to protect the confidentiality, integrity, and availability of the system and the data accessed via the system. Implementing and managing effective information security for information systems requires careful thought and analysis about what level of protection is needed and the best way to provide that protection. Key inputs to information system security include risk assessments, security categorization of systems and the information they contain, and functional and technical requirements that systems must satisfy to serve their intended purpose. Security planning is the process by which organizations consider their information systems, determine system security requirements, and select security controls or other protective measures to adequately safeguard their systems and the environment in which they operate. These system-level and organizational considerations are formally documented in a system security plan (SSP). The system security plan describes the general functional and technical characteristics of the information system, its security requirements, and the set of controls implemented or planned for implementation to satisfy those requirements [1]. The SSP is the primary piece of security documentation for an information system, providing a foundational element of the certification and accreditation package used to support system authorization to operate, and serving as the master guide for managing the operational security of a system once authorized [2]. Beyond its practical purpose, the SSP is also required for each information system under the provisions of OMB Circular A-130 [3] and the Federal Information Security Management Act (FISMA) [4] and is included as a required Special Publication 800-53 security control (PL-2) for systems at all impact levels [5]. This chapter describes the purpose and scope of the system security plan, its central position within the Risk Management Framework, the structure and typical content of a SSP, and the process of developing, finalizing, and delivering the SSP to authorizing officials and other key stakeholders. It also explains the use and periodic review and update of the SSP in support of operational security management practices such as continuous monitoring.
Purpose and Role of the System Security Plan
The main purpose of the system security plan is to fully describe the security posture of an information system, including providing a comprehensive listing of all controls selected for the system. This detailed documentation offers readers of the SSP a single authoritative source of security information about an information system and provides a primary point of reference to other plans and artifacts referenced in the SSP. The information contained in the SSP is used by numerous other RMF processes and activities and serves as an input to many other security-related plans, such as those for configuration management, business continuity, incident response. The SSP also constitutes one of the most influential documents—along with the security assessment report and plan of action and milestones—used by authorizing officials to make decisions about whether to authorize an information system. The SSP is often among the first security documents to be developed, at least in draft form, but is also one of the last to be finalized, since in its final form it includes updates and summary information drawn from other artifacts. The security planning process parallels conventional system development life cycle (SLDC) processes, with activities or steps related to system security plans occurring in every major SDLC phase from initiation through disposal [6]. The SSP informs and is informed by non-security related system development decisions and, given the critical role of the SSP in obtaining authorization to operate, completing the SSP represents a key milestone in the process of successfully deploying a new information system.
System Security Plan Scope
The scope of a system security plan is, as the name implies, a single system. While the NIST Risk Management Framework and much of the recent guidance offered in NIST Special Publications addresses security from an enterprise perspective, system-specific security plans are required for each information system. The general term information system has a very specific meaning in the federal information security context, comprising three categories: major applications, minor applications, and general support systems [7]. The official definitions for major application (MA) and general support system (GSS) come from OMB Circular A-130, Appendix III, in which a major application is one “that requires special attention to security due to the risk and magnitude of the harm resulting from the loss, misuse, or unauthorized access to or modification of the information in the application” and a general support system is “an interconnected set of information resources under the same direct management control which shares common functionality” [3]. Minor (sometimes called “non-major”) applications are those that constitute neither major applications nor general support systems. The distinction between major and minor applications is somewhat subjective, but federal guidance suggests that applications deemed to require explicit management attention or special oversight and should be treated as major [7]. In addition, Special Publication 800-18 notes that major applications are expected to have security categorizations of moderate or high, with low-impact applications typically not classified as major [8]. Minor applications certainly require protective measures, but the security controls for such applications are captured in the security plans of the general support systems or major applications whose boundaries include the minor applications. This means the single “system” described in a system security plan may encompass multiple minor applications, but reflects at most one major application or general support system.
Defining the System Boundary
Whether for a major application or a general support system, the system boundary establishes the explicit scope of a system security plan for an information system. Both logical and physical perspectives inform the system boundary definition, so system owners need to consider not only the set of components, technologies, or information resources that belong to the system, but also the environment in which the system operates and the management responsibility for the system and its operating environment. In general, the set of assets and resources identified as part of a system and addressed in a single system security plan should be under the same management control [9]. For a general support system (GSS) this means that subsystems or minor applications operating within the GSS ordinarily fall under the same management control, just as their authorization to operate is under the authority of the same authorizing official. The official definition of system is sufficiently vague that agencies typically have some latitude in defining their information systems. NIST suggests that when determining whether to define multiple components or resources as part of the same information system, agencies should consider the extent to which they serve the same purpose, have similar operating characteristics and security requirements, and physically reside in the same or similar operating environments [10]. The system boundary establishes the scope not only of the system security plan, but also of the certification and accreditation boundary to which system authorization decision applies. Agencies and their system owners need to carefully consider the business, technical, and practical implications for system boundary definition, particularly when multiple applications or subsystems are involved. Given the potential for such complex systems to reflect more than one security categorization level, system owners should exercise particular caution when defining system boundaries comprising more than one security impact level. With the FIPS 200 requirement that the highest categorization for any application or subsystem sets the categorization for the entire system [11], system security plans for non-national security systems should include the security impact level for all information types, system components and subsystems, to ensure that the overall system security categorization reflects the high-water mark. Similarly, the security categorization for a general support system must be equal to or higher than the categorization for any major or non-major applications that reside within the GSS boundary. The security categorization guidance applicable to national security systems does not use the high-water mark approach found in FIPS 200, but the security categorizations established for confidentiality, integrity, and availability still determine the minimum security control baselines for such systems [12].
From an enterprise perspective, the set of system boundaries defined for different major applications and general support systems often produces a hierarchical or nested structure, as illustrated in Figure 10.1. Depending on the system’s characteristics, system security plans may need to refer to the system-specific boundary, a general support system boundary such as that defined for a data center that hosts the system, and an enterprise system boundary reflecting organization-wide policies, standards, resources, funding, or oversight. Many agencies engage third parties such as contractors or infrastructure, platform, and application service providers to host, operate, or manage their systems. In such cases the system boundary includes operating environments and information resources external to the agency.
Figure 10.1 System boundaries reflect system resources and any relevant subsystems as well as the environment in which the system operates, whether that environment is internal or external to the organization
The system boundary describes the operating environment, the set of assets and resources belonging or assigned to the system, the minor applications (if any) operating within the system boundary, and relevant security controls. Although the security categorization level drives the baseline set of minimum security controls for a system, most federal information systems incorporate at least some agency-level or non-system-specific common controls, which the system security plan includes along with the system-specific controls. Common controls at the agency level—such as the policies and procedures associated with each of the security control families in Special Publication 800-53 [13]—are often provided and managed outside the system boundary. These controls and any resources used by the system but outside its sphere of management control are identified in the system security plan and incorporated by reference, rather than described in detail within the SSP.
Key Roles and Responsibilities
The primary responsibility for the system security plan rests with the system owner, but developing a SSP is not a one-person job, and delivering a complete SSP typically requires input and active participation from many different sources and individuals. Table 10.1 summarizes the responsibilities associated with key roles in the system security planning process. For federal information systems, the system owner, information owner, information system security officer, and authorizing official are all roles filled by agency personnel [1]; common control providers and information security architect roles may be performed by agency personnel or by non-government personnel where system development or operations and maintenance are provided under contract or other arrangements.
NOTE
Federal guidance clearly places the responsibility for system security plan development with the information system owner, defined in Special Publication 800-37 as “an organizational official responsible for the procurement, development, integration, modification, operation, maintenance, and disposal of an information system” (emphasis added) [15]. This assignment means that even when agencies rely on contractors or other entities to develop, implement, or operate their systems, responsibility for the system security plan and rests with government personnel. In early 2012, the General Services Administration (GSA) published a final rule requiring contractors working under GSA acquisition rules to submit an IT security plan within 30 days of contract award “that describes the processes and procedures that will be followed to ensure appropriate security of IT resources that are developed, processed, or used under the contract” [16]. The GSA rule refers to an “IT security plan” rather than system security plan, but requires plans prepared by contractors to comply with FISMA and other applicable laws and to meet government-wide and GSA requirements for IT security. Given the compliance requirements in the final rule, GSA contractors (notably including those working under government-wide acquisition contracts administered by GSA) are subject to substantially the same security planning requirements that apply to government agency system owners.
Table 10.1 Roles and Responsibilities for System Security Planning [10,14]
Participant | Roles |
Common Control Provider | Documents security controls provided to systems |
Information Owner | Establishes rules of behavior for information used by the system; provides input on security requirements and security controls for the system(s) where the information resides; determines access requirements and privileges; helps identify and assess the common security controls |
Information Security Architect | Helps the information system owner select the controls for the system and document those controls in the SSP |
Information System Owner | Develops the SSP in coordination with information owners, the system administrator, the information system security officer, the senior agency information security officer, and system development or deployment personnel; maintains the SSP and ensures the system is deployed and operated according to the agreed-upon security requirements; updates the SSP whenever a significant change occurs; and helps identify and assess the common security controls |
Information System Security Officer | Assists the senior agency information security officer to identify, implement, and assess common security controls; actively contributes to developing and updating the SSP as well as coordinating with the information system owner |
Authorizing Official | Reviews and approves the SSP; authorizes (or rejects the authorization of) the information system to operate |
The Role of the SSP within the RMF
The system security plan is one of three core documents—along with the security assessment report and plan of action and milestones—on which authorizing officials rely to make decisions about granting or denying authority to operate for federal information systems. Because the SSP includes functional and technical information about the system, the security requirements needed to ensure the confidentiality, integrity, and availability of the system, and a complete listing of controls selected and implement for the system, the SSP typically serves as the primary authoritative source of information about securing the system and managing its safeguards. The SSP is the first of the core RMF documents to be developed, beginning with the information produced in step 1 (categorize information system) and step 2 (select security controls) [2]. Subsequent steps of the risk management framework rely on information captured in the system security plan during these initial phases, particularly including the implementation and assessment of security controls (RMF steps 3 and 4, respectively) specified in the SSP. The results of key activities such as the security control assessment serve as inputs back to the SSP, which is updated to reflect control remediation and other recommendations in the security assessment report. Figure 10.2 depicts the relationship between system security plan development activities and the security control assessment process.
Figure 10.2 The System Security Plan Occupies a Foundational Position within the RMF, Providing an Essential Input to Key Processes Such As the Security Control Assessment
The system security plan is so important to the system certification and accreditation process that the RMF includes a task for security plan approval by the authorizing official [17] separate from the risk acceptance and security authorization package approval associated with authorizing the information system. This approval, falling within step 2 of the RMF, provides an opportunity to evaluate the system security plan for its completeness and extent to which it satisfies the security requirements of the system, and to determine whether the SSP accurately identifies risk associated with the system and the residual risk faced by the agency if the system is authorized to operate with the specified security controls.
Structure and Content of the System Security Plan
As the master source of information about the system from a security standpoint, the system security plan typically includes a large quantity of information. To make this information readily accessible and useful to authorized audiences, it is helpful to organize the content in the SSP in a logical manner and structure the plan itself in a way that makes it easy for readers to find the information they are seeking. To the extent that agencies have the governance in place to implement and enforce security documentation standards, using the same SSP structure and content requirements for all information systems across an agency facilitates the review and assessment of the plans by authorizing officials and others who manage, evaluate, or oversee multiple systems in the same agency. While the SSP contains a great deal of detailed information about an information system, it also provides links or references to related documents, subordinate plans and security artifacts, policies and procedures, and information about the implementation details of specific security controls. The fact that the SSP lists all the selected security controls for an information system means that system security plans are often long documents, adding a further incentive to structure the SSP in a way that makes it possible to navigate efficiently to find specific information when needed.
System Security Plan Format
Special Publication 800-18, Guide for Developing Security Plans for Federal Information Systems, specifies the minimum content requirements for a system security plan, and provides a basic template and instructions for completing the SSP following the content outline [1]. There is no specific format required for the SSP, although the conventional presentation of the SSP as a document-based artifact leads most agencies to develop their plans using common word processing and print or online publication formats. System owners in agencies using computer-assisted certification and accreditation processes may be able to enter the relevant SSP information into online forms or databases and use the computer program to generate the SSP artifact using the information captured and stored in the program. Following NIST guidance, system security plans are often organized into two major sections, with the first presenting descriptive information about the system and the second provided a detailed listing of all security controls selected for the system. The following subsections describe the key content elements for system security plans prescribed by Special Publication 800-18, highlighting the nature of the information expected to be included in the plan, likely sources for this information, and the roles or individuals responsible for providing it.
TIP
Most federal agencies develop their own system security plan templates and require system owners to use those templates to ensure consistency for all systems across an agency or at least within the management purview of the authorizing official. Many agency-specific templates are publicly available, so in cases where a system owner is faced with developing a new SSP from scratch there are examples to follow. Agency templates typically include at least the content items specified in Special Publication 800-18, and may include additional information requirements based on the needs of the agency producing the template. Representative examples of agency SSP templates include those from the National Aeronautics and Space Administration (NASA) [18], Department of Housing and Urban Development (HUD) [19], Federal Deposit Insurance Corporation (FDIC) [20], and Centers for Disease Control and Prevention (CDC) [21], the last of which is offered as an explicit example by NIST on its website.[22] The SSP template from the Centers for Medicare and Medicaid Services (CMS) [23] offers an example of a plan extending beyond NIST guidance to reflect cross-references to risk assessment and risk management activities as well as integration with system development life cycle (SDLC) processes.
System Identification
Every system security plan documents a different system, so the first item the SSP describes is the name of the system and its identifier. NIST guidance assumes that agencies assign unique identifiers to all systems (whether or not the system name is unique), to enable effective tracking and consistent references to the system across the agency [24]. Agencies report different types of information about systems to OMB, GAO, and other oversight bodies using different processes, forms, and methods, so the use of unique system identifiers facilitates tracking and correlation of system-level information communicated at different times through different mechanisms. Agencies are free to use any naming and identification standards they wish, but the use of unique identifiers falls under agency-wide IT governance, to ensure that system owners select identifiers that are actually unique within the agency. Various security information about systems is included in the agency FISMA inventory, incident reports, and other communications to audiences outside the agency, so is also a good idea to use system identifiers that uniquely identify the agency responsible for the system. One approach familiar to many system owners is the construction of the unique project identifier (UPI) used to identify each IT investment in the agency’s IT portfolio as part of the capital planning and investment control (CPIC) process. Although in 2011 OMB simplified the requirements for unique investment identifiers, guidance to agencies on reporting IT investments still provides a detailed numeric coding scheme that captures descriptive aspects about the nature, purpose, and ownership of each investment [25]. Agencies that choose to adopt meaningful coding standards for unique system identifiers need to make system owners aware of the proper procedure for developing an identifier. Information system owners typically have responsibility for assigning unique system identifiers and registering the system or otherwise officially recording the name and any other identification attributes [26]. Determining an appropriate identifier may require coordination with or input from the investment owner or owners responsible for funding the system (if the investment owner is different from the system owner), the senior agency information security officer or others responsible for the agency’s FISMA inventory, or designated other IT governance personnel. Support for system identifier selection can also be provided to system owners as part of the information system registration task in step 1 of the RMF.
WARNING
Because major applications and general support systems often involve substantial capital investments for the agencies that develop and operate them, many agencies use unique investment identifiers as reported on their IT investment portfolios (or the corresponding unique project identifier used prior to the fiscal year 2013 budget cycle) to identify information systems. OMB Circular A-11 requires each agency IT investment to be uniquely identified, using a coding standard that also identifies the agency to which the investment belongs [27]. Nothing in federal CPIC guidance, however, requires a one-to-one mapping between IT investments and the systems whose development or sustainment those investments fund. This means it is possible for a single IT investment to fund more than one information system in an agency, or for a single system to be partially funded by multiple investments. Unless IT investment identifiers correspond to only one system each, agencies should use system-specific unique identifiers instead of or in addition to investment identifiers.
System Categorization
The system security plan documents the results of the security categorization task carried out at the beginning of step 1 in the RMF. As described in detail in Chapter 7, every federal information system must be categorized following guidance in FIPS 199 [28] that instruct agencies and their information system owners and information owners to assess the potential impact associated with a loss of confidentiality, integrity, or availability of the information system or the information it contains. Using the security categorization process, system owners determine the overall impact level for each information system, with three possible categorizations: low, moderate, or high (Table 7.2 lists the standard definitions for these impact levels). The security impact level for an information system determines the minimum security requirements needed to safeguard its confidentiality, integrity, and availability, and corresponds to one of three security control baselines in Special Publication 800-53 [13]. The baselines represent starting points for information system owners to select the appropriate set of security controls for their systems, so completing the security categorization is a prerequisite to beginning the security control selection process. Agencies operating national security systems follow similar procedures for system security categorization, but assign separate impact levels for confidentiality, integrity, and availability, resulting in 27 possible combinations and corresponding baselines [29].
Federal guidance directs each system owner to follow the same security categorization process, first assessing the information types used by the system and then considering the system itself. The overall security categorization reflects the highest level determined for confidentiality, integrity, or availability for the system or any of its information types. This high-water mark approach [30] means that the minimum security requirements for an information system are whatever is needed to protect the most sensitive or highest impact information the system stores, processes, or accesses. Information owners and system owners are expected to adopt an organization-wide perspective when conducting security categorizations, to ensure that impact levels accurately reflect mission and business objectives [31]. Security categorization under the RMF is usually documented separately using a FIPS 199-based template or worksheet, with the system security plan typically containing only the results of the security categorization process. Information system owners in agencies requiring more detailed explanations or justification for the categorization sometimes include separate confidentiality, integrity, and availability categorizations for the system, or a list of information types used by the system and their associated impact levels.
Security categorization is inherently a subjective process. Information owners and system owners use their knowledge of the organization, the information system, and the way the system will be used and apply their best judgment regarding the severity of a loss of confidentiality, integrity, or availability. The definitions in FIPS 199 for low-, moderate-, and high-impact levels are also subjective, corresponding to “limited,” “serious,” or “severe or catastrophic” adverse effects [32]. The fact that each system owner follows the same security categorization process cannot ensure that information types are accurately or consistently identified across systems, or that impact levels are consistently assigned. Agencies that leave security categorization entirely up to personnel associated with each system run the risk of information systems with similar information types and potential impacts being categorized differently. In such situations the potential exists for agencies to under- or over-allocate resources to safeguard inaccurately categorized systems—either by implementing unnecessary controls for a system mis-categorized at a higher impact level or by failing to implement appropriate controls for a system mis-categorized at a lower impact level. One way to mitigate this risk is for agencies to develop standard categorizations for information types and impact levels and to provide explicit guidance to system owners on evaluating their systems. NIST offers guidance to agencies on default categorizations by information type in Special Publication 800-60 [33], but many agencies may find that their use of certain information types raises security concerns that do not apply to every agency. In contrast, issuing agency-specific (or bureau- or operating division-specific) guidance to system owners on accurately identifying and categorizing information types in their systems can both simplify the security categorization process for system owners and ensure more consistent impact level determinations across the agency [34].
Designation of Key Roles
The system security plan identifies key individual associated with the system and their roles, providing contact information for each individual. There is no minimum or maximum number of roles that might be included in an SSP, although Special Publication 800-18 lists the system owner, authorizing official, individual responsible for system security, and “other designated contacts” [35]. Depending on the scope of the system, the environment in which it is deployed, and the parties responsible for developing, maintaining, or managing it, the SSP might also designate roles and individuals responsible for providing common controls, operating and supporting the system, and responding to incidents or maintaining business continuity for the system. For federal information systems developed or managed on behalf of the government by third parties, such as contractors or hosting service providers, the SSP might also include roles and contact information for the project manager, information system security officer, data center or managed service provider, and contract officer or other government personnel responsible for managing the relationship between the agency and the third party.
Operational Status
System security plans are required for newly developed systems as well as those already in operation. System owners indicate the status of the information system documented in the SSP using one of three values: operational, under development, or undergoing a major modification [36]. Prior to receiving authorization to operate, new systems are designated “under development,” with the status updated to “operational” once authority to operate has been approved and the system has been put into production. Systems “undergoing a major modification” may remain in production while the modification occurs, but this designation provides an indication that the functional and technical characteristics of the system will change, invoking a need to update system certification and accreditation documentation and, potentially, to re-authorize the system once modifications are complete.
System Type
As noted previous in the section System Security Plan Scope, information systems documented in system security plans are one of two types: major applications or general support systems. The SSP explicitly indicates the system type, referencing the system boundary and general system description information where relevant. The SSP describes the relationship between the system that is the subject of the SSP and any subordinate systems such as minor applications incorporated within the same system boundary. System security plans for general support systems should identify all applications operating within the general support system boundary. Systems designated as major applications may still rely on general support systems (such as data centers or local area networks), so the SSP also describes any dependencies, connections, or interrelationships between the major application and general support systems. System owners responsible for major applications with such dependencies must be aware of the security controls implemented for the general support system—whether or not the information system inherits them as common controls—and accept the risk associated with the general support system’s security posture. In addition to documenting the system type and documenting any relationships with general support systems, Special Publication 800-18 directs major application system owners to notify the general support system owner of security requirements for the major application; furnish a copy of the major application’s SSP to the general support system owner; request a copy of and review the SSP for the general support system; and include references to the general support system security plan where applicable, such as when the general support system provides a common control inherited by the major application [37].
NOTE
OMB and NIST guidance suggests that moderate or high security categorizations are expected for major applications. In contrast, general support systems may appropriately be categorized as low impact, as long as all of the applications supported by the general support system are also designated as low impact according to FIPS 199. The security categorization for a general support system must be equal to or higher than the applications operating within it. System owners developing system security plans for major applications intended to be deployed within a general support system must ensure, once the system type and security categorization have been established, that the security categorization for the general support system is high enough to accommodate the major application.
A minor application does not have its own system security plans, but instead is documented as part of the system security plan for the major application or general support system in which it operates. In practice, this means that the security of the minor application is the responsibility of the major application or general support system that encompasses it, and from a security planning standpoint the system owner for the major application or general support system is considered to be the system owner for the minor application [38]. Common examples of minor applications include administrative, project management, or content or document management tools that do not store or process sensitive information.
System Description
While the primary purpose of the system security plan is to document the security requirements and corresponding controls for the system, the SSP also includes a general description of the function, purpose, and intended use of the information system. The system description for a general support system should also list all the major and minor applications residing within the general support system. Providing descriptive information about system and the mission and business functions it supports helps the authorizing official and other SSP readers to better understand the system, its value to the agency, and the risk to the agency applicable to the system. Documenting the system functionality and the information collected, processed, or made available to users of the system also provides some insight into the drivers behind the security requirements for the system. The system description should also include any designated primary mission essential functions the system supports, as systems serving such a role are subject to specific continuity of operations requirements that affect many security controls implemented for the system, particularly those associated with continuity planning [39]. The content for the system description information in the SSP can often be drawn from other documentation, potentially including business cases written to justify capital investments to fund the system, system design documents for developed systems, or vendor-provided materials for systems that implement commercial off-the-shelf technologies. System descriptions in the SSP documents should be brief [36], as the intent is not to exhaustively document the system functionality, but instead to characterize its general purpose, its functional and technical characteristics, and the types of internal or external users the system supports.
System Environment
The system security plan also provides a brief technical description of the system, addressing its major technical components and the nature of the environment in which the system operates. Special Publication 800-18 defines three common environment types: standalone, managed or enterprise, and custom [40]. Stand-alone environments typically refer to small system installations such as those that might be associated with a home office or telecommuting location. Managed or enterprise environments are characterized by well-defined network, hardware, and software components and configurations operated by IT personnel. The custom categorization is used when neither standalone nor managed or enterprise types apply, due to the unusual nature of the system or specialized requirements associated with its operating environment. As with the general system description, the system environment description in the SSP is intended to give basic technical information and highlight any special security issues or requirements. It is not intended to provide the sort of comprehensive or highly detailed information that might be expected to appear in other technical system documentation. Where feasible, including a logical or physical system architecture diagram—such as those commonly prepared during the design phase of the system development life cycle—is one way to concisely present this type of technical information.
System Interconnection and Information Sharing
Modern information systems rarely operate in isolation; more often, information systems are integrated or otherwise connected with other systems to enable data or resource sharing. Any direct connection from one information system to another represents a potential security concern, particularly when the interconnected system is owned or managed by an organization outside the agency. In such circumstances, it is essential for the system owner to understand the nature of system-to-system connections, the vulnerabilities associated with system interconnections, and the security controls other organizations put in place to safeguard their systems and points of interconnection. The system interconnection section of the SSP provides a list of, and key details about, all systems interconnected with the information system that is the subject of the SSP. More complete information about these interconnections is documented separately in the interconnection security agreements or memoranda of understanding developed and executed by the system owners; the use of these formal documents is required (as Special Publication 800-53 control CA-3) for all federal information systems [13], with the exception of intra-agency interconnections between systems subject to the same security requirements or under the supervision of the same authorizing official. Special Publication 800-47 provides guidance to agencies on using and securing system interconnections and on properly documenting all information sharing connections between systems [41]. Within the SSP, system owners should identify and provide basic descriptive information about each interconnected system, including its name, owning organization, interconnection type, interconnection authorization and date, security categorization, certification and accreditation status, and authorizing official [42]. System owners typically need to work with their counterparts responsible for interconnected systems to gather and accurately document the necessary details.
Laws, Regulations, and Policies
A wide array of laws, regulations, and policies include security and privacy requirements that may apply to a particular information system. All federal agency information systems are subject to general information security requirements in laws such as FISMA [43] and the Clinger-Cohen Act [44] and in memoranda and other guidance from OMB on implementing the provisions in these laws. Other legislation addresses uses of information and necessary safeguards specific to certain types of information, purposes for use, or segments of the population that apply to some agencies and systems but not others. The system security plan should list laws, regulations, or policies relevant to the security requirements of the system in question. Special Publication 800-18 emphasizes the inclusion of system- or agency-specific drivers of security requirements, suggesting that broadly applicable laws such as FISMA need not be cited in security plans [45]. Many agencies choose to include these laws, prepopulating their SSP templates with universally applicable laws, to which system owners can add system- or domain-specific sources of security requirements. For information systems that store or process records subject to the Privacy Act [46], the SSP should include not only a reference to the Privacy Act but also the system of record number and an indication of whether the system is used for computer matching activities [45]. This information is typically captured separately in the privacy impact assessment for the information system, so system owners can refer to that documentation when including the information in the SSP.
Security Control Selection
The heart of the system security plan is the selection of security controls needed to satisfy the system’s security requirements. The process of selecting appropriate security controls—as described in detail in Chapter 8 and referenced again in Chapter 11—begins with the identification of the minimum necessary security controls. The security categorization drives this identification, where the impact level assigned to the system determines the appropriate starting point for the system security controls, in the form of one of the three security control baselines—specified for systems categorized as high-impact, moderate-impact, or low-impact—associated with Special Publication 800-53 [47]. There is no expectation that each system directly provides all the security controls in the designated baseline, but the SSP documents the full set of controls applicable to the system, including common controls provided at a general support system or agency-wide level, hybrid controls (those partially inherited and partially system-specific), and controls implemented specifically for the system. The security control selection section of the SSP documents the planned or actual implementation of all selected security controls, providing (in addition to the name of each control) a brief description of how each control is implemented and who is responsible for implementing it.
The security control baseline represents only a starting point because each system owner has the flexibility—subject to agency security policies, procedures, standards, and guidelines—to tailor the security control set to meet the needs of the system. Tailoring may include adding security controls beyond those specified in the baseline, substituting alternative or comparable compensating controls that differ from those in the baseline, specifying of system-level parameters for applicable controls, and applying one or more scoping factors that may affect the applicability of some controls in the baseline to the system [48]. All security control tailoring should be documented in the system security plan, as such documentation explains any deviations from the baseline controls that would be expected for a system at a designated security categorization level. Scoping considerations influence decisions to augment security control baselines, such as by implementing optional controls or control enhancements from Special Publication 800-53, or to choose not to implement specific controls due to their inapplicability to the system. Special Publication 800-18 identifies six categories of considerations that fall under the application of scoping guidance [49]:
• Technology-related considerations apply to security controls that address specific technologies, where such controls do not apply to systems that do not use the relevant technologies, or specific components of the system that provide security capabilities. Such considerations also apply where the mechanisms needed to deliver the security functionality required for the control are not readily available or technically feasible for the system, in which case the use of compensating controls may instead be used to meet minimum security requirements.
• Common security control-related considerations apply when agency-wide, group, or operating environment common controls are in place, particularly when the potential exists to implement system-specific controls to meet the same security requirements. Common controls are typically managed outside the responsibility of the system owner, so the use of common controls where feasible represents not only a source of cost efficiency but also a reduction in security management and oversight for the system owner. System owners need, however, to ensure that the capabilities of available common controls adequately meet the requirements of the system; if this is not the case, the control may need to be addressed as a hybrid or system-specific control instead.
• Public access information systems-related considerations apply for systems whose intended use includes public access, as some of the minimum security controls specified in security control baselines may not be applicable to use by the public or other non-agency users. Conversely, security controls intended to protect systems from threat sources using public interfaces may not apply to systems that restrict access to internal agency users.
• Infrastructure-related considerations apply in particular to physical and environmental controls associated with agency facilities that are likely to be provided as common controls for individual information systems and, even for general support systems such as data centers, apply only to the aspects of the physical, technical, or network infrastructure that protect, support, or otherwise relate to the information systems operating within the general support system environment. In many cases system owners have little ability to affect, alter, or even choose the infrastructure-related services and controls on which their systems depend, although it is important for system owners to recognize when the common infrastructure controls available to them may be insufficient to satisfy their system security requirements. In such cases, compensating controls may be necessary.
• Scalability-related considerations refer to the potential variability in some security controls—common or system-specific—depending on the size and complexity of the agency implementing the controls, the mission-criticality or security categorization of the information system, and the scope of the controls within the agency. Consistent with principles of risk-based, cost-effective security management, security controls implemented should be commensurate with the functional scope defined in the relevant security control baseline, and with the environmental and operational needs of the agency and its information systems.
• Risk-related considerations apply to the extent that the system owner, authorizing official, or other agency risk executive decided to downgrade one or more security controls to the level specified in a lower baseline than indicated for the security categorization of the information system. The high-water mark rule in FIPS 199 means that a high-impact categorization for a single information type or security aspect of the system can result in an obligation to implement high-impact baseline controls across the board, potentially at a cost or level of effort not otherwise supported by risk assessments. Choosing to implement controls at a lower baseline level than the overall system security categorization is generally permitted only when the lower level implementation for the control is consistent with the security categorization before applying the high-water mark and when the lower level implementation satisfies the agency risk tolerance and the assessment of risk for the system.
NOTE
The use of Special Publication 800-53 baselines to set the scope for security controls documented in the system security plan and the flexibility afforded to system owners to tailor their security controls raises the question of whether all controls in the relevant baseline should be listed in the SSP, or only those controls actually implemented. Special Publication 800-18 indicates that the set security controls described in the SSP should reflect the results of selection, tailoring, and common control identification processes, suggesting that baseline controls deemed not applicable for the system are omitted from the SSP [50]. Agencies that prescribe the use of a standard security control template for all information systems may prefer, however, to include applicable, inherited, and not applicable controls in order to maintain consistency among SSP documents developed for different systems. Regardless of the inclusion of these controls in the SSP security control listing, any determination that a baseline security control does not apply to a system should be documented with appropriate explanation in the tailoring section of the SSP.
Security control selection and tailoring address all security controls needed to satisfy the security requirements of the information system, regardless of the source providing each control. To fully understand and document the implementation of selected security controls, system owners must identify the common controls to be used by their systems, working in collaboration with their senior agency information security officers and general support system owners or other common control providers [51]. There are practical advantages to using common controls where feasible, and agencies may specify by policy preferences for or explicit requirements that information systems use the common controls available to them. The simple fact that a common control exists within the agency and is available to the information system does not necessarily mean that it is appropriate for the system owner to choose to inherit the common control rather than providing a system-specific or hybrid implementation. System owners must evaluate the available common controls against their system security requirements and, in cases where the common control is deemed insufficient, determine a hybrid implementation or select a compensating control that will satisfy the system need. To assist in this evaluation, common control providers typically make available to system owners their security control assessments, general support system security plans, or other relevant documentation.
Security Control Listing
The system security plan provides a complete listing of security control implemented for the system, including common controls implemented by other systems or providers. The volume of information and level of detail included in the SSP for each control may vary according to agency policy or SSP standards, or requirements set by the authorizing official who approves the completed plan. The minimum content expected for each control description, following guidance in Special Publication 800-18 [52], is the security control title; how the control is or is planned to be implemented; any scoping guidance applied to the control, indicating type of consideration; and the control’s designation as system-specific, hybrid, or common, specifying the common control provider where applicable. Even with succinct descriptions, the security control listing occupies a large proportion of the system security plan, as the baseline for a moderate-impact level system includes 160 controls and 95 required control enhancements [51]. The security control baselines published with Special Publication 800-53 group security controls into 17 families organized into three classes—management, operational, and technical—offering a consistent structure for security control listings. The security control listing in agency system security plans may be presented in alphabetical order by control family (the order used in the security control catalog in Special Publication 800-53), grouped by control class, or arranged in some other manner according to agency preferences. For consistency, it is helpful for system security plans to use the same structure at least within the agency, and a preferred or required organizing scheme may be provided in the SSP templates used by system owners. Similarly, using the standard security control identifiers and titles from Special Publication 800-53 ensures internal and cross-agency consistency in the way security plans refer to security controls.
Common controls selected for an information system are reflected in the SSP along with system-specific and hybrid controls, although common control implementation descriptions may be less detailed than for other categories of controls, depending on the expectations of authorizing officials or other readers of the system security plan. Because common controls are usually implemented, managed, and documented separately from the information systems that inherit them, system security plans for inheriting systems may incorporate common control descriptions by reference or by copying the control documentation from the provider’s documentation into the SSP. The maintenance and update process for system security plans can be simplified by using references to separate common control documentation, as any changes in the implementation details for the common controls will only need to be updated in the common control provider’s documentation, not in each SSP that inherits them.
Completion and Approval Dates
As noted throughout the RMF task descriptions in Special Publication 800-37, the process of developing a system security plan involves many intermediate steps and incremental updates before finalizing the SSP and submitting it for approval. All system security plans should include both the completion date and approval date for the SSP. The completion date offers an important point of reference for system owners and SSP readers regarding how current the information in the plan is and when the next periodic review and potential update of the plan is due. System owners should update the completion date whenever a relevant change occurs to the SSP, recognizing that system security plan updates may be required in response to system or environmental changes distinct from routine SSP maintenance. Special Publication 800-18 also recommends the use of a version number for system security plans [13], incremented with each update, to provide a readily apparent indication when the plan has changed.
TIP
Although NIST guidance does not specify or prescribe a formal numbering standard agencies may find it useful use a simple version numbering scheme reflecting major releases and incremental updates of the SSP or other security documents. One common numbering scheme—implemented for major and minor version designation in document management systems such as Documentum [53] and Microsoft Sharepoint [54]—is to use whole numbers to represent major releases and tenths to represent minor updates. The first complete and approved SSP might be designated version 1.0 with subsequent annual updates designated version 2.0, 3.0, and so forth. Any other updates to the plan would be reflected through increments to the tenths digit—for example, following this type of pattern, a SSP designated “version 1.2” would indicate the second incremental update of the first major release of the plan.
While the system security plan is a core element in the certification and accreditation package submitted for approval in support of system authorization, the SSP on its own must be reviewed and approved by the authorizing official or designated representative; this approval represents the final task in step 2 of the RMF [55]. The independent review of the SSP is intended to confirm the completeness of the plan, its consistency with agency standards and expectations, and the sufficiency of the controls it includes to satisfy the security requirements of the system [17]. The system security plan, when finalized, should include the approval date and accompanying evidence of approval such as a signature page or separate letter or approval memorandum included with the SSP as an attachment [56].
Ongoing Maintenance Plan
The system security plan supports both initial system authorization and ongoing operation and security management activities for the system once deployed into production. The completed system security plan describes the process by which the security plan itself will be assessed and updated as necessary, including the schedule for routine periodic reviews and events or circumstances that would trigger review and might result in changes to the SSP. NIST guidance, consistent with provisions in FISMA, directs system owners to review and update their system security plans at least annually [53]. Special Publication 800-18 lists a series of potential changes to systems or their management and oversight that should prompt review of the SSP, including changes in information system owner, information security officer, or authorizing official; changes in system architecture or system interconnections; and changes in system scope, operating status, or certification and accreditation status [17].
The ongoing maintenance description in the system security plan should also reference the continuous monitoring strategy developed for the system, or organizational unit, environment, or agency continuous monitoring strategies if a broader scope approach is used instead of a system-specific strategy. The monitoring strategy can be included in the system security plan, inherited and incorporated by reference from a general support system or other common control provider, or developed and documented separately from the SSP. Current NIST guidance to agencies on continuous monitoring [57] provides much more explicit direction to agencies than what is included in Special Publication 800-37 on the process to be followed and content to be included in information security continuous monitoring strategies, and Special Publication 800-18 does not explicitly reference continuous monitoring at all. The monitoring strategy task in the RMF emphasizes ongoing monitoring of system-specific security controls [17], but agencies increasingly specify monitoring requirements in organization-wide policies and procedures. Special Publication 800-137 directs agencies to define continuous monitoring strategies and implement monitoring programs at an organization-wide scope that also address mission and business and system-specific monitoring practices and procedures [57]. With the increased attention focused on continuous monitoring activities and the broad perspective continuous monitoring strategies must reflect, system owners are generally less likely to develop their own system-specific approaches. Even where system-specific continuous monitoring strategies are needed, such strategies will need to reference and incorporate agency-wide strategies and risk management information typically beyond the scope of the SSP. For these reasons, agencies and their system owners should find it more practical and efficient to develop continuous monitoring documentation separate from system security plans, and provide references to continuous monitoring strategies and procedures from the SSP.
SSP Linkage to Other Key Artifacts
The system security plan is a key input to many risk management framework tasks, and influences the development of several other artifacts produced during the certification and accreditation process. As depicted in Figure 10.2, the set of security controls specified for implementation in the SSP drives the scope of the security control assessment process; the control list is reflected in both the security control assessment plan and in the security assessment report produced as a result of the control assessment. Depending on the remediating action or other response to weaknesses or deficiencies identified in the security assessment report, the system security plan may need to be updated after the security control assessment to reflect changes to control implementation details. In some cases, changes needed to remediate weaknesses or deficiencies may be planned to occur after system authorization occurs. Such changes will be reflected in the plan of action and milestones (POA&M) along with the dates by which changes will be made. Control descriptions in the SSP should indicate any such anticipated changes to the way the system will implement its controls, and may include references to POA&M action items or milestones where applicable.
As the foundational security document provided to authorizing officials, the system security plan typically includes references to a large number of other security artifacts. In many agencies these artifacts are designated system security plan appendices, referenced by appendix letter within the SSP, and packaged with the SSP for delivery to the authorizing official. Figure 10.3 presents an example SSP appendix listing from the Cyber Security Assessment and Management (CSAM) tool used by some federal agencies to support their certification and accreditation and system security management activities. Many of these artifacts represent the implementation of documentation-based security controls required in Special Publication 800-53 baselines, such as the contingency plan (required by control CP-2), incident response plan (required by control IR-8), and plan of action and milestones (required by control CA-5) [13]. The interrelated nature of these documents and the need to insert and maintain accurate cross-references between the SSP and associated security artifacts means system owners must reflect accurate identifying details and current information for all documents referenced by the system security plan.
Figure 10.3 Numerous Security Documents and Associated Artifacts are Designated System Security Plan Appendices and Associated with the SSP for a Given System Managed in CSAM [58]
Developing the System Security Plan
The system security plan is referenced in every step of the risk management framework [2]. Whether or not agencies formally integrate security planning activities with their system development life cycles, system owners should begin developing the SSP during the initiation or equivalent phase in the process of developing or deploying a new system. Using information gathered about the business purpose and intended uses of the system, system owners categorize the impact level of the system, develop its security requirements, and identify appropriate security controls. All of this information is documented in the system security plan. As the system undergoes design, development, and testing and the operational characteristics of the system become clear, the system owner, information system security officer, and other contributors should revise the security requirements and control implementation details as necessary in the SSP. Following the RMF process, a full draft of the system security plan is developed and approved by the end of step 2, prior to security control implementation and assessment [2]. The guidance in Special Publication 800-18 emphasizes the activities and inputs needed to produce the initial draft of the SSP, and as shown in Figure 10.4, describes the relationship of key security management processes to the SSP.
Figure 10.4 The System Security Plan Occupies a Central Position in All System Security Management Processes, Providing Key Descriptive Information about the System that Supports Initial System Authorization and Ongoing Operational Activities [59]
Of the three core documents in the system authorization package prepared for authorizing officials, the system security plan includes the broadest set of information and incorporates many of the salient details of the security assessment report and plan of action and milestones. Due to its role as the primary authoritative source for security information about a system, the SSP is typically the last document in the security authorization package to be finalized (aside from certification and accreditation statements or transmittal letters that often accompany the authorization package when delivered). The authorization official relies on the accuracy and completeness of the SSP to make an appropriate authorization decision, so the plan should be carefully reviewed by the system owner, information system security officer, and other authorized personnel with direct knowledge of the system to ensure that it accurately reflects the security controls as actually implemented for the system.
The SSP provides an overview of the system security requirements and corresponding security controls, describing control information in sufficient detail to provide an understanding of the planned or actual implementation of each security control, including security configuration details. The SSP also includes supporting appendices and references to appropriate additional sources documenting enterprise and system risk assessment, privacy impact assessment, system interconnection agreements, contingency plans, configuration management plan, incident response plan, and continuous monitoring strategy. Due to the sensitivity of security control implementation details and other information in the SSP, access to the document associated artifacts in the authorization package should be strictly controlled, consistent with agency and federal policies [2]. Beyond the authorizing official, potential legitimate access needs for the SSP include requests by system owners or authorized representatives responsible for interconnected systems, common control providers whose controls are inherited by the system, or in the case of general support systems, system owners whose systems will operate within or depend on the general support system.
Rules of Behavior
Federal requirements contained in OMB Circular A-130 require formal rules of behavior to be developed for all major applications and general support systems [3], with system users required to acknowledge receipt and agree to the terms of use in the rule of behavior prior to receiving access to the system. Special Publication 800-53 includes rules of behavior as a required control (PL-4) in the security control baselines for all systems, regardless of security categorization [60]. System owners typically maintain records of signed user rules of behavior separate from system authorization documentation, with a copy of the rules of behavior typically included in the authorization package as an appendix to the SSP. Special Publication 800-18 explains the need for rules of behavior to be developed for each system and typical topics that should be addressed, including [61]:
• Defining and describing user roles, responsibilities, and expected use of the system.
• Describing limits on interconnections permitted to the system, including means of access.
• Defining service provisions and restoration priorities.
• Delineating acceptable and unacceptable user behavior and the consequences for violation of the rules of behavior.
• Explaining policies applicable to the system to which users must adhere.
In addition to complying with security control requirements, the process of developing rules of behavior can help identify functional aspects of the system and its intended operation that drive security requirements. For instance, rules of behavior typically address topics such as user permissions or restrictions related to remote access, user monitoring and individual accountability, and disclosure of information available through the system. Decisions about such expected and acceptable uses of the system translate into functional and technical capabilities the system offers and corresponding security and privacy controls the system must implement.
Managing System Security Using the SSP
Once a system has successfully achieved authorization to operate, the primary use of the system security plan shifts to support ongoing operation and maintenance of the system and managing its security posture, including monitoring implemented security controls. Ongoing security management corresponds to the sixth and final step in the RMF, and aligns with the operations and maintenance phase in a typical system development life cycle [2]. The system security plan is intended to reflect accurate and up to date information about implemented security controls, including processes and schedules for reviewing and assessing the SSP, often in conjunction with validating the effectiveness of its security controls through annual security control assessments. As agencies move to implement more robust continuous monitoring practices and capabilities, including those supported by automated security tools, the assessments of security control effectiveness are becoming more frequent, with a corresponding increase in the likelihood that changes to system security controls will be recommended or required. To the extent that system owners can ensure that control descriptions accurately reflect implementation details, the SSP can serve as a point of reference for identifying configuration errors or other potential sources of vulnerabilities. As described in more detail in Chapter 15 on continuous monitoring, automated scanning tools can often identify system configuration settings that fail to comply with agency or federal standards or that expose unpatched or unmitigated vulnerabilities. Automated scanning cannot, however, identify all deviations from specified configurations, practices, or standards, so a thorough validation of security control implementation details in the SSP should be included as part of periodic security control assessments, SSP reviews, and continuous monitoring strategies.
Relevant Source Material
Several NIST Special Publications and Federal Information Processing Standards provide guidance, recommendations, and instructions relevant to the development of system security plans and their use in support of system authorization and in post-authorization operational security management. The most applicable sources of information include:
• Special Publication 800-18 Revision 1, Guide for Developing Security Plans for Federal Information Systems [1].
• Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems [2].
• Special Publication 800-53 Revision 3, Recommended Security Controls for Federal Information Systems and Organizations [13].
• Special Publication 800-39, Managing Information Security Risk Management: Organization, mission, and information system viewt [62].
• Federal Information Processing Standard Publication 199, Standards for Security Categorization of Federal Information and Information Systems [28].
• Federal Information Processing Standard Publication 200, Minimum Security Requirements for Federal Information and Information Systems [63].
These and other NIST Special Publications and FIPS Publications are available from the NIST Computer Security Division website, at http://csrc.nist.gov/publications/.
Summary
The system security plan is the single most comprehensive source of security information related to an information system. It serves as the basis of system authorization decisions by authorizing officials and provides detailed information to support many processes and activities in the system development life cycle. This chapter described the process of developing a system security plan and the contents expected to be included in the plan, and the ways in which the system security plan supports key security management activities before and after system authorization. This chapter also explained the ways in which system security plans are affected by and used to support other activities in the system authorization process described in NIST’s Risk Management Framework.
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Chapter 11
Security Assessment Report
Information in this chapter:
• Security Assessment Fundamentals
• Performing Security Control Assessments
• The Security Assessment Report in Context
• Relevant Source Material
The security assessment report is the primary documented result of the security control assessment initially performed in step 4 of the Risk Management Framework, and repeated as part of the operational monitoring phase described in step 6 of the RMF. Along with the system security plan and the plan of action and milestones, the security assessment report is one of the three documents, authorizing officials use to make the decision to authorize a given information system for production operation. Among all the artifacts produced in a system certification and accreditation package, the security assessment report provides the most comprehensive information about the security controls selected, whether those controls are implemented appropriately and weaknesses or deficiencies in the security posture of the information system found as a result of the security control assessment. The security assessment report serves as the mechanism with which the security control assessor (or assessment team) delivers the findings from the security control assessment to the information system owner and other parties responsible for the assessed controls. The information presented in the security assessment report is essential not only for determining the risk associated with an information system taking all its controls into account, but also as a key source of information for the development of the plan of action and milestones (a detailed description of the plan of action and milestones (POA&M) appears in Chapter 12).
This chapter describes the process of producing a security assessment report, the content contained within such a report, and key considerations for establishing the scope of the report based on the intended use of the assessment information it provides. The information presented here reflects relevant guidance found in Special Publication 800-53A, Guide for Assessing the Security Controls in Federal Information Systems and Organizations [1], and in Special Publication 800-37, Guide for Applying the Risk Management Framework to Federal Information Systems [2]. The generation of the security assessment report depends in many ways on the planning and performance of the security control assessment, so this chapter addresses several aspects of that process (first introduced in Chapter 8) that influence the production of the security assessment report. These aspects include determining the set of controls to be assessed, choosing the procedures, methods, and evidentiary requirements for the assessment, and selecting the appropriate resources to conduct the security control assessment and produce the security assessment report. It also describes the relationship between the security assessment report and other activities, processes, and artifacts (as illustrated in Figure 11.1), putting the report in the proper context within the Risk Management Framework.
Figure 11.1 The Security Control Assessment Process Integrates Organizational and system-Specific Planning, Preparation, Assessment Procedures, and Oversight [3]
Security Assessment Fundamentals
Given the central role of the security assessment report as a decision-support document used by authorizing officials and other information system stakeholders, it is important to understand the security control assessment process that produces the findings contained in the security assessment report. The following sections describe key characteristics of security control assessments that should be considered in order to produce security assessment reports that are accurate, actionable, and reflect the appropriate level of detail. Understanding the elements that go into a security control assessment and the assessment report will also help participants in the system authorization process adapt the assessment process to their own specific needs and intended outcomes.
Security Control Assessors and Supporting Roles
The security control assessor has the primary functional responsibility for conducting security control assessments and for preparing the security assessment report with the assessment results. Depending on the nature of the system under evaluation and the scope, complexity, and logistics involved for the security control assessment, the role of security control assessor may be assigned to one individual, a team or group, or an organization (the latter case often applies where system owners use contracted assessment services). The responsibility of the security control assessor is to perform an assessment of all security controls implemented by an information system to determine whether the controls satisfy the assessment objectives specified in Special Publication 800-53A, and whether they comply with organizational security policies and procedures, standards, and security requirements applicable to the system [4]. In this role the security control assessor is tasked with evaluating the effectiveness of information system security, in accordance with FISMA requirements and related federal guidance. In addition to conducting assessments and preparing security assessment reports, the security control assessor performs an analysis of the selected security controls in the system security plan, and contributes to the development of the plan of action and milestones by identifying weaknesses or deficiencies in the security posture of the information system and recommending corrective action to address any issues raised during the assessment [5].
While security control assessors are expected to have broad knowledge of information security controls and corresponding assessment procedures, the assessor relies on several supporting roles (summarized in Table 11.1) to be able to perform assessments and prepare security assessment reports in an efficient and effective manner. Information system owners, information owners (to the extent these are distinct from system owners) common control providers, and information system security officers are all important sources of information for security control assessors. Individuals in each of these supporting roles may furnish documentation or other evidence needed by the assessor in order to accurately evaluate security controls and make well-supported determinations of control effectiveness. The information system owner plays a particularly important role in facilitating the performance of the security control assessment, with responsibility for providing system-specific information relevant to the assessment as well as granting necessary levels of information system access to the assessor. Common control providers are responsible for assessing their controls, producing corresponding security assessment reports, and making such information available to information system owners whose systems inherit those common controls. Information system security officers have responsibility for providing appropriate security measures for their information systems, and work in cooperation with system owners to ensure that necessary and appropriate security controls are implemented, maintained, and monitored.
Table 11.1 Roles and Responsibilities for Security Control Assessment Participants [6]
Participant | Roles |
Security Control Assessor | Conducts assessments of all security controls implemented by the system to determine their overall effectiveness; documents assessment results in the security assessment report; identifies weaknesses and corrective actions that may be addressed through POA&M items |
Common Control Provider | Conducts security control assessments for common security controls inherited by the system; makes assessment results available to system owners and security control assessors evaluating systems that use the common controls |
Information Owner/Steward | Serves as the authority for rules, policies, and procedures on collecting, processing, disseminating, and disposing of specific information used, accessed, or protected by the information system; provides guidance to security control assessors regarding legal or policy requirements for data protection |
Information System Owner | Provides access to information system, security control documentation, personnel, and other relevant sources of evidence about the security controls being assessed |
Information System Security Officer | Works in close collaboration with the system owner to establish and maintain an appropriate security posture for an information system; provides information and expertise to security control assessors about the specific administrative, operational, and technical controls implemented for or used by the system |
Assessor Independence
Security control assessments are intended to be objective evaluations of an information system’s security posture, and security assessment reports are similarly expected to be accurate and impartial representations of assessment findings. One way to try to ensure objective assessments is to use an independent assessor, where independent means that the assessor has no vested stake in the outcome of the assessment that might produce a conflict of interest. Questions of bias can arise when security control assessments are performed by members of program or project teams tasked with developing, implementing, or operating the information system being assessed, or when the terms agreed for contracted assessments offer implicit or explicit incentives to complete the assessment expediently or with a favorable outcome. Ensuring assessor independence can help maximize the credibility of the security assessment report and increase the confidence with which authorizing officials can rely on assessment results to make decisions [7]. Requirements for assessor independence are typically established by authorizing officials at either a system-specific or an organizational level. These requirements may vary based on the nature of the assessment, the criticality of the system (as indicated by its security categorization), the operational status of the system, or other factors. For instance, different levels of assessor independence may apply for to an assessment of a new system seeking initial authorization to operate than for a reassessment of an operational system that has already been authorized [8].
Faced with resource constraints that limit their ability to obtain independent assessment services from internal capabilities or external service providers, many organizations do allow security control assessments to be performed by assessors that fall within the contractual or managerial purview of the information system owner. In such situations where assessors are less than fully independent, organizations can mitigate the potential for bias by subjecting security assessment reports and other assessment outputs to careful review, analysis, and oversight by individuals or groups with appropriate security expertise [8]. Many federal agencies employ this type of oversight function as part of their information security program management activities, at the same level of the organization where responsibility rests for FISMA compliance and reporting.
Assessment Resources and Assessor Skills
Another important factor in ensuring the quality of security control assessments is the technical expertise of the assessors evaluating security control effectiveness. To accurately determine the effectiveness of security controls as implemented for a specific system, it is necessary but not sufficient for assessors to be well-versed in relevant NIST guidance and applicable federal regulations. Organizations and system owners also need to enlist security control assessors that understand the characteristics of the system being assessed, that have knowledge of the way system-specific and hybrid controls are implemented for the system, and that are familiar with the common controls inherited by the system [8]. The need for system-specific knowledge does not diminish the importance for assessors to have detailed knowledge of applicable organizational security policies and procedures and of current versions of NIST guidelines in use by the organization. Not all organizations find it practical or feasible to quickly adopt the latest releases of Special Publications and other guidance—in addition to educating system owners, security officers, and other personnel on the changes, organizations may also be dependent on FISMA reporting tool vendors or other external parties to revise or update the systems used to capture system security information such as assessment data.
Federal guidelines do not specify minimum experience requirements for assessors, but conducting effective security control assessments using current assessment guidance and procedures requires a level of expertise typically associated with security specialists. Prior to the first release of Special Publication 800-53A in 2008, many system security assessments took the form of self-assessments following procedures and an assessment questionnaire provided in Special Publication 800-26, Security Self-Assessment Guide for Information Technology Systems [9]. The federal information technology assessment framework described in Special Publication 800-26 used a five-level rating scale for security controls, reflecting a sort of maturity model ranging from “documented policy” at level 1 to “fully integrated procedures and controls” at level 5 [10]. Each of the rating levels was defined with prescriptive guidance and assessment criteria that assessors could use to evaluate controls. Special Publication 800-26 was withdrawn by NIST in 2007 and replaced by Special Publication 800-53A. In contrast to the five-level rating scale previously used for self-assessments, controls assessed using Special Publication 800-53A are evaluated against specific assessment objectives, with objectives for each control found to be “satisfied” or “other than satisfied [11].” Security control assessments are subjective, relying on the knowledge and expertise of security control assessors, as well as their ability to effectively perform appropriate assessment procedures for each control. Assessors are empowered to make determinations about the effectiveness of security controls, so organizations and system owners should enlist the services of individuals with sufficient experience (and an appropriate level of independence) to instill confidence in the results documented in the security assessment report.
Note
To perform security control assessments effectively, assessors must have a thorough understanding of information security control objectives and associated procedures and technologies. An assessor working alone must have broad security knowledge across all the security control families in Special Publication 800-53 and enough experience with examining security controls in practice to be able to make accurate evaluations of the effectiveness of specific security control implementations. Recognizing the need for system owners to be able to choose appropriately qualified assessors, NIST developed Interagency Report 7328 [12], which includes a validation checklist that can be used to evaluate the capabilities of candidate security control assessors. When choosing an assessor, professional security certifications can also give some indication of qualifications. Although there is no certification specific to conducting security control assessments for government information systems, there are certifications focused on general information systems security control effectiveness [13–15], and on the federal certification and accreditation process [16]. Organizations seeking to enlist the services of an assessor should not rely on certifications alone, but instead should evaluate the knowledge and experience of the assessor to make sure that experience applies to the type of system and operational environment being assessed.
Security control assessors must be mindful of the guidance in force for a given system, and be aware of any potential changes planned by the organization that may affect the security controls selected for the system and the scope of the assessment and corresponding security assessment report. As an example, the set of security controls listed in Special Publication 800-53 changed when Revision 3 of the document was released in final form in August 2009. The corresponding security control assessment guidance in Special Publication 800-53A Revision 1 was not finalized until June 2010, so few agencies (or the tool vendors some of those agencies use) updated their adopted control baselines until more than a year after they were available, continuing instead to use Special Publication 800-53 Revision 2 (which was released in December 2007). For a moderate-impact system, the move from Revision 2 to Revision 3 of Special Publication 800-53 resulted in 21 changes in required controls (seven new controls, eight revised or otherwise modified, and six deprecated [17]), so while assessors may not be too concerned with which control set should be applied to a system, it is helpful to avoid switching from one version to another during the time between when the security assessment report is produced and when it is evaluated. The breadth of security controls to be evaluated also influences the choice of assessor, particularly including whether to use multiple assessors or just one. A complete security control assessment for a moderate-impact system can require evaluation of as many as 250 discrete controls and enhancements (depending on the number of inherited and not applicable controls), so where comprehensive breadth or coverage are specified, it can be difficult to find individual assessors with sufficient knowledge to address all the assessment objectives in scope.
Assessment Timing and Frequency
Security control assessments are conducted both as part of initial certification and accreditation activities in support of system authorization decisions, and on an ongoing basis as an element of continuous monitoring and to comply with periodic evaluations of security control effectiveness required under FISMA [18]. Once a system has been authorized, system owners are typically required to reassess all of the system’s security controls on an annual basis, and subsets of controls may be reassessed more frequently as part of continuous monitoring activities, in accordance with monitoring policies or procedures applicable to the system [19,20]. Security assessment reports are intended to present the results from security control assessments, so a new security assessment report is typically produced whenever a new assessment is performed, to keep the security assessment report accurate and current. The process of re-generating security assessment reports is greatly facilitated by the use of automated tools to support security assessments. Where manual procedures are followed, organizations can simplify the process of revising and reproducing security assessment reports by establishing and tracking due dates for reassessments, both of the full set of controls selected for the system and of subsets or individual controls subject to more frequent evaluation. The presentation of controls in Special Publication 800-53, which organizes controls into 18 categories (called families), offers one approach for subdividing control assessment reports. Where security assessment reports are structured in a way that follows Special Publication 800-53, individual sections of the report can be updated separately when necessary, facilitating a reassessment approach that covers one control family at a time. It is often not feasible to isolate individual controls or control families for assessment, as many controls have preceding or succeeding dependencies on other controls that may not be part of the same control family. For example, the media protection controls MP-4 (Media Storage) and MP-5 (Media Transport) are both related to control AC-19 (Access Control for Portable and Media Devices), so it may not be possible to fully assess MP-4 and MP-5 without having assessed AC-19 as well [21].
Assessing New Systems Prior to Authorization
Organizations conduct security control assessments of all controls used by an information system (both inherited controls and those provided by the system) as part of the initial system authorization process in step 4 of the Risk Management Framework [22], as described in Chapter 8. The results of the security control assessment are documented first in an initial or draft security assessment report, which is reviewed by the information system owner, information system security officer, and other officials as needed to review any weaknesses and deficiencies identified in the initial report and choose which issues need to be remedied and what corrective actions to take. Once appropriate actions are taken, relevant controls are reassessed and the initial security assessment report is updated to produce a final version, which is delivered to the authorizing official along with the rest of the system accreditation package documentation. Depending on the type of system being developed or implemented and the project plan or system development life cycle being followed, initial security control assessments may be conducted incrementally or all at once. Guidance to agencies provided in Special Publication 800-37 recommends that security control assessments be performed as early in the development life cycle as possible [4], bearing in mind that some selected controls may not be implemented or fully documented until the system nears implementation. Planning for such developmental testing and evaluation assessments should take into account the fact that prior assessment information does not exist (as it often does for ongoing assessments of operational systems), although information should be available about any common controls to be employed by the system. In situations where new systems implement commercial off-the-shelf (COTS) software, some vendors offer documentation to federal customers to support security assessments of their products. Security assessment reports produced for these systems may rely on a variety of sources of potentially reusable security assessment results, which can reduce the total time required to conduct security control assessments and produce security assessment reports.
Assessing (and Reassessing) Operational Systems
While the core assessment process is much the same for operational systems as it is for newly authorized systems, there are several factors that influence the way in which ongoing security assessments are performed. Perhaps most significant of these is the simple fact that since at least one assessment has already been conducted in support of initial authorization, subsequent assessments can draw on the results of previous assessments to streamline the process. Special Publication 800-37 identifies several potential sources of previous assessment results that can be used for reassessment, assuming the underlying controls are still the same and that the environmental characteristics of the controls are still accurate. These sources include [4]:
i. security control assessments conducted as part of an information system authorization, ongoing authorization, or formal reauthorization;
ii. continuous monitoring activities;
iii. testing and evaluation of the information system as part of the system development life cycle process or audit.
Special Publication 800-53A also emphasizes the concept of reuse when conducting security control assessments, in the sense both of reusing evidence corresponding to specific controls, and of reusing the results of previously performed assessments. This guidance emphasizes several considerations that should be taken into account when determining whether previous assessment results should be reused, including the extent to which conditions may have changed with respect to security controls under evaluation; the amount of time elapsed between the previous and current assessments; and the level of independence associated with the previous assessments [23]. These factors can help system owners and common control providers determine whether previously conducted analysis satisfies current control assessment objectives and whether evidence used to support previous assessment findings is still accurate and applicable. Security assessment reports produced as a result of reassessments can in many cases take the form of edited or revised versions of previously delivered reports, as the implementation specifics for many security controls do not change during the year (or less) between assessments. Even where a given control has not changed and the evidence consulted is the same, assessment results for each control should be updated to reflect the most recent date of assessment, and complete security assessment reports should include the current date of delivery, a revision history listing previous versions of the report, and summary information explaining what previous assessment results were reused, if any.
Scope and Level of Detail
The security assessment report provides assessment details, findings, and recommendations for each control that is evaluated. This means that the scope of the security assessment report is typically a reflection of the scope of the security control assessment, but different organizations may have different interpretations about what should be included in both the assessment and the assessment report. There are two primary schools of thought on this topic: the first focuses on the set of assessed controls that are specific to the information system, and excludes information on common controls. The assessment for common controls—such as backup power generation, fire suppression, or security guards provided by a data center where a system is hosted—is typically the responsibility of the common control owner, not the assessor or the owner of the system undergoing authorization, so to include common control assessment information in the security assessment report the assessor needs to gain access to the assessment details for the common controls. The second approach includes all controls relevant for the system, whether system-specific, common, or hybrid. This alternative approach results in a security assessment report that addresses all the controls and enhancements implemented for the system, regardless of whether the controls fall within the system boundary or are inherited or otherwise provided outside the system boundary. The most appropriate approach to take depends on the expectations of the authorizing official that will use the security assessment report in support of authorization decisions, or on the requirements dictated by organizational security policies.
In organizations where authorizing officials or other reviewers of security assessment reports compare security assessment report contents to security control baselines, the report should be structured in a way that identifies the status of all controls, to avoid any potential confusion as to whether an anticipated control might have been overlooked in the assessment. During the process of security control selection (within step 2 of the RMF), information system owners identify common controls used by their systems and tailor and supplement the security control baseline as appropriate for each system [24]. This process results in a categorization of security controls—documented in the system security plan—as either “applicable,” “not applicable,” or “inherited.” Security control assessments typically do not cover inherited (common) or not applicable controls, but if corresponding security assessment reports do not provide details on inherited or not applicable controls, then the reports should explain that fact and provide a reference to sources of information on controls that are not addressed in the report. Organizations using automated tools supporting certification and accreditation activities may be able to generate a report indicating which controls are applicable, not applicable, or inherited (for example, in the Cyber Security Assessment and Management (CSAM) application, such a listing is provided in the Security Requirements Traceability Matrix Report, an excerpt of which is shown in Figure 11.2).
Figure 11.2 The Security RTM Report Generated by CSAM Shows the Key Elements Included in a Security Control Requirements Traceability Matrix, Including the Applicability of Each Baseline Control for the System and Whether the Control is Inherited or System-Specific [25]
In addition to the set of controls covered in the security assessment report, it is important to understand the level of detail expected for the report so that appropriate instructions can be given to security control assessors, and to ensure that assessors use the right methods and objects and assessments are conducted with the necessary levels of depth and coverage. The intent is to make sure that security assessment reports include the right amount of detail to meet organizational expectations, and to comply with applicable organizational or federal policies. Security assessment reports typically provide only summary information about the assessment procedures used for each control and the evidence consulted to arrive at the assessment findings, with references given to more detailed assessment tasks and specific sources of evidence [26]. The security assessment report places greater emphasis on weaknesses or deficiencies noted by the assessor, and recommendations for remediating, correcting, or compensating for any controls failing to satisfy the stated assessment objectives. The key factor determining the level of detail to include for each control in the security assessment report is the need expressed by authorizing officials, risk managers, system owners, and others who use the report for decision making purposes. Providing too little detail will result in additional information requests and corresponding delays in decision making processes that rely on the security assessment report, while too much detail runs the risk of over-burdening users of the report, especially considering that a security assessment report for a moderate-impact system may cover more than 250 controls and enhancements. The intended level of detail should be specified, along with assessment objectives and other expectations for security control assessments, in the security assessment plan [7].
Security Control Baselines
Information security controls for federal information systems are specified in Special Publication 800-53. The applicability of the controls in Special Publication 800-53 is based on the security categorization of the information system, with a security control baseline (a subset of the 198 controls in Special Publication 800-53 Revision 3 [17]) for each of the three impact levels defined in Federal Information Processing Standards Publication 199 (FIPS 199) [27]. The low-impact, moderate-impact, and high-impact baselines are published separately as excerpts of Special Publication 800-53, to provide impact-level-specific references for required security controls and control enhancements. These baselines are intended to provide the set of controls necessary to satisfy the minimum security requirements for an information system categorized at each impact level [28]. Organizations are encouraged and expected to augment the baseline security controls as necessary to provide adequate protection of confidentiality, integrity, and availability of information and information systems. As explained in Chapter 7, during the security control selection process in step 2 of the RMF system owners can make the decision to deviate from the security control baseline—either to tailor the baseline by exempting a system from certain controls (with proper justification), or to supplement the baseline by implementing optional controls or enhancements from Special Publication 800-53 [17] or by adding additional controls from sources beyond standard guidance.
Comparisons among the different security control baselines often focus on the number of required controls at each impact level. When considering security control assessments, it is just as important to consider required control enhancements, which for moderate- and high-impact systems represent a significant proportion of the total items to be evaluated in a security control assessment and described in a security assessment report, as summarized in Table 11.2. Depending on organizational preferences, optional control enhancements may also be a factor; Revision 3 of Special Publication 800-53 includes 252 optional enhancements that are not required under any of the security control baselines [17], but which may be deemed appropriate for a particular system.
Table 11.2 Baseline Controls and Control Enhancements [17]
Controls, Enhancements, and Objectives
Each control and control enhancement corresponds to at least one assessment objective in Special Publication 800-53A that assessors must evaluate in order to determine if the requirements for the control or enhancement are satisfied [1]. The findings for each assessment objective are included in the security assessment report, so the decision to include a particular enhancement translates directly into evaluation tasks for the assessor, and to content that will be included in the security assessment report. There is wide variation in the number of optional control enhancements specified for security controls across Special Publication 800-53; of the 187 system-level controls (11 others apply at the information security program level), 92 have no optional enhancements, while 95 have at least one optional enhancement [17]. The availability of optional control enhancements gives organizations and system owners great flexibility in augmenting their security control baselines with additional security measures where desired. The presence of a large number of available enhancements for some controls also gives some indication of the level of variation seen among organizations in the implementation of those controls. For example, the System and Integrity Protection control for Information System Monitoring (SI-4), required for both moderate- and high-impact systems, offers a total of 17 control enhancements—four required and 13 optional [29]. Similarly, the System and Communications Protection control for Boundary Protection (SC-7), a required part of the control baseline for systems at all impact levels, offers a total of 18 control enhancements, 10 of which are optional even for high-impact systems [30]. The potential applicability of these optional enhancements depends on the information system and the characteristics of its operating environment, as well as organizational policies, procedures, standards, and guidelines.
Tip
At 237 pages, Special Publication 800-53 can be somewhat overwhelming to work with, as it provides detailed descriptions for nearly 200 security controls and over 400 control enhancements, many of which are not applicable to a given system. NIST publishes three annexes to Special Publication 800-53 based on the security categorization assigned to a system: one each for low-impact, moderate-impact, and high-impact systems [31]. By choosing the appropriate security control baseline, system owners, security officers, and security assessors can focus just on the subset of controls applicable to the system in question, making the process of selecting and tailoring controls more efficient.
Security Assessment Report Structure and Contents
There is no single standard format used for security assessment reports. Following NIST guidance in the Risk Management Framework, the choice of format should consider the purpose and type of security control assessment for which results are being reported, and the way in which the report will be used [2]. At a minimum, security assessment reports should include assessment findings and related information for all controls and control enhancements that were assessed. Organizations may add report elements such as finding summaries, references to sources of evidence or additional assessment detail, and other details that facilitate the review of the report by authorizing officials or other audiences. Security assessment reports can be produced as a separate output from the security control assessment process, or documented incrementally as the assessment progresses. Agencies using automated tools to support security control assessments—such as the Cyber Security Assessment and Management (CSAM) system offered by the Department of Justice for use by federal agencies—can typically produce security assessment report documents in a variety of electronic file formats. These electronically generated reports tend to follow the sample structure and content provided in Appendix G of Special Publication 800-53A [1], which organizes report detail by security control objective. This sample structure reproduces the objective statements from Special Publication 800-53A for each assessed control or control enhancement, followed by the assessor’s findings, rationale, and any comments and recommendations that might have been included as part of the security control assessment. Where an automated tool is not available or direct data entry of assessment information is not feasible, assessment findings can be recorded using a document template or other standard format, such as the example shown in Figure 11.3, which would be used to record the results of the control assessment for user identification and authorization (IA-2).
Figure 11.3 A Standard Form Such as this Example for Control IA-2 can be used to Record Assessment Results that will be Included in the Security Assessment Report [25]
Report Contents
While the security assessment report is often delivered with other system certification and accreditation documents, it is helpful to readers of the report if system owners or assessors include descriptive information about the system described in the report and the security control assessment that produced the results included in the report. Appendix G of Special Publication 800-53A provides guidance for documenting security control assessments findings, and lists several key elements to be included in security assessment reports [1]:
• Information system name.
• Security categorization.
• Site(s) assessed and assessment date(s).
• Assessor’s name/identification.
• Previous assessment results (if reused).
• Security control or control enhancement designator.
• Selected assessment methods and objects.
• Depth and coverage attributes values.
• Assessment finding summary (indicating satisfied or other than satisfied).
• Assessor comments (weaknesses or deficiencies noted).
• Assessor recommendations (priorities, remediation, corrective actions, or improvements).
The first two of these elements (information system name and security categorization) apply across the scope of the security control assessment and help establish expectations about which controls and enhancements will be included in the scope of the assessment report. The other nine elements apply to each of the assessed controls or enhancements described in the report, as the specific assessment procedures followed typically vary from control to control. Conducting a full security control assessment is a significant undertaking that generally requires days or weeks to perform and may involve the use of multiple assessors, so the assessment date and assessor’s name should be recorded for each control or enhancement in the report. The other recommended elements are intended to provide a formal structure both for documenting assessment findings and for providing information to support decisions made in response to the findings, including implementing corrective actions. The guidance in Special Publication 800-53A makes clear that security assessment reports are not expected to include all the information produced or evidence consulted during the course of the assessment. System owners and organizations do however have a vested interest in tracking and maintaining access to assessment evidence, to support auditability of assessment results, to help ensure the reliability of the assessment process, and to encourage evidence reuse, where appropriate.
Assessment Methods and Objects
Security control assessment guidance offered in Appendix D of Special Publication 800-53A identifies three assessment methods that can be used, individually or together, to perform assessments of all security controls. These methods are examine, interview, and test. For each method, the guidance also specifies assessment objects to which the methods can be applied [32]; the assessment objects applicable to each method are listed in Table 11.3. Security control assessors, working in collaboration with system owners and other organizational personnel, are responsible for selecting the appropriate methods to be used to assess each control, and for documenting the methods used in the information presented about each control in the security assessment report. By choosing assessment methods as part of the security assessment planning process in advance of the actual assessment, information owners, system owners, and others in supporting roles can identify and facilitate access to relevant artifacts, processes, and personnel that can provide evidence for the assessor during the assessment. Documenting the assessment methods and objects in the security assessment report, along with assigned depth and coverage attributes, allows authorizing officials and others reading the report to consider the methodology employed to produce the findings, and therefore to make a determination whether the methods used were appropriate and convey a sufficient level of confidence that the assessed controls are implemented effectively [32]. Appendix F of Special Publication 800-53A includes a list of assessment methods and objects potentially applicable for evaluating the assessment objectives associated with every control and control enhancement identified in Special Publication 800-53. These suggested assessment methods offer helpful guidance to security control assessors and system owners during both the planning and execution of security assessments.
Table 11.3 Security Control Assessment Methods and Objects [32]
Depth and Coverage
For each assessment method described in Appendix D of Special Publication 800-53A (examine, interview, and test), the level of detail sought in the control assessment and scope of the assessment process is indicated using attributes for depth and coverage. The possible values for depth and coverage attributes are the same: “basic,” “focused,” or “comprehensive.” Appendix D of Special Publication 800-53A describes the implications of each depth and coverage attribute value, as summarized in Table 11.4, giving system owners and security control assessors explicit guidance how to conduct assessment activities at a level of assurance appropriate for the information system’s assigned impact level. Minimum assurance requirements for low-, medium-, and high-impact systems are specified in Appendix E of Special Publication 800-53 [33], while Special Publication 800-53A applies those requirements to each assessment method [1].
Table 11.4 Assessment Guidance by Depth and Coverage Attribute [32]
Level | Depth | Coverage |
Basic | Consists of high-level reviews, checks, observations, or inspections of the assessment objects, discussions with individuals, or tests assuming no knowledge of internal control implementation details. This type of assessment is conducted using a limited body of evidence, generalized questions, or functional control specifications. Basic assessments provide a level of understanding of the security control necessary for determining whether the control is implemented and free of obvious errors | Uses a representative sample of assessment objects to provide a level of coverage necessary for determining whether the security control is implemented and free of obvious errors |
Focused | Adds more in-depth studies/analyses of the assessment object. This type of assessment is conducted using a substantial body of evidence or documentation, in-depth questions, or high-level design and process descriptions for controls. Focused assessments provide a level of understanding of the security control necessary for determining whether the control is implemented and free of obvious errors and whether there are increased grounds for confidence that the control is implemented correctly and operating as intended | Uses a representative sample of assessment objects and other specific assessment objects deemed particularly important to achieving the assessment objective to provide a level of coverage necessary for determining whether the security control is implemented and free of obvious errors and whether there are increased grounds for confidence that the control is implemented correctly and operating as intended |
Comprehensive | Consists of activities from basic and focused levels and more in depth, detailed, and thorough studies/analyses of the assessment object. This type of assessment is conducted using an extensive body of evidence or documentation, probing and in-depth questions, or detailed technical control specifications. Comprehensive assessments provide a level of understanding of the security control necessary for determining whether the control is implemented and free of obvious errors and whether there are further increased grounds for confidence that the control is implemented correctly and operating as intended on an ongoing and consistent basis, and that there is support for continuous improvement in the effectiveness of the control | Uses a sufficiently large sample of assessment objects and other specific assessment objects deemed particularly important to achieving the assessment objective to provide a level of coverage necessary for determining whether the security control is implemented and free of obvious errors and whether there are further increased grounds for confidence that the control is implemented correctly and operating as intended on an ongoing and consistent basis, and that there is support for continuous improvement in the effectiveness of the control |
As with assessment methods and objects, security assessment report detail should include the depth and coverage attributes corresponding to each assessed control, to give some indication to readers of the report as to the rigor and scope of the assessment procedures that were followed.
Penetration Testing
Penetration testing is a specialized form of security control assessment in which the security assessor assumes the role of an attacker and attempts to overcome the security measures in place intended to safeguard the information system. Penetration testing can be employed for new information systems prior to authorization, or for operational systems as part of routine security testing or when significant changes have occurred in the system’s operating environment or in the set of potential threats faced by the system [34]. Penetration testing is not applicable to every security control, but it can be used to assess a variety of administrative, operational, and technical controls, using attack scenarios including simulated hacking by outside attackers, social engineering attempts, or insider threats that might try to circumvent security controls. Penetration tests often involve the simultaneous assessment of multiple controls, since attack scenarios and tools used for penetration testing seek to compromise the information system security in any way that might be attempted by an actual attacker. Penetration testing may require skill sets beyond those possessed by conventional security control assessors, due to the complexity of the tests and extensive set of tools and techniques that might be employed to simulate an attack. Special Publication 800-53A gives special emphasis to penetration testing in Appendix E, but cautions that such assessment methods should not be viewed as a way to verify an information system’s security posture, but instead to identify weaknesses in current controls and to provide information to the organization about the system, its security controls, and the level of effort that might be needed to defeat or circumvent the security controls that are implemented [35].
Performing Security Control Assessments
The security control assessment process applies the selected assessment methods to the appropriate objects in order to produce evidence that the assessor needs to reach a conclusion whether the assessment objectives for the control have been met. Specific procedures followed by security control assessors vary depending on the nature of the system under evaluation, organizational policies and requirements, and the type of control or enhancement being assessed. Appendix F of Special Publication 800-53A provides a detailed set of example assessment procedures that may be used for every security control and control enhancement. The methods and objects provided in Appendix F are not intended to be prescriptive, and organizations have the flexibility to tailor, supplement, or substitute assessment procedures as needed to satisfy organizational or system-specific assessment requirements [36]. The assessment procedures selected for each control should be sufficient to enable the assessor to make a determination as to whether the assessment objectives are satisfied. Choosing insufficient or inappropriate assessment procedures will likely prevent the assessor from making such a determination, leading to a need for additional evidence, assessment activities, or corrective actions. Selecting multiple assessment procedures that produce evidence beyond what is needed to demonstrate that the assessment objectives have been met may extend the time required to conduct the assessment and incur additional resource costs that deliver no additional value.
Assessment Determinations
The primary finding reported for each assessment objective is a determination that the objective is either satisfied or other-than-satisfied. In order to declare a control objective satisfied, the evidence evaluated by the assessor must be sufficient to conclude that all the characteristics or criteria used by the assessor have been met. All other situations result in a finding of other than satisfied, so the assessor’s comments must be examined to learn whether an other-than-satisfied finding is due to a control weakness or deficiency or due to insufficient evidence available for the assessor to be able to fully evaluate the assessment objectives [37]. Assessor comments for other-than-satisfied findings should indicate exactly what assessment criteria were not met, and should explain how the control as assessed differed from what the assessor expected or needed to find in order to make a finding of satisfied. When such findings are presented in the initial version of the security assessment report, this information helps system owners identify appropriate responses and take any corrective actions that can be completed before the final assessment report is delivered to authorizing officials.
When assessment results are first delivered in the initial security assessment report, system owners, working in cooperation with information system security officers and others, examine the findings and recommendations produced by the assessor to understand any weaknesses, deficiencies, or other issues identified during the assessment. System owners and common control providers may act on the assessor’s recommendations in order to correct weaknesses or deficiencies before the security assessment report is finalized, choose instead to establish a future plan for making such corrections, or make risk-based determinations that making the corrections is not necessary or that the associated risks do not justify corrective action [38]. Controls that are changed in some way in to correct assessment findings are reassessed before the final security assessment report is produced. Corrective actions that are deferred to a future date are captured in the plan of action and milestones so that authorizing officials can consider other-than-satisfied assessment findings together with formal plans for satisfying assessment objectives within specified timeframes. Other-than-satisfied findings for which no corrective action will be taken require a formal decision by the system owner to accept the risk associated with leaving weaknesses or deficiencies unmitigated. Security assessment report detail for these controls should indicate that a risk-based decision has been made not to take corrective action.
Recommendations and Responses
Recommendations for correcting other-than-satisfied assessment findings should be carefully evaluated by system owners and other stakeholders. Where a large number of findings are produced or where there is significant variation in the types of weaknesses and deficiencies identified and their potential impact to the organization, Special Publication 800-53A recommends that findings be categorized based on their severity or criticality to the organization [39]. Using categories for assessment findings can help organizations and system owners identify issues that can be addressed quickly or with minimal resource expenditures, and to prioritize corrective actions based on the level of risk faced by the organization and the potential to mitigate that risk. Establishing a repeatable approach to categorizing findings and associated risks can also help system owners to prepare plans of action and milestones in a consistent manner, which helps authorizing officials and executives with risk management responsibility to manage risk effectively and to oversee ongoing corrective actions across the organization.
Not every weakness or deficiency can be corrected, and not every possible risk mitigation can be justified against the cost required. Almost all federal agencies are self-accrediting, which gives authorizing officials a great deal of latitude in terms of what constitutes acceptable risk. This flexibility means that the risk-based response to a weaknesses or deficiency by a system owner in one organization may not be the same as the response in a different organization. It is important for system owners to clearly indicate their response to risks identified through the security control assessment process. Every other-than-satisfied finding presented in final security assessment reports should include an indication of the chosen response. Conventional risk management methodologies, including the process described in Special Publication 800-39, include at least five possible responses to risk: accept, avoid, mitigate, share, or transfer [40]. In the context of a security assessment report, a decision to avoid risk usually translates into changing the way in which a system is deployed or the set of functionality delivered for the system, and may result in the removal of specific controls from the set selected for the system. Decisions to mitigate, share, or transfer risks related to control weaknesses or deficiencies can all be documented as items in the plan of action and milestones (POA&M), so any of these responses to other-than-satisfied assessment findings should include an indication that a POA&M item has been created. A decision to accept risk (essentially, a decision to take no action) does not result in the creation of a POA&M item, but also does nothing to change the other-than-satisfied finding, so these findings should be accompanied in the security assessment report by an indication of the decision to accept the risk.
Warning
Corrective actions are often specified in a POA&M because an other-than-satisfied finding resulted from a security control assessment. The creation of a POA&M is a statement of intent by the system owner to take corrective action by a future point in time, but until corrections are made, the security control objective remains other than satisfied. Some system owners mistakenly revise the assessment finding to “satisfied” once the POA&M has been declared, but this practice can give an inaccurate portrayal of the security posture of the system. No changes should be made to the security control assessment findings until the corrective action in the POA&M has been taken and the control has been reassessed [41].
Assessment Cases
Organizations are given broad latitude to conduct security control assessments in a manner appropriate for the organization, its operating environments, and its information systems. Most of the guidance offered to federal agencies in Special Publication 800-53A can be tailored to suit specific organizational needs and the guidelines contain recommendations, not requirements. Recognizing that some organizations prefer a more prescriptive approach to security control assessment, NIST makes available a set of security control assessment cases that interested organizations can download and use [42]. These assessment cases follow a standard template format described in Appendix H of Special Publication 800-53A [1], with a separate assessment case document produced for each control contained in Special Publication 800-53. Compared to the assessment procedures provided in Appendix F, the assessment cases describe specific evidence gathering actions assessors can take for each assessment method relevant to the controls and control enhancements being evaluated. Assessors should still expect some organizational or system-specific variations to be needed when following assessment cases, but the detailed steps provided in the assessment cases gives specific instructions that, if followed, are intended to produce sufficient evidence to allow an assessor to make a determination for each of the required assessment objectives.
Producing the Security Assessment Report
The process of producing the security assessment report is conceptually very simple. The report reproduces, aggregates, and summarizes information created by security control assessors during the assessment process, and typically provides basic identifying information about the system, system owner, and control assessor, as well as details about the timing and scope of the assessment and the procedures used to conduct it. Many organizations provide document templates that assessors can use to produce security assessment reports in a manner consistent with organizational requirements and the expectations of authorizing officials or other readers of the reports. The use of an automated tool to support security control assessments can significantly reduce the effort needed to produce security assessment reports, as new system-generated reports can be run whenever needed, a function illustrated in Figure 11.4. Depending on organizational preferences, security assessment reports may provide executive summaries or other introductory information that explain overall assessment results and highlight findings that deserve particular attention. A security assessment report typically refers to both the system security plan and the plan of action and milestones, so the report is often delivered together with these other key documents to ensure that authorization officials have all the necessary decision-making information available at the same time.
Figure 11.4 Where Assessment Data is Captured in a Tool Such as CSAM, a Current Security Assessment Report can be Generated Automatically when Needed, Facilitating the Process of Keeping Assessment Information Current and Accurately Reflecting the Results of Ongoing Assessment Activities [25]
The Security Assessment Report in Context
The security assessment report contains the assessor’s findings for each of the assessment objectives considered during the security control assessment. Perhaps obviously, the security assessment report is dependent on the security control assessment, but the scope and content of the report is also driven by many other factors and RMF activities that precede the security control assessment. The relationship between the RMF activities and outputs influencing the scope of the security control assessment is shown in Figure 11.5.
Figure 11.5 The Scope of the Security Control Assessment is Influenced by the Outcome of Several Activities in Earlier Steps of the RMF, Particularly Including the Security Categorization and Selection and Tailoring of the Security Control Baseline
As described in detail in Chapter 7, the security categorization of an information system performed during step 1 of the RMF process drives the selection of security controls for that system. Specifically, the impact level determined for the system determines the baseline set of security controls from Special Publication 800-53 that must be implemented for the system [43,44]. Starting from the appropriate security control baseline, the information system owner, working with technical experts such as information system architects and in consultation with security officers and engineers [24], tailors the set of security controls to reflect the protective needs of the system, taking into account the organization’s security policies, applicable regulations, and other influences that might lead to exceptions from or additions to the security control baseline. The set of tailored security controls are documented in the system security plan and provide a key input to the development of the security assessment plan. The security assessment plan identifies the controls and relevant enhancements that should be assessed, based on the selections documented in the system security plan and the purpose (and therefore the scope) of the assessment that will be conducted. The security assessment plan also specifies the appropriate procedures to be used to evaluate the controls and enhancements against the assessment objectives in Special Publication 800-53A. The security assessment report typically includes the assessment method or methods employed to assess each control, so to the extent these methods are determined in advance, they can be incorporated in the control assessment guidance, instructions, or templates given to each assessor.
Once the security control assessment is complete and the security assessment report is documented (or generated, in the case where an organization uses an automated assessment system), the system owner, system security officer, security control assessor, and other agency personnel analyze the report findings to determine what corrective actions are required for the system, if any, and to translate other-than-satisfied findings into items included in the plan of action and milestones. When evaluating an initial security assessment report, there may be no expectation that a POA&M item will be created for every other-than-satisfied finding, but when the security assessment report is finalized and delivered to authorizing officials, there should be an explicit response to every other-than-satisfied finding, either in the form of a POA&M item or a documented decision by the system owner to accept the risk corresponding to the weakness or deficiency.
The Purpose and Role of the Security Assessment Report
The security assessment report includes the full set of controls and control enhancements selected for the information system, the assessment objectives corresponding to those controls and enhancements, and the assessor’s findings for each assessment objective along with the rationale for the assessor’s findings. Where other-than-satisfied findings are indicated, the security assessment report also includes a description of weaknesses or deficiencies found or other reasons why the objective was not satisfied, and recommendations for corrective action needed to achieve a satisfied result for each objective. The security assessment report indicates the methods used to assess each control and includes references to artifacts or sources of evidence used by the assessor, but copies of the actual evidence consulted by the assessor are typically not included with the report. Given the size and level of detail associated with security assessment reports, some organizations choose to incorporate summary findings that highlight overall assessment results and call attention to areas of weakness or deficiency that need to be addressed. The specific format and structure of the security assessment report should reflect the requirements and preferences of the organization and the personnel who will be using the information in the report.
Note
Many processes and activities within the RMF involve “assessment” of one sort or another, so it is often helpful to distinguish between the security control assessment and security assessment report and other processes and artifacts that sound similar but are intended to address other aspects of the system authorization process.
Risk Assessment Report
The security assessment report includes detailed findings from the security control assessment, but it does not contain information on threats to the system or its operating environment or on the likelihood of those threats occurring or the impact to the organization should they occur. These risk determinations are typically addressed instead in a risk assessment report, produced as the result of a formal risk assessment process such as that described in Special Publication 800-30, Guide for Conducting Risk Assessments [45]. Risk assessments may be conducted prior to or after the security control assessment is performed with the results documented in a risk assessment report that informs the process of determining what action to take (if any) to remediate weaknesses or deficiencies identified in the security assessment report. (More detailed information on conducting risk assessments appears in Chapter 13.)
Security Test and Evaluation
While security control assessors may utilize multiple types of testing as one of several applicable assessment methods, the assessment of many security controls involves the examination of documents or other evidence of control implementation, interviews with appropriate organizational personnel, and other manual methods. Security control assessors may or may not be fully independent actors separate from the system owner and development, implementation, or operations teams. In contrast, security test and evaluation (ST&E) activities include direct testing of the information system following a specified test plan, with test procedures that may or may not focus on individual security controls. Testers performing ST&E activities against production systems are almost always—by policy and by practice—independent from the system team to ensure the objectivity of the test results. The ST&E is often performed as a part of the process of authorizing a newly accredited system, or as part of continuous monitoring activities for operational systems.
Independent Evaluation
Under FISMA, federal agencies are required to undergo annual independent evaluations of their information security practices, including “testing of the effectiveness of information security policies, procedures, and practices of a representative subset of the agency’s information systems” [46]. These evaluations must be performed either by the agency’s Inspector General or by an external auditor, as they are intended to provide an independent opinion on the extent to which the agency is complying with FISMA requirements, based in part on an assessment of the security posture of at least some of the systems in the agency’s FISMA system inventory. FISMA also requires agencies to test, no less than annually, the effectiveness of their security controls for every system in the FISMA inventory, but this periodic testing is distinct from the annual independent evaluation. The requirement for periodic testing and evaluation of system security controls can be met using security control assessments within the monitoring phase of the RMF; the annual independent evaluation may consider the results of continuous monitoring processes and security assessment reports but does not rely solely on these sources.
Using the Security Assessment Report
Ultimately, the format, content, and method of delivery for the security assessment report should be optimized to make the document effective for its intended purposes. This includes making sure that the security assessment report is accessible and understandable to system owners, risk managers, authorizing officials, and others who need to use the information in the report to make decisions. The security assessment report is used in its initial or draft form by system owners, both in order to understand the current security posture of the information system from the perspective of the assessor, and to evaluate findings and recommended corrective actions to see if control weaknesses or deficiencies can be resolved before the final report is produced [39]. Both the initial and final versions of the security assessment report provide information that is important for the development of items in the plan of action and milestones. When finalized, the security assessment report also serves as the most comprehensive source of information for authorizing officials, system owners, and other system stakeholders about the security controls implemented to safeguard each information system.
Relevant Source Material
Several NIST Special Publications provide guidance, recommendations, and instructions relevant to the performance of security control assessments and the production of security assessment reports. The most applicable sources of information include:
• Special Publication 800-53 Revision 3, Recommended Security Controls for Federal Information Systems and Organizations [17].
• Special Publication 800-53A Revision 1, Guide for Assessing the Security Controls in Federal Information Systems and Organizations [1].
• Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems [2].
These and other NIST Special Publications are available from the NIST Computer Security Division website, at http://csrc.nist.gov/publications/PubsSPs.html.
Summary
The security assessment report presents the findings from security control assessments conducted as part of the initial system authorization process for newly deployed systems or for periodic assessment of operational systems as required under FISMA. In addition to assessment results and recommendations to address any system weaknesses or deficiencies identified during security control assessments, the security assessment report describes the purpose and scope of the assessment and procedures employed by assessors to arrive at their determinations. The results provided in the security assessment report, in conjunction with the system security plan and plan of assessment and milestones, enable authorizing officials to thoroughly evaluate the effectiveness of security controls implemented for an information system, and to make informed decisions about whether an information system should be authorized to operate. This chapter described the process of producing a security assessment report, and explained many aspects of planning and conducting security control assessments that influence the contents and usability of the report. This chapter also summarized key information about security control assessments contained in federal guidance available to system owners and security assessors, and highlighted the ways in which security assessment reports are affected by and used to support other activities in the system authorization process described in NIST’s Risk Management Framework.
References
1. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1.
2. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1.
3. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. p. 25.
4. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. 31.
5. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. D-7.
6. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. See Appendix D.
7. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. 30.
8. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. p. 15.
9. Swanson M. Security self-assessment guide for information technology systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; November 2001; Special Publication 800-26.
10. Swanson M. Security self-assessment guide for information technology systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; November 2001; Special Publication 800-26. p. 10.
11. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. p. 22.
12. Johnson A, Toth P. Security assessment provider requirements and customer responsibilities: building a security assessment credentialing program for federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; September 2007; Interagency Report 7328 Initial Public Draft. p. 43–5.
13. Information Systems Audit and Control Association. CISA: Certified Information Systems Auditor [cited January 13, 2012]. <http://www.isaca.org/Certification/CISA-Certified-Information-Systems-Auditor/Pages/default.aspx>.
14. International Council of Electronic Commerce Consultants. EC-Council Certified Security Analyst (ECSA) [cited January 13, 2012]. <https://cert.eccouncil.org/certification/certificate-categories/ec-council-certified-security-analyst-ecsa>.
15. SysAdmin, Audit, Network, Security (SANS) Institute. Global Information Assurance Certification Systems and Network Auditor (GSNA) [cited January 13, 2012]. <http://www.giac.org/certification/systems-network-auditor-gsna>.
16. See for example the Certified Authorization Professional (CAP) certification offered by the International Information Systems Security Certification Consortium [updated January 4, 2011; cited January 13, 2012]. <https://www.isc2.org/cap/default.aspx>.
17. Recommended security controls for federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; August 2009. Special Publication 800-53 revision 3.
18. Federal Information Security Management Act of 2002, Pub. L. No. 107-347, 116 Stat. 2949. §301, codified at 44 U.S.C. §3544(b)(5).
19. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. p. 16.
20. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. 39.
21. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. p. 21.
22. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. 30–3.
23. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. p. 19–20.
24. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. 25.
25. Cyber Security Assessment & Management (CSAM) [computer program]. Version 2.1.5.2. Washington, DC: Department of Justice; 2010.
26. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. p. G-1.
27. Standards for security categorization of federal information and information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; December 2003. Federal Information Processing Standards Publication 199.
28. Minimum security requirements for federal information and information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; March 2006. Federal Information Processing Standards Publication 200.
29. Recommended security controls for federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; August 2009. Special Publication 800-53 revision 3. p. F-127.
30. Recommended security controls for federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; August 2009. Special Publication 800-53 revision 3. p. F-109.
31. Annex 1: Low-impact baseline; Annex 2: Moderate-impact baseline; and Annex 3: High-impact baseline. Recommended security controls for federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; August 2009. Special Publication 800-53 revision 3 excerpts.
32. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. See Appendix D.
33. Recommended security controls for federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; August 2009. Special Publication 800-53 revision 3. See Appendix E.
34. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. See Appendix E.
35. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. p. E-1.
36. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. p. F-2.
37. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. p. 22–3.
38. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. p. 24.
39. Guide for assessing the security controls in federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; June 2010. Special Publication 800-53A revision 1. p. 23.
40. Managing information security risk: organization, mission, and information system view. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; March 2011. Special Publication 800-39. p. 26.
41. Guide for applying the risk management framework to federal information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; February 2010. Special Publication 800-37 revision 1. p. 33.
42. Assessment Cases Download Page [Internet]. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division [created August 7, 2008; updated August 17, 2010; cited December 27, 2010]. <http://csrc.nist.gov/groups/SMA/fisma/assessment-cases.html>.
43. Recommended security controls for federal information systems and organizations. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; August 2009. Special Publication 800-53 revision 3. p. 4.
44. Minimum security requirements for federal information and information systems. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; March 2006. Federal Information Processing Standards Publication 200. p. 4.
45. Guide for conducting risk assessments. Gaithersburg, MD: National Institute of Standards and Technology, Computer Security Division; September 2011. Special Publication 800-30 revision 1. Initial Public Draft.
46. Federal Information Security Management Act of 2002, Pub. L. No. 107-347, 116 Stat. 2952. §301, codified at 44 U.S.C. §3545.
Chapter 12
Plan of Action and Milestones
Information in this chapter:
• Regulatory Background
• Structure and Content of the Plan of Action and Milestones
• Weaknesses and Deficiencies
• Producing the Plan of Action and Milestones
• Maintaining and Monitoring the Plan of Action and Milestones
• Relevant Source Material
No system is perfectly secure, and a system deemed to have adequate protective measures in place still presents some risk that the system will be compromised in a way that results in loss or damage to the organization. Information security also is not static, as the set of threats and vulnerabilities that might affect a system can and do change over time. For both of these reasons, system owners and organizational information security programs must monitor and evaluate security control effectiveness on an ongoing basis. Where risks exist due to weaknesses or deficiencies, those responsible for information systems security must decide on, plan for, and implement appropriate actions to address weaknesses and deficiencies to improve system security and bring risk to a level acceptable to the organization. Security control assessments are one primary way to identify weaknesses and deficiencies in implemented security controls, and the security assessment report includes both information about weaknesses and deficiencies and recommendations for addressing those issues. System owners and common control providers use the results in the security assessment report to determine the most appropriate risk-based response to weaknesses and deficiencies—those responses are documented in the plan of action and milestones (POA&M). A plan of action and milestones is defined in federal guidance simply as a document “that identifies tasks that need to be accomplished” to correct security weaknesses in systems and programs [1]. Together with the system security plan and the security assessment report, the plan of action and milestones provides the essential documentation authorizing officials rely on to decide whether the risk associated with operating a given system is acceptable to the organization.
Security control assessments provide information about the security posture of a system at a specific point in time. Decisions to authorize (or continue) operation of a system consider the risk stemming from operating the information system. If the risk associated with a system exceeds the risk tolerance level of the organization, the authorizing official will not grant the system an authority to operate [2]. By establishing a plan and explicit timeframe for reducing the risk to the organization, the plan of action and milestones enables authorizing officials to accept certain risks on a temporary basis, on the condition that the activities in the POA&M are completed according to the schedule provided in the plan. This makes the plan of action and milestones an important document for ongoing management and monitoring of the information system, in addition to its role in the system authorization decision making process. The plan of action and milestones is updated not only when new security assessments are conducted, but whenever new weaknesses or deficiencies are discovered, and whenever actions in the POA&M are completed.
This chapter describes the development and use of the plan of action and milestones, both in support of system authorization and in continuous monitoring. This description includes using the findings in the security assessment report and other potential sources of system weaknesses, analyzing those weaknesses in order to determine appropriate corrective action or other responses, creating individual entries in the plan, and producing the POA&M document. The information presented here reflects relevant guidance found in OMB Memorandum M-02-01, Guidance for Preparing and Submitting Security Plans of Action and Milestones [1], NIST Special Publication 800-37, Guide for Applying the Risk Management Framework to Federal Information Systems [3], and OMB instructions to agencies on FISMA reporting [4,5]. The security assessment report, detailed in the previous chapter, is often the single most significant source of information leading to the addition of items to the POA&M, so this chapter incorporates many of the topics and information presented in Chapter 11.
One point about terminology is in order: the term “plan of action and milestones” (typically abbreviated as “POA&M” or “POAM”) can apply to a single weakness or deficiency, the set of weaknesses and deficiencies for a single system, or to the collective weaknesses and deficiencies associated with information systems operated by an organization. These multiple usages are all correct, but still have the potential to cause confusion. From the perspective of the NIST Risk Management Framework, the plan of action and milestones is a document (or equivalent electronic artifact) detailing the tasks that are planned to address weaknesses or deficiencies in an information system [6]. The term “POAM item” is sometimes used to refer to the set of activities and planned completion dates associated with a single weakness or deficiency. For example, there are many security controls that require the development of specific types of policies, procedures, and plans, such as access control policies, system maintenance procedures, contingency plans, incident response plans, and other types of documentation [7]. Operating without one of these required documents is a weakness, and a POA&M to address such a weakness would describe the activities and expected completion dates for developing, approving, and implementing the missing documentation.
Regulatory Background
Federal agencies prepare plans of action and milestones—and submit them to OMB upon request—to satisfy reporting requirements associated with provisions of the Federal Information Security Management Act (FISMA) [8]. These requirements predate FISMA, as language in the Government Information Security Reform Act of 2000 directed agencies to “examine the adequacy and effectiveness of information security policies, procedures, and practices” and report any significant deficiency to OMB as a material weakness [9]. To assist agencies in complying with this requirement, OMB issued a series of memoranda in 2001 to explain expectations for agency reporting of material weaknesses [10], describe the content and format requirements for summary information to be included by each agency along with materials about their information security programs [11], and provide more explicit instructions on the specific information that agencies should include for each system in their plans of action and milestones [1]. While the Government Information Security Reform Act was superseded by FISMA, the last of these OMB Memoranda, M-02-01, is cited in Special Publication 800-37 as the reference for agencies on developing plans of action and milestones to satisfy federal reporting requirements [6]. Similarly, beginning in 2004 [4], detailed instructions issued annually to agencies on FISMA reporting requirements recommend the same standard format and content items originally published in M-02-01. While agencies do not have to use the exact format specified, they are required to include all the data elements enumerated by OMB for the POA&M entries they create [12]. The POA&M documents prepared and submitted to OMB or other external audiences may not provide the same level of detail as that necessary for internal use by the agencies that create the plans, but OMB’s instructions serve as a minimum set of requirements about what information should be captured about each weakness and the agency’s plans for remediation.
Plans of action and milestones are unique among information system security documents in that some item-level detail is required to be reported outside the agency to satisfy FISMA reporting requirements. In contrast, agencies report only summary information about the security categorization, authorization status, and periodic assessment of the systems included on their FISMA inventories, as the emphasis in security reporting metrics is on information security and privacy program effectiveness, not on characteristics of individual systems. Agency-level POA&Ms are intended to reflect consolidated security weaknesses identified through any review, assessment, or audit, whether conducted internally or externally [12]. Where system-level POA&M documents are intended primarily for use by system owners, common control providers, and authorizing officials [6], agency POA&Ms are expected to be furnished to agency inspectors general as well as OMB, to provide independent oversight at an organizational level and to monitor the completion of corrective actions against the milestones committed to in the POA&M timeline [13]. While full POA&Ms must be submitted to OMB only upon request, summary information on agency-level POA&Ms is required to be reported on a quarterly basis—such information includes the total number of weaknesses and the number of weaknesses for which corrective action has been completed, is in progress on schedule, or has been delayed [14].
Structure and Content of the Plan of Action and Milestones
The structure of POA&M documents emphasizes the explanation of weaknesses and the specific activities planned to address those weaknesses, with a simplicity that often belies the significant analysis that goes into producing the information contained in the POA&M. This structure reflects the primary purpose of the POA&M as a management tool used to monitor the achievement of specific objectives on an ongoing basis and is in stark contrast to related artifacts such as the security assessment report that are intended to provide comprehensive descriptions of system security at a specific point in time. The format used to produce the POA&M can vary from organization to organization depending on agency-specific requirements, but for a given organization, the structure tends to be the same regardless of the reason the POA&M is produced. Information system owners and common control providers—who have primary responsibility for preparing POA&Ms [6]—can therefore typically use the same POA&M reporting format whether the document is provided as part of an accreditation package, as a report of remediation progress for an operational system, or as updated in response to new weaknesses found through security assessments, audits, or other reviews. There is also some variation in POA&Ms prepared for individual systems and in agency-level POA&M documents, as agency-level POA&Ms must comply with external reporting requirements specified by OMB in addition to satisfying any agency-specific needs.
Agency-Level POA&M
At the agency-wide level, plans of action and milestones must be prepared not just for information systems, but also for programs with identified security weaknesses [10]. Recognizing that the agency-level POA&M provides an aggregation of information drawn from multiple system-level POA&Ms, official guidance to agencies recommends a tabular format for POA&M reporting, with spreadsheets originally envisioned as the reporting format [15]. Since 2004, FISMA reporting instructions from OMB have offered examples to agencies of POA&M tables for both programs and systems, although agencies are no longer required to follow the example format as long as the necessary data elements are included [12]. The use of spreadsheets as a POA&M submission format is also being replaced with online submission through OMB’s CyberScope electronic FISMA reporting application. Agency use of CyberScope became mandatory beginning in November 2010. The preferred submission method is to use data feeds directly to OMB from agency security management tools; an alternative mechanism uses an Extensible Markup Language (XML) to upload template for Microsoft Excel [16].
Agency-wide POA&Ms include much of the same detail as system-level POA&Ms about individual weaknesses and plans for correcting them, but some information included in reports for OMB reporting purposes—like weakness descriptions—is typically less detailed than the same type of information appearing in system-level POA&Ms. There is also some additional information required by OMB that may not always be found in system-level POA&Ms. For instance, agency-level POA&Ms reported to OMB must be linked to the agency budget, using the unique investment identifier (UII) for the system to which each weakness applies. The UII (previously known as the unique project identifier or UPI) is a data element assigned to all investments appearing in agency IT portfolios as part of the capital planning and investment control process. The “unique” in unique investment identifier refers to the investment (as reported on the Agency’s IT Investment Portfolio, also known as Exhibit 53A of the agency budget submission), not to the system, as a single investment may fund more than one information system [17]. To facilitate the generation of complete agency-level POA&M reports, system owners and common control providers either need to make sure that UPI information is captured in POA&M detail or cross-reference information systems in the FISMA inventory to UIIs in the IT Investment Portfolio.
Agency-wide POA&Ms are also intended to include security weaknesses identified through any type of review or from any source, to produce an authoritative list of all weaknesses across the organization [13,12]. This scope in general should apply to system-level POA&Ms too, so organizations should take care when identifying weaknesses reflected on the POA&M not to put too great an emphasis on security control assessments at the expense of other equally important sources beyond the security assessment report.
POA&M Detail for Agency-Level Reports
In annual instructions on FISMA reporting requirements [12], agencies are referred to a set of eight attributes that must be described for each weakness included in the POA&M. These attributes are summarized in Table 12.1.
Table 12.1 Required Data Elements for Agency-Level POA&Ms [4]
System-Level POA&M Information
For systems seeking authorization to operate via procedures defined in the NIST Risk Management Framework (RMF), the plan of action and milestones is created to describe the corrective actions that system owners or common control providers intend to take to address weaknesses or deficiencies identified during security control assessments [6]. Once prepared, the POA&M is also used to monitor the progress made by the system owner or other parties responsible for performing the actions specified in the POA&M. By documenting “all security weaknesses or deficiencies identified during the security control assessment,” the POA&M establishes an audit trail of actions to which system owners have committed and a timeline within which those actions will be completed [6]. The POA&M is updated as milestones are reached and corrective actions are completed, and is also revised as necessary to reflect the addition of POA&M items for newly identified weaknesses, or a change in the nature of the response planned by the system owner, such as a decision to accept the risk associated with a given weakness, rather than expend the resources necessary to remediate it.
The core information reported for individual POA&M items has much in common with the POA&M details included in agency-level POA&M documents. System-level POA&M information tends to provide more detail on the nature of weaknesses and deficiencies and the corresponding risk faced by the organization, and may include security control cross-references such as the control identifier and specific assessment objectives (from Special Publication 800-53A) that were found to be deficient during security control assessments. While POA&M items always include dates by which milestones will be completed, there are several other dates that may be tracked, depending on organizational needs for POA&M management, to support monitoring, or for other purposes. Typical examples of relevant dates include the date corrective actions are assigned to parties responsible for completing them, when they are scheduled to start, when the weakness was identified, or when the POA&M item was created. The declaration and reporting of planned and actual start and completion dates for milestones is a practice familiar to many system owners from capital planning and investment control processes, as the Exhibit 300 business cases agencies submit for their major investments require reporting of planned and actual start and completion dates for cost and schedule performance milestones [18]. While POA&M reports submitted to external audiences like OMB only summarize information about corrective actions that are underway or completed, system-level POA&Ms may also provide status indications corresponding to internal process steps, such as POA&M reviews, evaluation of evidence, and approvals. The sample POA&M entries in Figures 12.1–12.3 show attributes available in the Cyber Security Assessment and Management (CSAM) application used by many federal agencies; other commercial certification and accreditation support and FISMA reporting tools offer similar data elements.
Figure 12.1 Failure to Implement a Required Control, such as the Missing Configuration Management Policies and Procedures Identified Here, Typically Represents a Significant Deficiency [19]
Figure 12.2 One Control Deficiency May Prevent the Effective Performance of a Different Control, such as a Lack of Training For Planning and Executing Operational Controls like Contingency Operations [19]
Figure 12.3 The Criticality Assigned By System Owners to Weaknesses Identified in Vulnerability Scanning or Other System Testing Should Give an Indication of the Perceived Exposure of the System [19]
A summary of information typically contained for each weakness in system-level POA&M items appears in Table 12.2. The elements described in the table are representative and do not constitute an exhaustive list; actual POA&M information required or recommended for system owners varies according to organizational policy, standards, and reporting requirements.
Table 12.2 Required Data Elements for Agency-Level POA&Ms*
*Items in the table reflect information appearing in sample POA&M templates from NIST, POA&M fields in the Cyber Security Assessment and Management tool, and guidance and templates used by multiple federal agencies.
Creating POA&M Items
Once weaknesses have been identified for which corrective action will be taken, system owners need to develop a POA&M for each weakness, with input sought as necessary from security officers, security assessors, or others with relevant knowledge. System owners—or others authorized to create POA&Ms for their systems—should be aware of the documentation and level of detail needed to create a POA&M that satisfies organizational requirements, and gather the necessary information. The use of standard paper-based or electronic POA&M templates can help organizations ensure that POA&Ms are created consistently with all required information included. Online tools may be particularly helpful in this regard (see Figure 12.4), both by enforcing minimum information requirements during POA&M data entry and by automating the linkage of new POA&Ms to the system security controls where weaknesses were identified. The completion of corrective actions described in a POA&M does not resolve the weakness until the control or other deficient aspect of the system has been reassessed and found to satisfy all relevant objectives. POA&M creators should provide sufficient information to let action item owners and other reviewers understand the expectations for each system security control, the deviation found from those expectations, and the action or evidence that would bring the control objective to a satisfied status.
Figure 12.4 The Use of Templates or Online Forms For POA&M Creation can Help Ensure Consistency in the Information Entered by POA&M Creators and can Enforce Minimum Data Requirements [19]
Planning for Remediation
Creating a POA&M requires system owners to develop estimates for the level of effort, type and number of resources, and funding needed to remediate weaknesses, and to determine a schedule of activities and overall duration for completing the POA&M that takes into account resource limitations, competing priorities, and other constraints [6]. Depending on the nature of the weakness, system owners may need to rely on project managers, developers, security officers, or other subject matter experts in order to accurately estimate the scope of remediation actions. Resource requirements are an important input to decision making about choosing to accept or to remediate risks associated with identified weaknesses and deficiencies, so system owners should try to ensure that estimates are well informed. The availability of resources needed to perform corrective actions often drives POA&M timelines, but system owners also need to be aware of applicable policies, directives, regulations, or guidance that influences the timeframe in which particular weaknesses need to be addressed. For example, in the wake of the high-profile theft in 2006 of a government laptop containing personal information on 26.5 million veterans, the Office of Management and Budget directed agencies to implement encryption on all laptop computers and other mobile devices, and asked that the new controls be in place within 45 days [20].
Warning
The estimated cost and other resources associated with POA&M corrective actions should be based on sound analysis to support accurate risk-based decision making about which weaknesses to remediate. In some organizations, there may be a temptation to overstate cost estimates to help justify a decision to accept the risk associated with a weakness or deficiency rather than allocate resources to correct the problem. Cost and other resource estimates should be calculated based on the actual effort required to remediate the weakness; system owners can make the decision whether to incur those costs by comparing them to the risk faced by the organization if the weakness is left uncorrected.
Oversight of POA&M Creation
System owners and common control providers are obligated to create POA&Ms for any unremediated weaknesses and deficiencies identified in security assessment reports. This requirement includes giving primary responsibility to system owners to determine and select the appropriate corrective actions and document those as POA&Ms [6]. Depending on security governance and oversight processes, POA&Ms created by system owners may be subject to approval before remediation can begin. Subjecting POA&Ms to review before their actions are initiated can add administrative steps to the process, but also offers organizations the opportunity to identify actions planned for one system that may help address similar weaknesses in others. Such opportunities are particularly likely when POA&Ms are created in response to weaknesses or issues raised from external sources, such as vulnerability announcements related to commercial software products, notifications provided by agency incident response or security monitoring teams, or government-wide advisories from organizations like the United States Computer Emergency Readiness Team (US-CERT).
Weaknesses and Deficiencies
To determine the appropriate corrective actions (if any) for security control weaknesses and deficiencies, system owners must assess the risk faced by the organization due to the presence of each weakness or vulnerability [21]. Weakness and corrective action information in security assessment reports generally focuses on the vulnerability that might exist, but not on the threats, exploit likelihood, or impact to the organization associated with each weakness. These additional aspects need to be assessed to transform a weakness or deficiency into an estimation of risk that can be used to validate or reset weakness criticality and severity attributes, and to drive decisions about risks that the organization can accept (and therefore weaknesses that can be left unremediated), and those that are unacceptable and must be addressed through mitigation or other responses. Risk determination and risk acceptance are core activities in the information system authorization process in step 5 of the RMF [22], while formal risk assessment procedures are provided in Special Publication 800-30 [23]. The combined process of assessing risks due to identified weaknesses and responding to those risks is illustrated in Figure 12.5.
Figure 12.5 Weaknesses Must First be Evaluated in Terms of Their Associated Risk, and Those with Unacceptable Levels of Risk May Result in the Creation of POA&M Describing Corrective Actions for Risk Remediation [24]
As noted in the previous chapter, RMF guidance sets the expectation that every weakness or deficiency identified during security control assessments will be documented in the security assessment report, and the reporting templates and procedures used by many agencies presume that a POA&M will be created for every other-than-satisfied assessment finding unless an explicit risk-based decision is made by the system owner to accept the risk [6,25]. This guidance should not be interpreted to imply that only insignificant other-than-satisfied findings may result in risk acceptance. Instead, risk-based decision criteria are used to balance the magnitude of any risks against the cost of remediation and the risk tolerance of the organization [21]. As Figure 12.5 indicates, if the cost to an attacker to exploit a weakness exceeds the potential gain, a decision to accept the risk may be justified. Similarly, if the anticipated loss to the organization is at or below the level the organization is willing to tolerate, or if the cost to remediate the weakness exceeds the anticipated loss, the organization may choose to accept the risk and leave the weakness unaddressed [21].
Risk Assessments
According to standard methodologies such as the one described in Special Publication 800-30, to estimate risk, system owners and other risk assessors need to consider not only the vulnerabilities that may be exposed by security control weaknesses, but also the threats that might exploit those vulnerabilities, the likelihood of such an event occurring, and the impact to the organization that would result [23]. Risk assessment is inherently subjective, particularly when estimating the likelihood of occurrence for specific security events. Organizations often employ qualitative rating scales for risk that are similar to the categories used to assign impact levels to systems (low, moderate, or high) [26]. Special Publication 800-30 emphasizes the use of such ratings both for the likelihood that a vulnerability will be exploited by known threats and for the relative impact to the organization should an exploit succeed. By assigning numeric values to each rating level, overall risk estimates can be calculated by taking the product of likelihood and impact, and the estimates can be ordered according to the risk scores. Organizations can then apply their own policies and risk tolerances to determine which risks are sufficiently critical to warrant corrective action [22,27].
Tip
The risk assessment methodology prescribed in Special Publication 800-30 is both detailed and robust, and it is intended to be used to assess any or all vulnerabilities, threats, and resulting risk associated with an information system and the organization that owns, operates, or manages the system [23]. It is not practical to try to conduct a formal risk assessment using this methodology for risk from a single weakness or deficiency. Instead, system owners should use the weaknesses and deficiencies included in the security assessment report as a source of vulnerability information to be included in a risk assessment covering the entire information system authorization boundary.
Risk Responses
Risk assessments for identified weaknesses may be formal or informal, and are conducted as needed to help system owners and common control providers characterize risk and determine what response to that risk is most appropriate [22]. It is not necessary to conduct a full risk assessment for every weakness, but in order to select the appropriate responses to risk, system owners, authorizing officials, and organizations need to have a good understanding of the nature and magnitude of the risk. Risk assessments can provide this perspective. System owners generally receive initial information regarding the significance of identified weaknesses in the contents of the security assessment report, but this information may or may not be sufficient to enable a decision about corrective actions that should be taken. Appropriate responses to risk may be determined by the system owner, alone or in consultation with others, but the response chosen is often subject to review and approval by the authorizing official or other personnel with information security management responsibility.
Responses to risk generally fall into five distinct categories: accept, avoid, mitigate, share, or transfer the risk [28]. Choices to mitigate, share, or transfer risk all involve some action that serves to reduce risk faced by the organization, the specifics of which can and should be captured in the plan of action and milestones. Risk mitigation includes any actions undertaken by the organization to bring risk down to a level that falls within the organizational tolerance. Sharing and transferring risk are choices that do nothing to change the magnitude, likelihood, or impact of risk, but shift some or all of the liability associated with the risk to another party. NIST distinguishes between risk sharing and risk transference in that sharing shifts only part of the liability, while transference shifts responsibility for the entire liability to another organization [29]. Both acceptance and avoidance mean that no corrective action will be taken to address the risk in question, but these two responses have very different implications for an information system. A decision to accept represents a risk-based determination that the organization is willing to expose whatever vulnerability the weakness or deficiency entails. In contrast, a decision to avoid risk is an acknowledgment by the organization that the risk is too high to be reduced, and that the organization will instead choose not to operate the system (or to operate the system with reduced capabilities that might make the deficient controls irrelevant) rather than exposing itself to risk.
Note
The goal of information security is not to mitigate all risk, but to bring risk to a level acceptable to the organization. A decision to authorize a system to operate is a decision to accept the residual risk that remains even after all appropriate security controls are implemented [2], and is a tacit acknowledgment that risk cannot be completely eliminated. The identification of a weakness in information security controls is not an obligation to correct the weakness, unless corrective action is found to be warranted based on organizationally determined criteria. System owners should also consider what risk is posed by vulnerabilities or other weaknesses discovered through automated scanning processes, to evaluate whether a viable threat-source exists that could exploit the vulnerability. For example, many Web-based applications are vulnerable to cross-site scripting or other attacks that exploit poor input validation; the technical mitigation for such vulnerabilities is to code or configure them in such as way that all input is properly validated [30]. System owners running a Web-based application accessible only to internal agency users—such as one available on an agency intranet—may not face the same threats as they would if the applications were publicly available over the Internet, so they may be less willing to incur the costs to fix input validation weaknesses. Many organizations impose a substantial burden on system owners to provide detailed justifications in order to accept risk, providing an incentive to avoid risk-accepting decisions based on administrative requirements rather than actual risk factors. It is both reasonable and expected that some weaknesses will not be corrected, and as long as decisions to accept risk are based on sound analysis, system owners should not be reluctant to make those decisions.
Sources of Weaknesses
The Risk Management Framework focuses almost exclusively on security control assessments—both for newly authorized systems and operational systems under continuous monitoring—as sources of weaknesses or deficiencies that result in POA&M items [6]. Specifically, information system owners address security assessment report findings of other-than-satisfied control assessment objectives in their plans of action and milestones. System owners and common control providers should also be aware of many other potential sources used to identify weaknesses, such as those described in Table 12.3, and include corrective actions taken in response to those weaknesses on the POA&M as well.
Table 12.3 Additional Sources of System Security Weakness and Deficiency Information
Source of Weaknesses | Explanation |
Vulnerability and configuration scanning | Many organizations perform routine automated or manual vulnerability scans against operational systems, and many vulnerabilities found in such scans can be associated back to specific system security controls. Federal agencies also conduct scans to validate that minimum security configuration settings are in place for desktop computers and servers |
Penetration testing | Penetration testing attempts to overcome or evade existing security safeguards, and often goes well beyond the scope of testing methods used in security control assessments. Penetration tests resulting in successful simulated attacks provide important information about individual or collective weaknesses in security controls [31] |
Security monitoring and incident response | Behavior may be observed in security monitoring or events identified by the computer security incident response team that suggest the presence of system vulnerabilities. Information captured about one system may also be useful in evaluating the safeguards of other systems running in the same environment |
Internal audits | Information systems are subject to a variety of security audits to check conformance to or compliance with many different regulatory and policy requirements. Also, inspectors general are expected to receive and review remediation of weaknesses included in POA&Ms, and to assess agency performance in continuous monitoring and several other security program areas [12] |
External audits | Systems and the agencies that operate them are often audited by the Government Accountability Office or, in cases where agencies are subject to particular regulatory requirements, by outside auditors checking conformance. Independent assessments may also be considered external audits, to the extent that outside contractors or other third parties perform the assessments |
Product vulnerability announcements | Product-specific vulnerability information is frequently released by product vendors and by security researchers or others working to identify flaws that must be corrected. Announcements affecting widely-used software products (e.g. Microsoft Internet Explorer) should be evaluated by each system owner for applicability and potential impact |
Vulnerability and threat alerts | Several government and private sector sources (e.g. US-CERT, CERT/CC, National Vulnerability Database, Common Vulnerabilities and Exposures) offer alert notifications and other information related to security threats and vulnerabilities. This information can be used by system owners to help understand the severity and criticality of weaknesses |
Government directives | Agencies including GAO, NIST, and OMB often produce security-related guidance, instructions, or requirements for action. These directives may identify weaknesses believed to be pervasive, or use the example of a weakness seen in one or a few agencies to make recommendations for security control modification in all agencies |
Producing the Plan of Action and Milestones
In the system authorization context, the plan of action and milestones is produced as a document provided to authorizing officials or other reviewers along with other authorization package artifacts. For operational systems, the POA&M generally takes the form of a report that includes status information, progress towards achievement of milestones, and other relevant details about system weaknesses and corrective actions. Authorizing officials use the POA&M, along with the security assessment report and system security plan, to evaluate the overall risk associated with an information system, so it is important that the documentation included in the authorization package provides a complete description of the system’s security posture. Just as the security assessment report should include details on all security controls implemented for the system, the plan of action and milestones should describe all corrective actions planned to remediate the weaknesses identified [6]. System owners need to ensure that all weaknesses and deficiencies identified in the security assessment report have been addressed, either with the creation of POA&Ms detailing corrective actions to be taken or with the documentation of decisions to accept the risk associated with weaknesses for which no corrective actions are deemed necessary [6]. This means that system owners need to have completed any risk assessment activities for identified weaknesses and have reached appropriate risk response decisions before the POA&M can be finalized.
Timing and Frequency
Development of the plan of action and milestones for a new system seeking authorization to operate takes place during step 5 of the Risk Management Framework process, and is the last of the major authorization package documents to be produced [6]. Once the initial POA&M has been finalized and the system receives authorization to operate, updates to the POA&M are expected to be produced as needed based on the results of continuous monitoring processes, and as remediation actions are completed [32,33]. There is no set schedule for performing these updates, but the expectation for continuous monitoring activities, in accordance with FISMA requirements [34], is that at least a subset of system security controls will be reassessed on an annual basis [35]. As revised security assessment reports are produced reflecting control reassessments, plans of action and milestones should also be updated to address the current set of weaknesses and deficiencies identified for the system.
To satisfy FISMA reporting requirements, summary information on weaknesses and corrective actions contained in POA&Ms must be provided as part of agencies’ annual FISMA reports, and is also included in quarterly updates of agency information [5]. Based on guidance from OMB to agencies for annual FISMA reporting, weaknesses and corrective actions are not items that will be included in the monthly data feeds agencies were required to begin submitting in January 2011 [36]. POA&M updates for internal agency purposes may be required or expected at more frequent intervals, to align with continuous monitoring review cycles or other security management processes. Changes to individual POA&M items occur may occur frequently as milestones are achieved, corrective actions are completed, and POA&Ms are closed. Similarly, new weaknesses may arise at any time, so new POA&M items may be created outside of scheduled updates. Use of an automated tracking system can facilitate the production of POA&Ms as needed, including on-demand, as long as system owners and personnel responsible for completing POA&M actions keep the information in the system up to date. Such tools make it a simple process to create POA&M reports for individual systems, groups of systems under the same authorization authority, or the entire organization. As an example, Figure 12.6 illustrates the option to generate a POA&M report as a standard menu choice in the Cyber Security Assessment and Management (CSAM) tool.
Figure 12.6 Agencies Using Automated Systems such to Capture and Manage POA&M Information can Generate POA&M Reports from the System as Needed [19]
Maintaining and Monitoring the Plan of Action and Milestones
The plan of action and milestones has an important operational security role, as it is used by system owners, authorizing officials, and information security program personnel to monitor progress in correcting weaknesses and deficiencies in system security controls. Once the POA&M is approved it becomes a management tool, providing visibility into resource allocations, timelines, and other details associated with addressing weaknesses and remediating risk. Key information in POA&Ms should be updated as milestones are achieved or other progress is made, and when actual progress deviates from expectations set in the plan. Developing, reporting, and maintaining POA&Ms using standard formats and procedures helps authorizing officials monitor corrective actions across multiple systems operating under their authority. Regular monitoring of activities and milestone dates in the POA&M not only helps keep ongoing remediation efforts on track, but also provides indications to authorizing officials or others with risk management responsibility if a system’s corrective actions are not implemented according to plan.
Resolving POA&M Items
A POA&M represents a commitment to take explicit action to resolve weaknesses or deficiencies, and to do so within a specified timeframe. System owners and others with responsibility for performing corrective actions are expected to reach the milestones provided in the POA&M, and to complete corrective actions and close out POA&M items. Aside from actually performing the corrective actions specified, resolving POA&M items generally requires documenting the activities that were completed and providing evidence to substantiate completion of the POA&M. Information systems owners also need to re-assess controls once corrective actions have been taken [37]. The level of documentation required and amount or specific type of evidence produced through remediation actions may vary based on the nature and extent of the weakness or deficiency, but in any case should be sufficient to provide security control assessors the justification they need to conduct control reassessments and satisfy assessment objectives. For example, if the remediation of an identified weakness entails a change in system configuration, the assessor may want to see evidence showing that the change occurred, such as change request logs and notification or documentation that requested changes were successfully implemented. If a deficiency exists such as a missing artifact, the likely corrective action is the creation of that artifact, and the assessor will need to see the artifact in order to conclude that the deficiency has been resolved.
Relevant Source Material
Several NIST Special Publications provide guidance, recommendations, and instructions relevant to the preparation and management of plans of action and milestones. OMB also provides guidance for the preparation and submission of agency-level POA&Ms in instructions to agencies on FISMA reporting. The most applicable sources of information include:
• Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems [37].
• Special Publication 800-53A Revision 1, Guide for Assessing the Security Controls in Federal Information Systems and Organizations [38].
• Special Publication 800-30 Revision 1, Guide for Conducting Risk Assessments [23].
• Special Publication 800-39, Managing Information Security Risk: Organization, Mission, and Information System View [39].
• Special Publication 800-100, Information Security Handbook: A Guide for Managers [40].
• OMB Memorandum M-02-01, Guidance for Preparing and Submitting Security Plans of Action and Milestones [1].
• OMB Memorandum M-04-25, FY 2004 Reporting Instructions for the Federal Information Security Management Act [4].
• OMB Memorandum M-10-15, FY 2010 Reporting Instructions for the Federal Information Security Management Act and Agency Privacy Management [5].
NIST Special Publications are available from the NIST Computer Security Division Website, at http://csrc.nist.gov/publications/PubsSPs.html. OMB Memoranda are available from the OMB Website at http://www.whitehouse.gov/omb/memoranda_default.
Summary
The plan of action and milestones specifies the steps to be taken to correct weaknesses or deficiencies in information system security, including weaknesses identified through the security control assessment process, continuous monitoring, vulnerability scanning, or other activities and sources. System owners and common control providers first assess the risk associated with weaknesses and deficiencies, and then select (and document in the POA&M) the appropriate corrective actions to remediate risk to a level acceptable to the organization. POA&Ms are developed and managed both at the system level and at the organization level, so the use of standard procedures, minimum data requirements, and consistent levels of detail for system-level POA&Ms can facilitate the aggregation of POA&M information into organization-level reports. The POA&M provides information that is essential to the system authorization process, as it allows authorizing officials to accept risk on a temporary, conditional basis, and to monitor the completion of corrective actions. Creating POA&M items is also a key aspect of continuous monitoring activities, to describe and track responses to risk associated with weaknesses and deficiencies discovered in operational systems. This chapter described the preparation and delivery of POA&Ms to both internal and external audiences, and summarized the minimum information needed to satisfy FISMA reporting requirements. It also described the use of the POA&M as a management tool that allows authorizing officials and security program managers to monitor the timely completion of corrective actions.
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Chapter 13
Risk Management
Information in this chapter:
• Fundamentals of Risk Management
• Enterprise Risk Management and the Risk Management Framework
• Risk Management as an Input to Decision Making
• Managing Risk Associated with Information and Information Systems
• Performing Risk Assessments on Information Systems
Risk Management
The Federal Information Security Management Act defines information security as “the protection of information and information systems from unauthorized access, use, disclosure, disruption, modification, or destruction” in order to safeguard their confidentiality, integrity, and availability [1]. No organization can provide perfect information security that fully assures the protection of information and information systems, so there is always some chance of loss or harm due to the occurrence of adverse events. This chance is risk, typically characterized as a function of the severity or extent of the impact to an organization due to an adverse event and the likelihood of that event occurring [2]. Organizations identify, assess, and respond to risk using the discipline of risk management. Information security represents one way to reduce risk, and in the broader context of risk management, information security management is concerned with reducing information system-related risk to a level acceptable to the organization. Legislation addressing federal information resources management consistently directs government agencies to follow risk-based decision-making practices when investing in, operating, and securing their information systems, obligating agencies to establish risk management as part of their IT governance [3]. Effective information resources management requires understanding and awareness of types of risk from a variety of sources. Although initial NIST guidance on risk management published prior to FISMA’s enactment emphasized addressing risk at the individual information system level [4], the NIST Risk Management Framework and guidance on managing risk in Special Publication 800-39 now position information security risk as an integral component of enterprise risk management practiced at organization, mission and business, and information system tiers, as illustrated in Figure 13.1.
Figure 13.1 Information Security Risk Management Must Occur At and Between All Levels of the Organization to Enable Pervasive Risk Awareness and to Help Ensure Consistent Risk-Based Decision Making Throughout the Organization [6]
Despite the acknowledged importance of enterprise risk management, NIST explicitly limits the intended use of Special Publication 800-39 to “the management of information security-related risk derived from or associated with the operation and use of information systems or the environments in which those systems operate” [5]. System owners and agency risk managers should not use this narrow scope to treat information security risk in isolation from other types of risk. Depending on the circumstances faced by an organization, the sources of information security risk may impact other enterprise risk areas, potentially including mission, financial, performance, legal, political, and reputation forms of risk. For instance, a government agency victimized by a cyber attack may suffer monetary losses from allocating resources necessary to respond to the incident and may also experience reduced mission delivery capability that results in a loss of public confidence. Enterprise risk management practices need to incorporate information security risk to develop a complete picture of the risk environment for the organization. Similarly, organizational perspectives on enterprise risk—particularly including determinations of risk tolerance—may drive or constrain system-specific decisions about functionality, security control implementation, continuous monitoring, and initial and ongoing system authorization.
Information security risk management may look somewhat different from organization to organization, even among organizations like federal government agencies that often follow the same risk management guidance. The historical pattern of inconsistent risk management practices among and even within agencies led NIST to reframe much of its information security management guidance in the context of risk management as defined in Special Publication 800-39, a new document published in 2011 that offers an organizational perspective on managing risk associated with the operation and use of information systems [7]. Special Publication 800-39 defines and describes at a high level an overarching four-phase process for information security risk management, depicted in Figure 13.2, and directs those implementing the process to additional publications for more detailed guidance on risk assessment [8] and risk monitoring [9]. In its guidance, NIST reiterates the essential role of information technology to enable the successful achievement of mission outcomes and ascribes similar importance to recognizing and managing information security risk as a prerequisite to attaining organizational goals and objectives. NIST envisions agency risk management programs characterized by [10]:
• Senior leaders that recognize the importance of managing information security risk and establish appropriate governance structures for managing such risk.
• Effective execution of risk management processes across organization, mission and business, and information systems tiers.
• An organizational climate where information security risk is considered within the context of mission and business process design, enterprise architecture definition, and system development life cycle processes.
• Better understanding among individuals with responsibilities for information system implementation or operation of how information security risk associated with their systems translates into organization-wide risk that may ultimately affect mission success.
Figure 13.2 NIST Defines an Integrated, Iterative Four-Step Risk Management Process That Establishes Organizational, Mission and Business, and Information System-Level Roles and Responsibilities, Activities, and Communication Flows [11]
Managing information security risk at an organizational level represents a potential change in governance practices for federal agencies and demands an executive-level commitment both to assign risk management responsibilities to senior leaders and to hold those leaders accountable for their risk management decisions and for implementing organizational risk management programs. The organizational perspective also requires sufficient understanding on the part of senior management to recognize information security risks to the agency, establish organizational risk tolerance levels, and communicate information about risk and risk tolerance throughout the organization for use in decision making at all levels.
Key Risk Management Concepts
Federal risk management guidance relies on a core set of concepts and definitions that all organizational personnel involved in risk management should understand. Risk management is a subjective process, and many of the elements used in risk determination activities are susceptible to different interpretations. NIST provided explicit examples, taxonomies, constructs, and scales in its latest guidance on conducting risk assessments [12] that may encourage more consistent application of core risk management concepts, but ultimately each organization is responsible for establishing and clearly communicating any organization-wide definitions or usage expectations. To the extent that organizational risk managers can standardize and enforce common definitions and risk rating levels, the organization may be able to facilitate the necessary step of prioritizing risk across the organization that stems from multiple sources and systems. NIST guidance adopts definitions of threat, vulnerability, and risk from the Committee on National Security Systems (CNSS) National Information Assurance Glossary [13], and uses tailored connotations of the terms likelihood and impact applied to risk management in general and risk assessment in particular [14].
Threats
A threat is “any circumstance or event with the potential to adversely impact organizational operations (including mission, functions, image, or reputation), organizational assets, individuals, other organizations, or the Nation through an information system via unauthorized access, destruction, disclosure, modification of information, and/or denial of service.” NIST guidance distinguishes between threat sources—causal agents with the capability to exploit a vulnerability to cause harm—and threat events: situations or circumstances with adverse impact caused by threat sources [15]. Risk managers need to consider a wide variety of threat sources and potentially relevant threat events, drawing upon organizational knowledge and characteristics of information systems and their operating environments as well as external sources of threat information. In its revised draft of Special Publication 800-30, NIST categorizes threat sources into four primary categories—adversarial, accidental, structural, and environmental—and provides an extensive (though not comprehensive) list of over 70 threat events [16].
Vulnerabilities
A vulnerability is a “weakness in an information system, system security procedures, internal controls, or implementation that could be exploited by a threat source.” Information system vulnerabilities often stem from missing or incorrectly configured security controls (as described in detail in Chapters 8 and 11 in the context of the security control assessment process) and also can arise in organizational governance structures, business processes, enterprise architecture, information security architecture, facilities, equipment, system development life cycle processes, supply chain activities, and relationships with external service providers [17]. Identifying, evaluating, and remediating vulnerabilities are core elements of several information security processes supporting risk management, including security control selection, implementation, and assessment as well as continuous monitoring. Vulnerability awareness is important at all levels of the organization, particularly when considering vulnerabilities due to predisposing conditions—such as geographic location—that increase the likelihood or severity of adverse events but cannot easily be addressed at the information system level. Special Publication 800-39 highlights differences in risk management activities related to vulnerabilities at organization, mission and business, and information system levels, summarized in the Three-Tiered Approach section later in this chapter.
Likelihood
Likelihood in a risk management context is an estimate of the chance that an event will occur resulting in an adverse impact to the organization. Quantitative risk analysis sometimes uses formal statistical methods, patterns of historical observations, or predictive models to measure the probability of occurrence for a given event and determine its likelihood. In qualitative or semi-quantitative risk analysis approaches such as the method prescribed in Special Publication 800-30, likelihood determinations focus less on statistical probability and more often reflect relative characterizations of factors such as a threat source’s intent and capability and the visibility or attractiveness of the organization as a target [6]. For emergent vulnerabilities, security personnel may consider factors such as the public availability of code, scripts, or other exploit methods or the susceptibility of systems to remote exploit attempts to help determine the range of potential threat agents that might try to capitalize on a vulnerability and to better estimate the likelihood that such attempts could occur. Risk assessors use these factors, in combination with past experience, anecdotal evidence, and expert judgment when available, to assign likelihood scores that allow comparison among multiple threats and adverse impacts and—if organizations implement consistent scoring methods—support meaningful comparisons across different information systems, business processes, and mission functions.
Impact
Impact is a measure of the magnitude of harm that could result from the occurrence of an adverse event. While positive or negative impacts are theoretically possible, even from a single event, risk management tends to focus only on adverse impacts, driven in part by federal standards on categorizing information systems according to risk levels defined in terms of adverse impact. FIPS 199 distinguishes among low, moderate, and high potential impacts corresponding to “limited,” “serious,” and “severe or catastrophic” adverse effects, respectively [18]. Current NIST guidance on risk assessments expands the qualitative impact levels to five from three, adding very low for “negligible” adverse effects and very high for “multiple severe or catastrophic” adverse effects. This guidance also proposes a similar five-level rating scale for the range or scope of adverse effects due to threat events, and provides examples of adverse impacts in five categories based on the subject harmed: operations, assets, individuals, other organizations, and the nation [19]. Impact ratings significantly influence overall risk level determinations and can—depending on internal and external policies, regulatory mandates, and other drivers—produce specific security requirements that agencies and system owners must satisfy through the effective implementation of security controls.
Warning
The use of standardized rating scales for the severity of threats and vulnerabilities, likelihood of occurrence, impact levels, and risk offers enormous value to organizations seeking consistent application of risk management practices, but the subjective nature of the definitions corresponding to numeric rating scores can produce a false sense of consistency. Risk executives operating at the organization tier need to establish clear rating guidelines and organization-specific interpretations of relative terms such as “limited” and “severe” to help ensure that the ratings are applied in the same way across the organization.
Risk
Risk is “a measure of the extent to which an entity is threatened by a potential circumstance or event” typically represented as a function of adverse impact due to an event and the likelihood of the event occurring. Risk in a general sense comprises many different sources and types that organizations address through enterprise risk management [20]. FISMA and associated NIST guidance focus on information security risk, with particular emphasis on information system-related risks arising from the loss of confidentiality, integrity, or availability of information or information systems. The range of potential adverse impacts to organizations from information security risk include those affecting operations, organizational assets, individuals, other organizations, and the nation. Organizations express risk in different ways and with different scope depending on which level of the organization is involved—information system owners typically identify and rate risk from multiple threat sources applicable to their systems, while mission and business and organizational characterizations of risk may seek to rank or prioritize different risk ratings across the organization or aggregate multiple risk ratings to provide an enterprise risk perspective. Risk is the primary input to organizational risk management, providing the basic unit of analysis for risk assessment and monitoring and the core information used to determine appropriate risk responses and any needed strategic or tactical adjustments to risk management strategy [21].
Three-Tiered Approach
Effective risk management integrates processes and activities conducted at the organization, mission and business process, and information system levels so that all parts of the organization can access and understand risk information produced at each level. This integrated approach supports organizational objectives such as real-time risk awareness, continuous improvement of management practices, and properly informed risk-based decision making, but depends on the establishment of effective communication channels among all risk management participants. Since the formation of the Joint Task Force Transformation Initiative Interagency Working Group in 2009, NIST guidance issued in support of FISMA provisions reflects a focus on organization-wide information security and risk management that expands the historical emphasis on information system security. The Risk Management Framework defined in Special Publication 800-37 Revision 1 and risk management practices described in Special Publication 800-39 and 800-30 Revision 1 employ a three-tiered approach, illustrated in Figure 13.1, that specifies activities, roles, responsibilities, and areas of emphasis for risk management at organizational, mission and business, and information system levels. Special Publication 800-39 offers a detailed description of risk management from the perspective of each tier in the organization, and highlights aspects of risk management common to all tiers.
Organizational Perspective
In organizations implementing enterprise risk management, the key focus at the organizational level is establishing the governance structure and context for all risk management decisions and activities, significantly including determining the level of risk the organization will tolerate from its information systems. Depending on the organizational governance model, the organizational perspective may set the mission and business priorities that determine investment strategies carried out at lower levels of the organization, including resource allocation for information systems and their protection. To the extent these priorities address primary mission essential functions, the organizational perspective also drives information security contingency planning and continuity of operations planning, described in more detail in Chapter 15.
Governance
Governance in any context identifies the individuals or groups responsible for organizational decision making in pursuit of strategic goals and objectives and the scope of decisions those parties can make. Risk management governance centers on the designated risk executive (whether that role is vested in an individual, a group, or an organizational function) and other senior leaders who determine the types of risk management decisions subject to governance at different tiers and the extent to which risk-based decisions are delegated to mission and business process owners, investment owners, system owners, or other subordinate roles in the organization. Organizational governance should also specify when and how risk management decisions will be communicated within and across the tiers of the organization and ensure that appropriate communication channels are maintained.
Special Publication 800-39 identifies five intended outcomes for organizational risk management [22]:
• Strategic alignment of risk management decisions with mission and business functions consistent with organizational goals and objectives.
• Execution of risk management processes to frame, assess, respond to, and monitor risk.
• Effective and efficient allocation of risk management resources.
• Measurement, monitoring, and reporting of risk management metrics to ensure that organizational goals and objectives are achieved.
• Optimization of risk management investments in support of organizational objectives.
Risk Executive
Because effective enterprise risk management requires the sponsorship of and commitment from the executive leadership in an organization, current federal risk management guidance specifies a risk executive role and associated responsibilities. NIST formalized the risk executive role in 2009 with the release of Special Publication 800-37 Revision 1, and unlike other aspects of its risk management guidance, the functional role envisioned by NIST for the risk executive is not limited to information security risk, but instead provides senior management and oversight of all types of risk faced by the organization [22]. Recent NIST Special Publications incorporate the same risk executive roles and responsibilities [23]:
• Establish risk management roles and responsibilities.
• Develop and implement an organization-wide risk management strategy that guides and informs organizational risk decisions.
• Establish organization-wide forums to consider all types and sources of risk.
• Manage threat and vulnerability information with regard to organizational information systems and the environments in which the systems operate.
• Determine organizational risk based on the aggregated risk from the operation and use of information systems and the respective environments of operation.
• Provide oversight for the risk management activities carried out by the organization to ensure consistent and effective risk-based decisions.
• Develop a greater understanding of risk with regard to the strategic view of the organization and its integrated operations;
• Establish effective vehicles and serve as a focal point for communicating and sharing risk-related information among key internal and external stakeholders.
• Specify the degree of autonomy for subordinate organizations permitted by the parent organization.
• Promote cooperation and collaboration among authorizing officials including security authorization actions requiring shared responsibility.
• Ensure that security authorization decisions consider all factors necessary for mission and business success.
• Ensure shared responsibility for supporting organizational missions and business functions using external providers receives the needed visibility and is elevated to appropriate decision-making authorities.
Note
The establishment of a risk executive function within executive agencies is a NIST recommendation, not a legal or regulatory requirement, and the approach to executive risk management varies widely across agencies. Some organizations maintain enterprise risk management responsibility within the secretary, director, administrator, or other head-of-agency role, while others distribute risk management responsibilities among functional leadership roles, often assigning information security risk management to chief information officers or senior information security officers. Relatively few agencies have designated individual risk executive positions comparable to the chief risk officer often seen in commercial sector organizations, despite repeated recommendations from government oversight and advisory groups [24].
Risk Management Strategy
The risk management strategy is one of the key outputs of the risk framing component of the NIST risk management process. Typically developed at the organization level, the risk management strategy specifies procedures and methodologies with which mission and business and information system risk managers perform risk assessment, risk response, and risk monitoring activities. As illustrated in Figure 13.3, the risk management strategy reflects organizational governance decisions in terms of risk assumptions, risk constraints, risk priorities, risk tolerance, and risk acceptance criteria and may—particularly under centralized governance models—also prescribe risk assessment, response, and monitoring practices and methodologies to be used at mission and business and information system tiers. Determining and communicating organizational risk tolerance is one of the most important elements in risk management strategy, as tolerance levels influence all risk management components [25]. Risk tolerance is also a fundamental input to information security management activities conducted throughout the steps in the Risk Management Framework, affecting security control selection, security control assessment, contingency planning, continuous monitoring, and system authorization decisions.
Figure 13.3 By Framing Organizational Risk Elements That Inform Risk Management Strategy and Drive Risk Assessment Processes Executed At Mission and Business and Information System Levels, the Organizational Perspective Sets The Context and Establishes the Foundation for All Risk Management Activities [26]
Investment Strategy
Organization-wide risk management also shapes investment strategies, particularly including capital planning and investment control (CPIC) processes and priorities for information technology. Because the organizational perspective reflects the mission and business functions performed across the enterprise and the business and information resource management strategic goals and objectives of the organization, risk management decisions made at the organization tier influence budgetary decisions about developing or acquiring information systems and allocating resources to secure those systems. Federal agencies are required to assess and manage risks associated with their information technology as part of formal CPIC processes, and to measure such risks to enable them to be included as decision criteria in investment strategies [27]. Information technology investment strategies need to balance the organizational needs to support mission execution with the anticipated resources needed to effectively respond to risk. Government agencies face budgetary pressures that constrain IT investment and funding available to implement controls needed to manage risk from information systems to a level acceptable to the organization. Agencies have to prioritize their investments to ensure that limited resources are allocated appropriately. Investment strategies in the context of risk management prioritize strategic and tactical information security investments, and specify possible courses of action to respond to risk in situations where the organization is unable to provide sufficient information security resources to manage risk to acceptable levels [28]. Depending on the risk tolerance of the organization, such responses might include deferring the deployment of information systems until relevant security requirements can be addressed, reducing the functional scope of the system to avoid exposing the organization to risk, or transferring the risk to another organization through insuring against potential losses.
Organizational Culture
Organizational culture pervades all levels of the organization and influences many aspects of risk management. Organizational leaders contribute to the development of organizational culture, but they are not solely responsible for creating, modifying, or responding to cultural factors. Risk management at the organizational level must consider the ways in which organizational culture affects elements of risk framing such as risk tolerance, risk acceptance criteria, and risk management strategy. Senior executives with risk management responsibilities should also be aware of cultural aspects tied to organizational governance models and operating norms, to understand how culture might facilitate or constrain the successful implementation and execution of risk management practices [29]. Cultural awareness at the organizational level can also help to identify and address issues related to cultural differences between organizations, including different bureaus or operating divisions within the same agency. These inter-organizational cultural considerations are increasingly relevant for organizational risk management as agencies seek to expand the use of common controls, shared services, and cross-agency information sharing that require established and authorized interconnection security agreements.
Mission and Business Perspective
Risk management at the mission and business process tier draws on activities performed at both the organization and information system levels to ensure that mission functions executed by the organization incorporate assumptions, constraints, priorities and risk tolerance levels defined in the risk management strategy and accurately reflect information security risk identified at the system level. The mission and business perspective considers and manages risk in the context of the enterprise architecture and security architecture of the organization, specifying risk-aware business processes that implement mission requirements and effectively support organizational goals and objectives and investment strategies. This perspective also influences risk management at the information system tier by providing common controls, security management oversight, and risk response strategies and by linking organizational policies, procedures, and guidelines for risk assessment and risk monitoring to practices performed for individual information systems.
Mission and Business Processes
Enterprise risk management considers risk associated with all operational aspects of an organization. At the mission and business process level, risk managers evaluate the risk to the organization that could result from implementing business processes; NIST designates processes designed and operated with such risk in mind as “risk-aware.” Organizations need to understand business process risk to ensure risk management practices are consistent with organizational risk management strategy and to be able to develop and execute processes sufficiently resilient to perform as intended in the face of potential threats. Risk determination at the information system level may be extended or aggregated to the business process level when processes rely on specific information systems. Federal standards and guidance—including the security categorization approach in FIPS 199—address information and information systems, but not the processes supported by information systems. The specification of risk-aware business processes logically extends the sort of analysis performed for information systems, potentially even leveraging the high-water mark categorization approach used to relate information to information systems. Risk awareness at this level requires senior leadership and business process owners to identify and understand the kinds of threats that can adversely affect their ability to perform mission and business functions, the nature and severity of adverse impacts that could occur due to information security risk, and the expected resilience to such impacts feasible for a given process definition [30]. Risk-aware business processes and resilience requirements also help determine the set of viable risk responses for risk identified at the mission and business tier.
Enterprise Architecture
Enterprise architecture (EA) is an information resources management discipline that links strategic goals, objectives, and performance measures to programs and business processes implemented to realize the organization’s strategy and to the information technology and other resources allocated in support of that strategy. Among other provisions, the Clinger-Cohen Act requires federal agencies to develop and maintain an “integrated information technology architecture” [31], a requirement satisfied through the establishment of enterprise architecture programs at virtually all federal agencies. OMB developed a set of reference models, practice guidance, and an enterprise architecture assessment framework under its Federal Enterprise Architecture program. None of these materials devotes much attention to information security management or risk management, although the reference models acknowledge risk management and mitigation as agency management functions [32]. Current NIST guidance emphasizes the importance of integrating security architecture and security management processes and activities prescribed in the Risk Management Framework with enterprise architecture. Enterprise architecture informs risk management by defining mission and business functional segments of the organization and identifying information systems and other resources that support those segments. By thoroughly and accurately documenting its technical environment, an organization can help ensure that it considers all relevant sources of threats and vulnerabilities, reducing the potential risk due to uncertainty about the organization’s information resources. Documenting and analyzing technical information at an enterprise-wide level also helps identify areas of redundancy and single points of failure, both of which are relevant inputs to risk management processes [33].
Information Security Architecture
The information security architecture represents the portion of the enterprise architecture that specifically addresses information system resilience and provides architectural information for the implementation of capabilities to meet security requirements. The information security architecture seeks to ensure that information systems and their operating environments consistently and cost-effectively satisfy mission and business process-driven security requirements, consistent with the organizational risk management strategy and sound system and security engineering principles. Agencies can address risk management considerations at the mission and business tier by [34]:
• Developing an information security segment architecture linked to the strategic goals and objectives, well-defined mission and business functions, and associated processes.
• Identifying where effective risk response is a critical element in the success of organizational mission and business functions.
• Defining the appropriate architectural information security requirements based on the organization’s risk management strategy.
• Incorporating an information security architecture that implements architectural information security requirements within and across information systems.
• Translating architectural information security requirements into specific security controls for information systems and environments of operation.
• Allocating management, operational, and technical security controls to information systems and environments of operation as defined by the information security architecture.
• Documenting risk management decisions at all levels of the enterprise architecture.
Tip
While almost every federal agency can be expected to have an enterprise architecture—in most cases reflecting a common architecture framework such as the Federal Enterprise Architecture Framework (FEAF) or Department of Defense Architecture Framework (DoDAF)—there is much greater variation among agencies in the existence and structure of formally documented security architectures. NIST considers information security architecture to be an integrated part of enterprise architecture, but conventional security architecture and control frameworks such as ISO 27001, NIST Special Publication 800-53, and the Sherwood Applied Business Security Architecture (SABSA) have structures that do not align directly to the layers typical in enterprise architectures. Where EA frameworks distinguish among separate logical layers such as business, data, application, and technology, security architecture often reflects structural layers such as physical, network, platform, application, and user. In agencies with collaborative working relationships between enterprise architecture and information security programs (both of which commonly reside within the office of the chief information officer), integrating enterprise and security architectures may present little difficulty, but agencies without such close relationships may experience significant challenges harmonizing EA and security architecture perspectives.
Information System Perspective
The primary focus of risk management at the information system tier is executing many of the risk management practices defined at the organizational and mission and business process levels. Particular emphasis centers on implementing the Risk Management Framework and successfully conducting risk assessment, response, and monitoring activities in support of initial and ongoing system authorization requirements, and on integrating risk management into the system development life cycle [35]. Special Publication 800-37 provides detailed guidance and a structured process for applying the RMF to federal information systems, including identifying key risk management activities at each SDLC phase [36]. Special Publication 800-39 also identifies risk-related activities occurring in each SDLC phase, as summarized in Table 13.1.
Table 13.1 Risk Management Activities in the System Development Lifecycle [35]
SDLC Phase | Activity | RMF Step |
Initiation | Security requirements definition | Categorize information systems; select security controls |
Development/acquisition | Risk assessment | Select security controls; implement security controls |
Implementation | Risk assessment Security control assessment | Implement security controls; assess security controls |
Operations and Maintenance | Risk monitoring | Monitor security controls |
Disposal | Risk assessment | Monitor security controls |
The emphasis in NIST guidance on integrating information security requirements and risk management practices early in the system development life cycle targets two separate but related outcomes for organizational risk management. First, early integration of security requirements in the SDLC is an effective way to enforce information system-level implementation of organizational risk management strategy and identify and budget for resources needed to satisfy requirements. Second, linking risk management to other activities conducted as part of the SDLC helps ensure that information system owners do not perform risk management processes in isolation. Achievement of these outcomes also helps to justify system certification and accreditation and related activities in the RMF as processes that enable effective risk management at all levels of the organization [37].
Trust and Trustworthiness
Among the many considerations affecting risk management decisions, NIST places special emphasis on trust and trustworthiness with respect to individuals, organizations, and information systems, and describes several trust models that may apply in different organizations [38]. The relative confidence organizations have that individuals, organizations, or systems will behave as expected influences the risk perceived from those entities, and represents an important input to risk acceptance or other response decisions. NIST guidance acknowledges that trust is subjective, much like risk, but that decisions to rely on trust relationships in internal or inter-organizational contexts can incorporate objective evidence of trustworthiness (or lack thereof) in addition to subjective factors. Decisions to trust are expressions of willingness to take risk—specifically, the risk that the object of trust will behave in a manner contrary to expectations to the detriment of the trusting party [39]. To the extent that security controls can provide assurance that individuals, organizations, or systems will act as expected, information security can reduce risk and facilitate risk management decisions.
Note
The references in Special Publication 800-39 to trust and trustworthiness apply these concepts to information systems, in the sense of trusting technology components and assessing the trustworthiness of information systems. Although this usage is common in management literature, most formal definitions of trust and trustworthiness incorporate some assessment of another entity’s intent or motivation in addition to expectations of behavior and competence or ability of the entity whose trustworthiness is at issue [40]. Where information systems are concerned, the concept of trust described in Special Publication 800-39 is more accurately labeled “confidence” or “level of assurance,” while trustworthiness of information technology can realistically only consider factors such as functional and technical capability, reliability, and consistent performance. These are measurable attributes of trustworthiness subject to formal testing, evaluation, and certification standards such as the Common Criteria for Information Technology Security Evaluation [41]. Comprehensive determinations of an information system’s trustworthiness cannot be made without considering how and by whom the system is developed, implemented, operated, and secured.
Components of Risk Management
As shown in Figure 13.2, enterprise risk management comprises four interdependent processes: risk framing, risk assessment, risk response, and risk monitoring. With the exception of risk framing, responsibility for which resides primarily in the organization tier, risk management applies to all levels of the organization and the overall success of the risk management program depends on effective cooperation and information and communication flows across all three tiers. This section describes the activities performed in each part of the risk management process and identifies the key relationships and dependencies among the four components. The information presented here follows the order and structured approach used in Special Publication 800-39, although despite the logical sequence implied, in practice the steps in the risk management process may be executed in different orders depending on the circumstances, organizational risk management governance structure, and level of the organization conducting risk management activities. Table 13.2 provides a summary of the major activities performed in each risk management component and the expected inputs and outputs of those activities.
Table 13.2 Activities, Inputs, and Outputs in the Risk Management Process [42]
Frame
Risk framing provides the foundation and establishes the operational parameters for risk management throughout the organization. Risk framing activities define the context for how the organization thinks about risk, including identifying key sources of risk applicable to mission and business processes and information systems. The risk framing step produces the risk management strategy, which documents assumptions, constraints, and priorities; declares organizational risk tolerance levels; and often specifies methods and procedures to be used for risk assessment, response, and monitoring. Risk executives and other senior leaders define the risk frame at the organization tier, and managers at lower levels use the organizational risk frame to guide their own risk management activities. The extent to which organizational strategy dictates risk management across the organization depends in part on the risk governance model, particularly in federal government contexts where multiple bureaus or operating divisions may fall under the supervision of a department or similar top-level organizational structure. The risk framing activities specified in Special Publication 800-39 require careful consideration of internal and external factors that influence the way the organization approaches risk management in general and determine how the organization assesses, monitors, and responds to risk.
Risk Assumptions
To identify assumptions affecting risk management, organizations perform many of the same identification and analysis exercises seen in risk assessment procedures, including identifying and characterizing threat sources, vulnerabilities, impacts, and likelihood determinations and providing representative examples of risk facing the organization [43]. Many mission functions, business processes, and information systems face their own specific risks, but identifying and documenting common risk elements applicable to all levels of the organization enables lower-level risk managers to focus their attention on unique or particularly relevant risk factors. Organizations can document broadly applicable risk factors in risk management guidelines and risk assessment templates to help ensure risk management activities use a consistent scope appropriate for each level of the organization. Organizations may also make assumptions about specific risk assessment and risk monitoring methodologies, centrally provisioned tools or services that support risk management processes, and appropriate responses to different types of risk.
Risk Constraints
Because risk managers at all levels of the organization often look to risk management strategy for guidance on performing risk assessment and monitoring, the risk framing process identifies factors that facilitate or constrain risk management and documents those factors in the risk management strategy. Many organizations specify legislative drivers and compliance requirements for risk management activities, but it is also important to identify potential constraints on performing risk assessment, risk response, or risk monitoring, including those that pose challenges to compliance. NIST guidance identifies possible sources of constraints including limits to budgets or available resources; dependencies on legacy information systems; legal, regulatory, or contractual requirements; organizational culture; and governance structures [44]. Risk managers should be aware that the existence of constraints typically does not obviate the need to perform risk management, so constraints often represent additional challenges to be overcome rather than justifications for scaling back risk-related activities.
Risk Tolerance
Every organization has its own mission, strategic goals and objectives, and operating characteristics, and each organization may view risk differently depending on the mission and business functions it performs and the information systems it uses. Organizations facing similar threats and vulnerabilities, similar impacts from adverse events, and similar risk determinations may respond to risk in very different ways. Risk tolerance is the level of risk an organization is willing to accept, from information security-related sources or other types. Risk tolerance varies among organizations and potentially within organizations as well, especially when risk is considered against mission and business objectives or evaluated in specific circumstances. Risk tolerance is one of the most significant factors influencing risk-based decision making, so a clear determination of risk tolerance, effectively communicated throughout the organization, is essential to ensure consistent responses to risk. In organizations with decentralized governance structures, different parts of the organization may have different tolerances for risk that need to be harmonized or adjusted to meet organizational guidelines. Identifying risk tolerance within the risk framing process should also consider what authority, if any, risk managers in different organizational units have to determine—and more importantly, to act on—their own risk tolerance levels.
Note
One of the challenges with establishing effective risk-based security management practices across the government is that agency governance is largely decentralized. While the Office of Management and Budget has general responsibility for overseeing and monitoring the implementation of FISMA and other legislative and regulatory requirements, each agency makes its own risk determinations and decides what level of risk it is willing to accept. Agency-level discretion is readily apparent in information system authorization decisions, as federal agencies are self-accrediting and accreditation decisions are rarely subject to outside approval. This characteristic of organizational risk management makes it difficult to develop government-wide risk standards or to apply risk determinations made in one agency to other organizations. Special Publication 800-39 and other sources of risk management guidance specify processes and mechanisms that all agencies should use—such as developing a risk management strategy—and identify types of information that should be addressed, but leaves the implementation details to each agency.
Risk Prioritization
Organizations face many different kinds of risk. Risk exists at different levels of the organization, from different sources, in different timeframes, and with differing levels of severity or magnitude of impact. Given budgetary and other resource constraints, it is rarely feasible to respond fully to all risk at the same time, so organizations need to prioritize their risk management activities. The risk management strategy developed during risk framing should provide guidance on organizational priorities and prioritization criteria used to allocate resources for risk response or other risk management activities. Organizations typically prioritize risk in ways that align with mission priorities and strategic goals and objectives, but the specific factors used in prioritization may vary among organizations according to risk assumptions and constraints, risk tolerance levels, organizational culture, or other factors [45]. Time is an important consideration when making risk management trade-offs, as one approach to risk response (as noted in Chapter 12 on the plan of action and milestones) is to defer immediate corrective action but plan to allocate risk-mitigation resources by some specified point in the future.
Assess
The risk assessment process identifies, characterizes, and estimates risk to the organization. Under FISMA, all executive agencies must perform “periodic assessments of the risk and magnitude of the harm that could result from the unauthorized access, use, disclosure, disruption, modification, or destruction of information and information systems that support the operations and assets of the agency” [46]. To assist agency information security programs in meeting this requirement, NIST provides general guidance on risk assessment in Special Publication 800-39, and offers a detailed methodology for conducting risk assessments in Special Publication 800-30. The original version of Special Publication 800-30 addressed risk assessment of information systems [4]; the revised version expands the scope to include mission and business and organizational risk assessment as well [8]. Performing risk assessments at all levels of the organization supports enterprise risk management by aggregating and prioritizing risk from lower levels, and also facilitates risk assessment within the mission and business and information system tiers by identifying threat sources and vulnerabilities and determining risk sources that affect all parts of the organization.
The risk management strategy produced during risk framing often recommends or specifies risk assessment methodologies that should be used within the organization. Even where no single organizational standard is specified, the assumptions, constraints, priorities, risk tolerance, and governance information in the risk management strategy inform the selection of risk assessment methodologies, as shown in Figure 13.3. Special Publication 800-39 implies but does not mandate the use of the NIST risk assessment methodology in Special Publication 800-30. Many alternative methodologies are available, such as the Software Engineering Institute’s OCTAVE method [47] or the risk assessment approach in ISO/IEC 31010 [48]. These methodologies share many common features and prescribed tasks, including identification of the organizational assets subject to risk, threat and vulnerability analysis, and determination of risk [49]. The choice of methodology is often less important in an organization than the consistent use of whatever methodology is preferred—using different methods can frustrate organizational efforts to aggregate or compare risk assessment results, particularly if the methods use different analysis approaches or risk rating scales.
Threat and Vulnerability Identification
Threats and vulnerabilities are the primary sources of risk, and both must be present for material risk to exist. Before assessing risk—to an information system, mission function or business process, or organization—organizations need to identify risk, beginning with the identification of threats facing the organization and the vulnerabilities that those threats could exploit to cause loss or harm. As noted previously in this chapter, NIST guidance distinguishes between threat sources and threat events, separating the entity or actor that might cause harm from the specific types of incidents that might occur. Special Publication 800-30 provides numerous examples of both threat sources and threat events [50]; risk managers should be aware that some threat events can only be caused by certain sources, and that different risk models apply to different types of threat sources. The threat and vulnerability identification activity in risk assessment parallels a similar task in risk framing, where consideration of organization-level threats and vulnerabilities contributes to risk assumptions. In organizations that take the time to document and distribute information about organizational threats and vulnerabilities, risk assessment at the mission and business and information system levels can focus on process-specific or system-specific threats and vulnerabilities and combine information gathered at all levels to support risk determination and response prioritization activities.
Risk Determination
Risk determination assesses threats and vulnerabilities to consider the likelihood that known threat sources will be able to exploit identified vulnerabilities to cause one or more adverse events and the consequences if such events occur. Depending on the type of threat under analysis and the nature of the risk assessment being performed, likelihood and impact may be determined using relative ratings or quantitative estimates. Many factors contribute to likelihood, including some that are difficult to measure accurately, such as ease of exploitation, skill level or sophistication of adversaries, visibility of the organization, and attractiveness of the organization or its assets to attack [51]. Accurate quantitative risk determination requires sufficient historical observations or other evidence to support calculation of probabilities, and also requires impact to be expressed in numeric terms, such as dollar values. Organizations may characterize the nature and severity of adverse impacts according to what aspect of security is impacted, the extent of disruption to operations, the resources lost, or the consequences to mission execution or organizational stakeholders. Whether stated in absolute or relative terms, determinations of risk enable risk managers to compare and prioritize risk—within a specific information system or operational context or across the organization—and represent key inputs to risk response decisions.
Respond
Once the organization determines the nature, significance, and priority of risk, system owners, business owners, and risk mangers consider possible responses to risk and choose the most appropriate course of action. NIST guidance recognizes five primary responses to risk: acceptance, avoidance, mitigation, sharing, or transference [52]. Courses of action for risk response may include more than one type of response, potentially authorized and executed at multiple levels of the organization. While system owners often recommend responses to risk identified at the information system level, analysis of alternative courses of action and selection of risk response consider impacts at all levels of the organization, so typically require decision-making at mission and business or organizational levels. Depending on the governance structure and approach to enterprise risk management used in an organization, the risk management strategy developed during risk framing may include organizational policies or standards regarding risk response alternatives that provide guidance to risk managers on preferred or default courses of action. The appropriate level at which risk response decisions are made also depends in part on the scope of the response measures being considered. Risk-mitigating changes to enterprise infrastructure, operating environments, or common controls affecting the entire organization should be approved at the organizational level. Similarly, decisions to accept risk at lower levels of the organization should be consistent with organizational risk tolerance, so may require review or approval at the organizational level.
Risk Response Identification
For any risk identified and evaluated in the risk management process, risk managers need to consider potential responses to risk, alone or in combination, and identify the possible courses of action. The exact number and variety of alternatives considered for a risk response may be constrained by policies or guidance in the risk management strategy, but candidate responses typically include the following [53]:
• Acceptance. When the risk determination falls within the organizational risk tolerance, accepting the risk may be justified. When risk tolerance includes cost-benefit considerations, risk acceptance may also be warranted when the cost of mitigation exceeds the anticipated loss to the organization if the risk is realized.
• Mitigation. Risk mitigation includes remedial or corrective action taken to reduce the level of risk to the organization, with the goal of bringing the risk level within organizational risk tolerance so that any residual risk can be accepted. Mitigating actions chosen for a given risk may be implemented at multiple levels of the organization.
• Sharing. Risk sharing occurs when responsibility for risk borne by one organization can be shared with another, in a manner that may not reduce the total risk, but reduces the risk faced by each sharing organization to an acceptable level. Organizations with different risk tolerance levels may be able to use risk sharing to align responsibility for different types of risk with commensurate risk tolerance levels, and to assign responsibility for specific types of risk to organizations with the appropriate expertise or resources to address them.
• Transference. Organizations unwilling or unable to accept, mitigate, or share risk may choose to transfer the risk by shifting responsibility or liability for the consequences of an adverse event to another organization, such as by purchasing insurance against loss or harm. Risk transference does not reduce the likelihood, harm, or risk associated with an event, but typically compensates the organization for losses.
• Avoidance. Risks determined to be unacceptable to the organization and infeasible to mitigate, share, or transfer may warrant changes to information systems or processes implemented by the organization to avoid incurring the risk associated with them. Avoiding information system-level risk often requires reducing the scope or functional capability to reduce the threats or vulnerabilities applicable to systems or business processes. Examples of risk avoidance methods include foregoing system interconnections in favor of manual processes or integration methods, or choosing to limit web-based access methods to intranet or VPN-based connections rather than allowing Internet connections.
Alternative courses of action to respond to risk may involve multiple steps or discrete actions taken at one or more levels of the organization. Risk managers at mission and business or organization tiers may evaluate multiple risk response decisions together to determine appropriate organizational responses, particularly when similar risk is identified in multiple risk assessments.
Warning
NIST guidance omits an additional response to risk that risk management practitioners may encounter: denial. Risk denial is a refusal to acknowledge a risk produced in an assessment, essentially making an assertion that the risk does not apply to the organization. Risk denial should not occur in organizations with accepted, established risk management procedures, and instances of risk denial often indicate a lack of awareness among risk management decision makers or poor communication between decision makers and business owners or system owners responsible for conducting risk assessments.
Evaluation of Alternatives
In situations where more than one course of action is identified to respond to risk, risk managers must evaluate each alternative to determine the preferred approach. The criteria used in evaluating alternative risk responses may be specified in the risk management strategy or be determined on a case-by-case basis for each risk or type of risk. Typical evaluation factors include costs that will be incurred or other resources that must be allocated to implement each course of action; the feasibility of each response given potential time pressures, necessary technical expertise, or other organizational constraints; and the anticipated effectiveness of each course of action in achieving the desired result. Risk responses in information security contexts usually involve trade-offs between increased assurance levels (and corresponding reductions in risk) and operational capabilities. Risk responses with the potential to reduce operational effectiveness should consider the relative priority of impacted mission functions and business processes, using risk prioritization information contained in the risk management strategy.
Risk Response Decision
The evaluation of risk response alternatives typically results in a recommended course of action. Formal decisions to adopt recommended courses of action often employ many of the same criteria used in the evaluation of alternatives, including the economic impact on the organization and the effect of the risk response on mission and business functions. Organizations face many risks at any point in time, so risk response decisions rely on organizational risk priorities to determine the most appropriate allocation of resources, generally devoting more resources to areas of greater risk, or prioritizing responses with the greatest potential effect in reducing overall risk to the organization. Risk response decisions reflect the organizational goal of consistently managing risk to levels within the organization’s risk tolerance. Risk responses do not eliminate risk, but instead reduce or manage risk exposure so that residual risk—risk that remains after responses are implemented—is acceptable to the organization.
Risk Response Implementation
Selected courses of action must be implemented to achieve the results sought from risk response. The time required to fully implement a given course of action varies according to factors such as the complexity of the response, size of the organization, characteristics of its operating environment, and the number of internal or external organizational units that need to be involved. In its risk management strategy, an organization may specify different risk response strategies to guide responses to various types of risk, as well as an overall approach to selecting appropriate responses. NIST provides general guidance on risk response strategies in Special Publication 800-39. Such strategies specify roles within the organization responsible for different risk response types; existing or anticipated dependencies among selected risk response measures or on other factors; implementation timelines for risk responses; procedures and requirements for monitoring risk response effectiveness; triggers invoking risk monitoring or renewed assessment activities; and the availability of any interim risk response measures [54].
Monitor
Organizations are constantly at risk from a variety of sources, and the risk they face changes over time. Risk monitoring helps organizations maintain ongoing risk awareness and provides information about changes to information systems, operating environments, or threats and vulnerabilities relevant to the organization. As defined in current NIST guidance, risk monitoring is a component of continuous monitoring processes and activities that all agencies must implement as part of their security management programs. As described in detail in Chapter 14, continuous monitoring provides organizations with information not only about changes that may alter the risk profile of the organization, but also information used to verify compliance with relevant policies, legislation, regulations, standards, and requirements and to determine the effectiveness of security controls and security management processes. Within the broader context of continuous monitoring, organizations use risk monitoring to measure implemented risk response measures to ensure they achieve their intended effects and to identify events or circumstances posing new or increased information security risk to the organization.
Risk Monitoring Strategy
Organizations develop risk monitoring strategies to establish expectations, policies, and procedures for risk monitoring activities at all levels. Risk monitoring strategies may be developed on their own, specified in the organization risk management strategy, or incorporated in information security continuous monitoring (ISCM) strategy documentation. Like the ISCM strategy described in Chapter 14, the risk monitoring strategy describes the purpose and rationale for monitoring, types of monitoring to be performed, monitoring frequency, security controls or other monitoring targets, and where applicable, the use of automated monitoring tools and techniques. The primary purposes for risk monitoring identified in Special Publication 800-39 include verifying compliance with applicable requirements, measuring the effectiveness of risk response measures and security controls, and identifying changes to information systems and operating environments that may affect the information security risk to the organization.
Risk Monitoring
Risk monitoring activities implement the risk monitoring strategy by gathering information through automated or manual means, alerting or reporting on information relevant to intended purposes for risk monitoring, and providing inputs to ongoing risk assessment and response processes. Depending on risk assumptions, constraints, priorities, and tolerance levels, the set of risk monitoring practices actually implemented at any one time may differ from what is documented in the risk monitoring strategy. NIST guidance recommends that organizations consider risk monitoring from an organizational perspective and coordinate monitoring practices across all three tiers to support the achievement of overall risk management goals and avoid potential duplication of implemented monitoring activities [55].
Information System Risk Assessments
Enterprise risk management relies on effective risk assessments. With the number and diversity of threats organizations face, risk managers need to use thorough, consistent methods to evaluate known and emerging threats and vulnerabilities, to consider the impact of changes affecting information systems and their operating environments, and to provide information to guide decisions about appropriate risk responses. Risk assessment is a core function supporting a variety of security management processes, including system certification and accreditation, incident response, contingency planning, and continuous monitoring. In addition to supporting information security management, risk assessments also provide inputs to other information resources management activities such as IT strategic planning, capital planning and investment control, enterprise architecture, program management, and execution of system development life cycle phases. NIST considers risk assessment significant enough to warrant specialized guidance on conducting risk assessments for information systems, mission functions and business processes, and organizations [8]. The expansion in scope for Special Publication 800-30 Revision 1 to apply risk assessment processes to all tiers of the organization reflects a similar shift in focus from information system-specific guidance to enterprise guidance seen in other updated NIST Special Publications [56].
Risk assessment is most often associated with initial system authorization activities or required periodic (usually annual) assessments of operational systems. Organizations can, however, apply the same fundamental risk assessment process at different levels of granularity and with broad or narrow scope. Organizations conduct risk assessments in three primary contexts:
1. Comprehensive assessments performed to implement the Assess step in the risk management process, whether at the information system, mission and business process, or organization level.
2. Focused assessments of specific threats, vulnerabilities, or weaknesses identified during security control assessments or continuous monitoring activities.
3. E-authentication risk assessments required under OMB regulations for information systems providing remote authentication of users.
Organizations need to assess risk on an ongoing basis and whenever new threats or vulnerabilities arise or circumstances change that could impact overall risk levels or otherwise warrant a response. The nature and points of emphasis for information system risk assessments vary depending on which phase in the system development life cycle the system is in and on the types of risk factors that need to be assessed. The results of risk assessments are typically documented in risk assessment reports or incorporated in other security management artifacts such as security assessment reports. As shown in Figure 13.4, risk assessment results provide key information to multiple steps in the Risk Management Framework. Initial risk assessment activities often precede initiation of the RMF and supply key information to system categorization and security control selection. NIST provides guidance to agencies in Special Publication 800-30 Revision 1 applicable to conducting risk assessments of any size or scope. In addition to Special Publication 800-30, primary sources of guidance for conducting e-authentication risk assessments include OMB Memoranda M-04-04 [57] and M-00-10 [58], Special Publication 800-63 [59], and the e-authentication e-RA tool and associated guidance for agencies available from the federal Identity, Credential, and Access Management (ICAM) Subcommittee [60].
Figure 13.4 Information System Risk Assessments Follow an Iterative Development Approach Initiated Before the Beginning of the RMF Process, Informed by Security Control Assessment Results and Other Outputs of RMF Activities, and Updated in Support of Initial and Ongoing System Authorization
Risk Models
There are many risk assessment tools and techniques available for use in analyzing risk components and making risk determinations. Risk modeling is one approach recommended in Special Publication 800-30 to identify all the elements necessary to perform risk analysis for different types of threats. Risk models specify the factors needed to assess risk and the relationship among those factors, producing a sort of template for risk assessors to use in their assessments. By defining required risk elements in a standard way, risk models help ensure that risk assessors consider all relevant factors, encourage consistent assessment procedures for different types of risk, and highlight potential information gaps that may hamper efforts to make accurate risk determinations. Figures 13.5 and 13.6 provide sample risk models for adversarial and environmental threats, respectively, that identify the set of risk factors that should be included in risk assessments. As these two examples illustrate, different attributes apply to different types of risk—for example, consideration of intent and organizational targeting in the adversary-based model is irrelevant for environmental threats such as natural disasters. When risk assessors can fully populate a risk model for a specific threat with information to address all the factors in the model, the complete model instance provide a risk scenario that can be used to describe in detail the way a threat might materialize and how it would affect the organization.
Figure 13.5 A Risk Model for Adversarial Threats Includes Related Information About Vulnerabilities, Likelihood, and Impact That Collectively Help Determine the Risk Posed By Each Threat [61]
Figure 13.6 A Risk Model for Environmental Threats Includes the Same Core Related Factors Such As Vulnerabilities, Likelihood, and Impact, But Omits Factors Related to Threat Source Motivation Or Skills That Would Be Relevant for Adversarial Or Accidental Types of Threats
Assessment Methods
Despite the number and variety of risk assessment methods, approaches to risk assessment typically belong to one of three categories: quantitative, qualitative, or hybrid [62]. Quantitative risk assessment incorporates numeric values produced via direct measurement or observation or obtained through empirical evidence to enable use of mathematical and statistical analysis methods. Quantitative assessments express asset valuation and impact in dollars, time, or other continuous values, and use probability calculations or estimates to determine likelihood. Where objective, accurate measures are available, quantitative risk assessments produce risk determinations easily compared to each other and well suited to cost-benefit analysis. Quantitative assessments facilitate risk ranking and prioritization activities, but their validity depends on the ability of risk assessors to accurately determine values used in risk calculations. The emphasis on numeric scoring can give the impression of clear differences among risk ratings where no significant differences actually exist.
Qualitative assessments measure risk factors using categorical or ordinal ratings, often relying on the knowledge and expertise of risk assessors to correctly apply subjective and relative values. NIST information security standards and guidelines often use qualitative assessment scales, such as the low/moderate/high ratings used in security categorization. Qualitative analysis can be easier to apply than quantitative alternatives, particularly in public sector contexts where operational performance is not often measured in quantitative terms such as revenue or profit. Challenges associated with qualitative assessments include the inherent subjectivity associated with assigning ratings to risk factors and the difficulty in making meaningful differentiations and prioritizing among risk determinations with similar assigned values.
Hybrid assessment methods—often called “semi-quantitative” or “pseudo-quantitative”—add numerical scales to ordinal rating levels to support statistical analysis and facilitate better differentiation among assessed values and risk determinations than in purely qualitative approaches. The guidance on conducting risk assessments in Special Publication 800-30 Revision 1 uses this type of approach, defining five ordinal rating values (very low, low, moderate, high, and very high) for assessing threat sources, vulnerabilities, likelihood, impact, and risk, and assigning numeric rating scales to each value (0–4, 5–20, 21–79, 80–95, and 96–100, respectively) [63].
Warning
The use of numeric rating scales with qualitative assessment values does not change the subjectivity inherent in the rating process. Organizations hoping to improve their ability to compare and rank risk using semi-qualitative ratings must provide clear guidance and rating criteria to risk assessors to ensure that assessment ratings are used consistently.
Analysis Approaches
Regardless of the risk assessment method selected, different organizations may apply different analytical approaches when conducting their assessments. NIST distinguishes approaches by the primary elements on which the analysis focuses, the level of detail and rigor required in the analysis, and the extent to which standard or common risk models are used across the organization to analyze similar threats. The NIST risk assessment process is equally well suited to threat-oriented, vulnerability-oriented, or asset-oriented analysis approaches [64]. Current federal guidance recognizes a variety of possible risk assessment triggers, including new threats or vulnerabilities identified through continuous monitoring, weaknesses identified in security control assessments, and changes to information systems, operating environments, or organizational mission and business priorities. When developing the risk management strategy during risk framing, organizations can identify or recommend specific analytical approaches for use in different risk assessment contexts as well as approved assessment methodologies, striking an appropriate balance between mandated standards that ensure consistency and the flexibility to apply the most effective approaches to different risk assessment needs.
As part of the changes in guidance proposed in Revision 1 to Special Publication 800-30, NIST adopted a structured process defining major assessment steps and tasks performed within each step, mirroring the description of the Risk Management Framework in Special Publication 800-37. Although NIST guidance presumes the use of its risk assessment approach, federal agencies are free to employ other risk assessment methodologies if they wish, and many alternatives to Special Publication 800-30 are available [65]. For consistency with the material presented throughout this book, this chapter describes the NIST process, illustrated in Figure 13.7, which includes preparation and maintenance activities, but emphasizes a sequenced set of tasks for consistently conducting risk assessments.
Figure 13.7 NIST Guidance for Conducting Risk Assessments Prescribes a Structured Sequence of Tasks That Helps Risk Managers Identify and Evaluate Sources of Risk and Make Consistent Determinations of Risk to Information Systems, Mission Functions and Business Processes, and Organizations [66]
Prepare
The preparation step establishes the scope and parameters of the risk assessment to be performed. Given the potential volume of information required, resources involved, and methods that may be applied, successful completion of the assessment may depend on effective preparation. Risk assessment context may be derived from organizational risk management strategy, with assessment-specific tailoring as needed depending on the level at which the assessment will be conducted and the objectives it is intended to achieve. Risk assessment preparation includes identifying the purpose and scope of the assessment; identifying assumptions and constraints; identifying information requirements and sources; and developing, selecting, or refining the risk model [67]. The risk management strategy may be instrumental in facilitating the completion of these tasks, complemented by information in continuous monitoring strategies, system security plans, and risk assessment policies, procedures, guidelines, and templates.
Risk assessment preparation also includes determining the level of the organization at which risk assessments should be conducted, often depending on the nature and scope of the threat or vulnerability that serves as the catalyst for the assessment. In cases where a threat or vulnerability is identified for a particular information system, organizations should consider whether the risk factor’s applicability is limited to that system or applies more broadly to other systems or business processes, or organization-wide. For example, a web application vulnerability found in one information system might also be present in others, and a threat event such as a denial of service attack is likely to threaten any systems sharing the same operating environment or network infrastructure. Some threats are by nature applicable to entire organizations—such as the sort of sophisticated, organized, and ongoing attacks that characterize the advanced persistent threat—and corresponding risk from these threats should be assessed at the organizational level.
Conduct
As explained previously in the description of the Assess component in the risk management process, conducting a risk assessment involves identifying and characterizing the threats and vulnerabilities relevant to the subject of the assessment (such as an information system, business process, or entire organization), estimating the likelihood that threat events will occur and the resulting adverse impact to the organization, and making a risk determination as a function of likelihood and expected impact. NIST guidance organizes its risk assessment tasks in an ordered sequence, as seen in the center of Figure 13.7, but acknowledges that completing the tasks in a different order or choosing to iterate some tasks multiple times before moving to subsequent tasks may be necessary and appropriate [68]. Special Publication 800-30 offers risk assessors extensive supplemental information on threat sources, threat events, vulnerabilities and predisposing conditions that may be relevant to government agencies. The risk factors NIST presents are not intended to be exhaustive or prescriptive, but can provide a foundation for considering and categorizing different types of risk in different organizations and help risk assessors avoid examining too narrow a set of risk inputs. Special Publication 800-30 also provides five-level rating scales and rating level descriptions for likelihood, impact, and risk determinations, which organizations can adapt to their own risk management strategies.
Maintain
Comprehensive risk assessments, like security control assessments, are relatively large-scale efforts requiring significant time and resources to complete. Many organizations conduct risk assessments on an annual basis or at other infrequent intervals, although the current government emphasis on continuous monitoring (including risk monitoring) may encourage a shift to more frequent, smaller-scale assessments. Regardless of scope, risk assessments should reflect current risk to the organization, and therefore need to be maintained and updated to ensure the information produced from risk assessments is relevant, accurate, and up to date. Maintaining a risk assessment requires risk monitoring to identify changes in risk factors or overall risk addressed in the assessment, and revising and updating assessment information, including reassessment of risk elements where necessary. This aspect of the risk assessment process leverages the risk monitoring strategy and capabilities implemented at organizational, mission and business process, and information system levels. Key risk assessment maintenance activities include documenting the risk factors to be monitored and the monitoring frequency; validating the contextual details of the assessment such as purpose, scope, assumptions, and constraints; performing appropriate risk assessment tasks; and updating risk assessment results and communicating those results to risk managers or other stakeholders [69].
Relevant Source Material
Several NIST Special Publications and Federal Information Processing Standards provide guidance, recommendations, and instructions relevant to the performing risk management processes and activities and the role of risk management in organizational decision making. The most applicable sources of information include:
• Special Publication 800-39, Managing Information Security Risk: Organization, Mission, and Information System View [70].
• Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems [36].
• Special Publication 800-30 Revision 1, Guide for Conducting Risk Assessments (Initial public draft) [8].
These and other NIST Special Publications are available from the NIST Computer Security Division website, at http://csrc.nist.gov/publications/PubsSPs.html.
Summary
Effective risk management is the primary goal of information security, which by safeguarding the confidentiality, integrity, and availability of information and information systems reduces the risk associated with operating information systems to a level acceptable to the organization. This chapter described the core concepts of enterprise risk management including implementing and adopting the principles and processes in NIST guidance on managing information security risk, the Risk Management Framework, and related documentation. This chapter also explained the processes for framing risk, conducting risk assessments, responding to risk, and monitoring risk from information systems, and highlighted points of integration with other key information security management processes including system authorization, security control assessment, and continuous monitoring.
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Chapter 14
Continuous Monitoring
Information in this chapter:
• The Role of Continuous Monitoring in Security Management
• Continuous Monitoring and the Risk Management Framework
• Developing a Continuous Monitoring Strategy
• Agency and System Level Perspectives on Continuous Monitoring
• Approaches, Tools, and Techniques for Continuous Monitoring
Information system security focuses on two fundamental activities: implementing and correctly configuring security controls to reduce risk to an acceptable level, and—recognizing that this first activity is difficult or impossible to do perfectly—testing and monitoring the system and its environment to understand whether the controls are providing the intended level of protection [1]. Once systems are put into production, successful risk management requires system owners and agencies to evaluate the effectiveness of their implemented controls in the face of ever-changing threats, new vulnerabilities, and planned and unplanned changes to the system and its operating environment. Until information systems achieve authorization to operate, certification and accreditation and other security management activities in the Risk Management Framework emphasize selecting, implementing, and properly configuring an appropriate risk-based set of security controls. No matter how thoroughly agencies identify and address information system security requirements or how rigorously they follow the certification and accreditation steps described in the Risk Management Framework, the information and documentation upon which system authorization decisions are based reflect security at a single point in time. Information security, however, is not static, and effective security management for operational systems requires identification of and response to circumstances that alter security requirements. Continuous monitoring is the process of evaluating a system or organizational levels of security protection, using a set of detective and corrective procedures and tools that complement the preventive measures put in place to safeguard the system and the information it contains.
Agencies have long been required to perform post-authorization review and analysis of security controls for their information systems, but regulatory requirements regarding such reviews gave system owners wide latitude in how frequently they conducted monitoring and re-assessment activities. These requirements direct system owners to review their implemented security controls at a frequency “commensurate with the acceptable level of risk for the system” and when significant modifications occur to the system, or at least every three years regardless of whether the system or its environment has changed [2]. The initial system certification and accreditation guidance NIST published to support FISMA requirements prescribed three continuous monitoring program requirements for agencies: configuration management and configuration control processes; security impact analyses of any changes to the system; and assessment of a selected subset of security controls with assessment results reported to agency officials [3]. Under the revised certification and accreditation process using the Risk Management Framework, the focus of security control monitoring activities in step 6 of the RMF is on security impact analysis and control re-assessment prompted by planned changes to information systems or their environments. Updated guidance also emphasizes the need for organizations to develop agency-level and system-specific monitoring strategies to support near real-time risk management [4], but the lack of specificity regarding the expected scope of monitoring activities and appropriate monitoring methods and tools leads different agencies to adopt widely varying monitoring practices. In September 2011 NIST released the final version of Special Publication 800-137, Information Security Continuous Monitoring for Federal Information Systems and Organizations [5], which clarifies expectations for information security continuous monitoring (ISCM), defines a standard six-phase continuous monitoring process (described later in this chapter in the Continuous Monitoring Process section), and provides information on technologies and approaches to automate some aspects of continuous monitoring. With the rapid increase in the number and sophistication of threats to federal information systems, simple validation of system-specific controls is insufficient to address the wide range of changes affecting agency computing environments, networks, and supporting infrastructure. Continuous monitoring as currently envisioned is intended to produce more consistent, timely, and comprehensive information about systems and their operating environments, to provide agencies and system owners with a level of situational awareness that enables them to manage risk effectively on an ongoing basis. As the primary focus of security management in the operations and maintenance phase of the system development life cycle, continuous monitoring complements and depends on activities in earlier phases, and offers opportunities for system owners to enhance or refine protective measures for their systems. OMB offered an additional incentive to agencies to implement effective continuous monitoring programs in its fiscal year 2011 guidance to agencies on FISMA reporting, which eliminates the every-three-year system re-authorization requirement for agencies performing continuous monitoring [6].
This chapter explains the importance of continuous monitoring in information security management and describes key activities, methods, and tools organizations use to perform continuous monitoring. As conducted by federal agencies in accordance with NIST guidance, the process includes evaluating security controls and assessing their effectiveness on an ongoing basis, using detective and corrective controls, and following manual and automated monitoring procedures that assess the security posture of individual information systems and contribute to organization-wide situational awareness. This chapter describes the ISCM process defined in Special Publication 800-137 and incorporates sources of technical guidance for agencies implementing continuous monitoring programs, including a continuous monitoring technical reference model based on the Continuous Asset Evaluation, Situational Awareness, and Risk Scoring (CAESARS) architecture developed by the Department of Homeland Security [7, 8].
The Role of Continuous Monitoring in the Risk Management Framework
As explained in Chapter 9, step 6 of the Risk Management Framework prescribes an integrated set of tasks and activities for monitoring the security controls implemented or inherited by federal information systems [9]. As Figure 14.1 illustrates, continuous monitoring supports many of these tasks by identifying changes to systems and their operating environments and providing information that can be used in ongoing security control assessments. While the execution of a system’s continuous monitoring strategy largely occurs after system authorization, information gathered or produced during tasks performed in earlier RMF steps influences the development of the continuous monitoring strategy. Key activities with implications for continuous monitoring strategy include system categorization, security control selection and implementation, and security control assessment—particularly including the testing methods chosen for assessing security controls and enhancements. Security assessment reports and plans of action and milestones also identify key aspects of information systems that may warrant monitoring or oversight, especially during operational periods where identified weaknesses or deficiencies have not yet been addressed. Current guidance on continuous monitoring requires continuous monitoring activities for each information system, but also acknowledges the clear organization-level responsibility for establishing, implementing, and maintaining information security continuous monitoring (ISCM). System owners need to identify continuous monitoring requirements and implement practices that address those requirements, but should incorporate organizational policies, procedures, expectations, and ISCM program capabilities where possible.
Note
Every system may have functional characteristics or security requirements that lead to system-specific continuous monitoring requirements, but system owners are rarely responsible for developing a full set of ISCM processes and program capabilities for their own systems. System-specific continuous monitoring may be justified for large-scale general support systems such as data centers or agency networks—where the ISCM strategy represents an important source of operational monitoring requirements that might be satisfied by the security operation center or equivalent administrative function—but most systems will leverage organizational ISCM program functions and technologies for some or all of their monitoring needs.
Figure 14.1 Continuous Monitoring Supports Security Control Monitoring Activities by Detecting and Communicating Information About Changes to Systems or Operating Environments that Increase the Risk to Organizations from their Information Systems
In addition to existing agency obligations to review security controls for information systems when significant modifications are made to those systems, FISMA requires periodic testing and evaluation of security controls to validate effective implementation [10]. Agencies typically meet this requirement with ongoing security control assessments, which focus on a selected subset of system-specific and common controls used by each system. Guidance on continuous monitoring in the first version of Special Publication 800-37 recommended this approach, based in part on an assumption that comprehensive security control monitoring is infeasible [3]. Many organizations conduct annual security control assessments, dividing the total controls each year so that all controls are re-assessed at least once during the typical three-year authorization cycle. By the time NIST published Revision 1 of Special Publication 800-37, continuous monitoring expectations extended to all the security controls implemented or inherited by the system [4], a change necessitated by the increased diversity of threats to federal information systems and enabled by advances in the technical capabilities of automated monitoring tools. NIST guidance gives agencies the discretion to develop their own monitoring strategies and to determine the appropriate frequency for conducting ongoing control assessments [11]. Agencies have many reasons to try to perform monitoring activities more often, including the increase in the number of security incidents at many agencies and instructions from OMB increasing the frequency and level of automation required for agency reports about information system security [12]. One way for agencies to interpret this guidance is to perform the same sort of security control assessments currently used for initial system certification and accreditation and periodic control effectiveness evaluations, but to do so at more frequent intervals. Agencies following this strategy rely on the testing methods and procedures described in Special Publication 800-53A [13]. An alternative approach emphasizes the use of automated scanning and validation tools to produce regularly updated views of organizational security posture based on maintaining correct configurations, allowing organizations to compare day-to-day security status and corresponding changes in risk levels [14]. Wide variation remains among agency approaches to security control monitoring, partly as a result of the latitude FISMA and related NIST guidance gives to agencies to establish their own testing and evaluation programs for determining security control effectiveness. Special Publication 800-137 is intended in part to provide more explicit guidance to agencies on the set of processes and technical capabilities that constitute continuous monitoring, and on aligning continuous monitoring activities at organizational, mission and business process, and information system levels, consistent with the tiered approach to risk management reflected in the Risk Management Framework.
As shown in Figure 14.2, continuous monitoring is an organizational capability with responsibilities spread across all levels of the organization. Organization-level continuous monitoring policy, strategy, and governance and oversight influence the set of information collection, correlation, analysis, and reporting processes needed to support mission and business operations. These in turn drive manual and automated continuous monitoring activities for the information systems that support mission and business processes. Information gathered in the course of system monitoring and other operational security management activities can be reviewed and assessed at mission and business or organizational levels to provide consistent oversight of all information systems and ensure that systems are operating in ways that fit within the organization’s level of risk tolerance. In the case of security events that invoke incident response, disaster recovery, or contingency planning processes, continuous monitoring enables more effective response and appropriate activation of needed organizational resources, which in turn can reduce the impact and overall risk to the organization posed by such events. The three-tiered approach to continuous monitoring mirrors the structure of the Risk Management Framework as defined in Special Publication 800-39, which explicitly addresses information security risk from organization, mission, and information system perspectives [15]. Compared to other steps in the RMF, however, security control monitoring is unusual in the presumed reliance by system owners on an ISCM program managed at the organization level. NIST guidance on continuous monitoring consistently distinguishes between the ISCM program designed and implemented at the organization level and the ISCM strategy developed and implemented at the mission and business process and information system tiers as well as at the organizational level [16]. The ISCM program implements the organizational monitoring strategy and specifies requirements for information system-level monitoring. Different mission functions and business processes may have specific monitoring needs that are reflected in mission and business monitoring strategies. The system owner develops the monitoring strategy for each information system, taking ISCM program expectations and requirements into consideration as well as mission and business drivers, and implements the strategy when the system receives authorization and moves into the operational phase.
Figure 14.2 Information Security Continuous Monitoring Involves All Tiers of the Organization, as Monitoring Strategy and Program Management at the Organization Level Drive System-Level Monitoring Activities, and Aggregated Information Collected at the System Level Provides Organizational Visibility About Changes or Other Factors Impacting Risk [17]
Special Publication 800-137 covers ISCM activities at all tiers of the organization, but emphasizes the organization-level process and provision of common controls and automated monitoring capabilities shared among multiple information systems. In contrast, Special Publication 800-37 describes aspects of information system-level monitoring and related activities performed during the certification and accreditation process before and after systems receive authorization to operate.
Monitoring Strategy
Monitoring strategies for information systems incorporate policies and procedures associated with the organizational ISCM strategy, and leverage monitoring capabilities provided through the organization’s ISCM program. Each phase in the system development life cycle contributes to the development of the system continuous monitoring strategy, with requirements and implementation details produced during tasks in each step in the Risk Management Framework. The ISCM strategy developed throughout the initiation, planning, and development (or acquisition) phases of the SDLC is implemented in the operations and maintenance phase. Whether conducted at an information system, mission and business process, or organizational level, effective continuous monitoring allows agencies and their system owners to track the security status of an information system on an ongoing basis, potentially in near real-time depending on the monitoring tools in use. Monitoring also helps maintain system security authorization over time, even in dynamic operating environments subject to frequent or rapidly changing threats, vulnerabilities, functional and technical capabilities, and mission function and business process support needs. True continuous monitoring—providing near real-time visibility into the state of a system’s security—represents a significant change from conventional security management and oversight of authorized systems. Such changes often depend on the introduction and effective use of automated monitoring tools to help perform ongoing security control assessment tests and gather and analyze information about the system and its environment. Near real-time risk management—a goal assumed for at least some agencies implementing the RMF—requires real-time or near real-time monitoring, which in turn requires the use of automated tools for at least some key monitoring processes [18].
Not all systems have the same monitoring needs, so ISCM strategies for information systems should specify not only what security controls or other attributes of the system require monitoring, but also whether the timeliness needed for such monitoring differs from organizational standards. Following guidance in Special Publication 800-37, elements of an effective continuous monitoring strategy addressed at the information system level include [18]:
• Configuration management and control processes.
• Security impact analyses on proposed or actual changes to the information system and its operating environment.
• Assessment of selected security controls based on the organizational continuous monitoring strategy, policy, or requirements.
• Security status reporting to appropriate officials.
• Active involvement by authorizing officials in the ongoing management of information system-related security risks.
The first task in step 6 of the RMF prescribes identifying and documenting proposed or actual changes to the information system and its operating environment and determining the impact of those changes on the overall security state of the system. Given the frequency with which changes can occur, documenting information system changes and assessing their potential impact are essential aspects of continuous monitoring, providing support for maintaining the current authorization and evidence for system reauthorization decisions when appropriate.
Selecting Security Controls for Continuous Monitoring
The process of selecting security controls and control enhancements for information systems, described in detail in Chapters 7 and 10, coincides with initial development of the continuous monitoring strategy, including determining which controls will be monitored and the appropriate monitoring frequency [19]. Different organizations may apply different criteria when selecting security controls for monitoring, determining the type and level of monitoring activity to be performed, and prioritizing monitoring resources. Where the ISCM program provides monitoring capabilities shared across multiple systems, organizations can specify standard criteria to encourage consistent security control monitoring decisions and help ensure that resources allocated to monitoring activities reflect organizational priorities. NIST guidance emphasizes security control volatility—a measure of how frequently a control’s implementation is likely to change—as well as control criticality to the organization’s protection strategy and inclusion in the plan of action and milestones as key prioritization criteria for security control monitoring [20]. Identifying system and environment changes is a core task in security control monitoring, so controls more likely to change over time are also likely to demand closer monitoring attention. Security controls identified in the plan of action and milestones have known weaknesses or deficiencies that the system owner intends to remedy; in addition, some persistent weaknesses may remain if the system owner and authorizing official choose to accept the corresponding risk rather than commit resources to mitigate them. While unremediated weaknesses exist, systems expose vulnerabilities that increase the risk of exploitation, making monitoring for such controls a high priority. The priority associated with implemented security controls may also change as new threats and vulnerabilities emerge, whether discovered internally by the organization or brought to the organization’s attention by vendor, industry, or governmental notifications such as the alerts issued by the United States Computer Emergency Readiness Team (US-CERT).
System owners document the monitoring strategy for selected controls in the system security plan and in the security assessment plan, where assessment methods often include tools, tests, or capabilities used in continuous monitoring. Depending on the scope of the information system continuous monitoring strategy, system owners may choose to document their monitoring strategies separately from the system security plan. NIST guidance specifies only that system owners should document their monitoring strategies, but given the dependencies between the ISCM strategy and key security management documents such as the system security plan, security assessment plan, and plan of action and milestones, system owners may find it more efficient to create and maintain a separate monitoring strategy document and incorporate its information by reference in other artifacts.
Tip
Although Special Publication 800-137 focuses more on organizational ISCM than information system-level tasks, NIST’s Computer Security Division offers additional resources and guidance on continuous monitoring from organization, management, and information system perspectives, as well as tips and techniques and frequently asked questions [21].
Integrating Continuous Monitoring with Security Management
Continuous monitoring represents an important operational security capability on its own, but it is also an essential contributing function to ongoing information system security management. Continuous monitoring supports key RMF tasks conducted after system authorization, including ongoing risk assessment, updates to security plans and other documentation, and security status reporting. System owners and authorizing officials consider information provided through ISCM activities to determine necessary changes in implemented system-specific and common controls and to inform risk management practices and decisions. As ongoing security control assessments and continuous monitoring activities proceed, security assessment reports should be updated to reflect assessment findings produced by assessors and any changes to security controls need to be updated in system security plans of systems implementing those controls. Updates to plans of action and milestones occur as needed as corrective actions are completed or as new actions and milestones are added to address vulnerabilities discovered during monitoring or control assessments. System owners, authorizing officials, and others with responsibility for organizational security management and oversight receive status reports that include the results of ISCM activities. Security control monitoring, as an integral part of the operations and maintenance phase of the system development life cycle, continues throughout the operational life of the system [22].
Roles and Responsibilities
Because information security continuous monitoring spans organizational and mission and business levels of the organization as well as individual information systems, agency ISCM programs require the involvement of participants with many different roles and responsibilities. Special Publication 800-137 identifies typical ISCM participants and describes their roles and responsibilities across all levels of mission, risk, and information security management, as summarized in Table 14.1. Special Publication 800-137 focuses on participants with roles in ISCM strategy and program design, management, oversight, and evaluation; many additional types of personnel are usually responsible for performing continuous monitoring, including network and security operations staff, security analysts, system administrators, and users of technical tools supporting continuous monitoring. As should be apparent from the number and types of participants with key ISCM roles, agencies need to ensure that the ISCM program includes well-defined mechanisms for collaboration and communication to support efficient and effective continuous monitoring throughout the organization.
Table 14.1 Roles and Responsibilities for Continuous Monitoring [23]
Participant | Roles |
Head of Agency | Participates in the context of organizational risk management as part of the risk executive function |
Risk Executive | Oversees organizational ISCM strategy; reviews ISCM status reports as an input to information security risk posture and risk tolerance decisions; provides input on ISCM program requirements; promotes collaboration and cooperation among organizational entities; facilitates security-related information sharing; enables organization-wide consideration of all sources of risk; and ensures that risk information is applied to continuous monitoring decisions |
Chief Information Officer (CIO) | Leads the organizational ISCM program; ensures that an effective ISCM program is established by setting expectations and requirements for the organization; works closely with authorizing officials to provide funding, personnel, and other resources to support ISCM; and maintains communications and working relationships among organizational entities |
Senior Information Security Officer | Establishes, implements, and maintains the organizational ISCM program; develops continuous monitoring policies, procedures, and guidelines for the security program and information systems; develops configuration management guidance; consolidates and analyzes POA&Ms to determine organizational security weaknesses and deficiencies; acquires or develops and maintains automated tools to support ISCM and ongoing authorizations; provides training on the ISCM program and processes; and provides support to information system owners and common control providers on how to implement ISCM capabilities |
Authorizing Official | Assumes responsibility for ensuring the ISCM program is applied to individual information systems; ensures the maintenance of the information system security posture; reviews security status reports and critical security documents and determines if the risk to the organization from operation of the information system remains acceptable; and determines whether significant information system changes require reauthorization |
Information System Owner | Establishes processes and procedures in support of system-level implementation of the organizational ISCM program; develops and documents ISCM strategy for the information system; participates in the configuration management process; establishes and maintains an inventory of components associated with the information system; conducts security impact analyses on changes to the information system; conducts or ensures conduct of security control assessments; prepares and submits security status reports; conducts remediation activities as necessary to maintain system authorization; revises the system-level security control monitoring process as required; reviews ISCM reports from common control providers to verify that common controls continue to provide adequate protection for the information system; and updates critical security documents based on the results of ISCM activities |
Common Control Provider | Establishes processes and procedures in support of ongoing monitoring of common controls; develops and documents an ISCM strategy for assigned common controls; participates in the configuration management process; establishes and maintains an inventory of components associated with the common controls; conducts security impact analyses on changes that affect the common controls; ensures assessment of security controls; prepares and submits security status reports for common controls; conducts remediation activities as necessary to maintain common control authorization; revises the common security control monitoring process as required; updates critical security documents as changes occur; and distributes critical security documents to information system owners whose systems implement common controls |
Information System Security Officer | Supports the ISCM program by assisting the information system owner in completing ISCM responsibilities and by participating in the configuration management process. |
Security Control Assessor | Provides input into the types of security-related information gathered as part of ISCM; assesses information system or program management security controls for the ISCM program; develops the security assessment plan; submits the security assessment plan for approval prior to conducting assessments; conducts security control assessments as defined in the security assessment plan; updates the security assessment report as changes occur; and updates the security assessment plan as needed |
Continuous Monitoring Process
Current NIST guidance envisions the information security continuous monitoring process as a distinct organizational function, with ISCM program activities tightly integrated with other aspects of information security management and with general information resources management. As FISMA reporting requirements progress towards more frequent and more automated collection and transmission of security-related data, the establishment of a robust continuous monitoring program offers federal agencies the opportunity to facilitate compliance with reporting requirements while simultaneously enabling more effective risk management. Current FISMA reporting instructions encourage agencies to leverage continuous monitoring to support submission of security information to OMB, and look to continuous monitoring to enable further evolution of security reporting metrics and capabilities, suggesting future expansion in the nature and timeliness of data reported by agencies [24]. Virtually all agencies have some level of monitoring capabilities in place, but the detailed guidance in Special Publication 800-137 on planning, establishing, and operating ISCM programs should help agencies develop more robust continuous monitoring in a manner consistent with government-wide efforts to improve the quality and effectiveness of agency security management programs. This section describes the six steps in the ISCM process that, when implemented with appropriate automated and manual monitoring capabilities and enabling technologies, supports ongoing information system security management and contributes key information to organizational risk management. The ISCM process, illustrated graphically in Figure 14.3, includes the following steps [25]:
• Define ISCM strategy at all tiers of the organization consistent with risk tolerance levels and designed to provide the situational awareness necessary to identify and respond appropriately to threats, vulnerabilities, and system and environmental changes that impact information system operations and mission functions and business processes.
• Establish an ISCM program for the organization that specifies performance metrics, status monitoring and control assessment frequencies, monitoring processes and tools, and technical architecture.
• Implement the ISCM program to perform monitoring activities, collect security-related information from monitoring tools and processes, provide monitoring information for use in security control assessments and reporting, and measure program performance.
• Analyze the data collected from monitoring activities and report findings, ideally in a format and level of detail that supports the process of determining the appropriate response.
• Respond to findings by taking corrective action to mitigate risk to the organization or by accepting, avoiding, sharing, or transferring risk.
• Review and update the monitoring program, refining ISCM strategy as needed to enhance information system security and organizational resilience and evolving performance metrics to as program maturity increases.
Figure 14.3 Information Security Continuous Monitoring in Federal Agencies Follows an Iterative Six-Step Process that Addresses Activities at All Levels of the Organization and Integrates with Ongoing SDLC and Security Management Phases [26]
Although all tiers of the organization contribute to ISCM, Special Publication 800-137 distinguishes process roles and responsibilities by tier that emphasize the differences between monitoring activities intended to support system-level security management vs. organizational risk management. Many of the core activities in the ISCM process include roles and responsibilities at both organizational and system-specific levels, as highlighted in Table 14.2. ISCM strategy establishes policies, procedures, and standards that support collection and correlation of information gathered at the system level. Development and implementation of organizational ISCM strategy is an activity shared among tiers, but system owners have additional implementation responsibilities such as selecting system security controls and the tools and processes used to monitor those controls.
Table 14.2 Contributions by Tier to Continuous Monitoring Functions [26]
Define ISCM Strategy
ISCM strategy development occurs at all levels of the organization, as each tier typically has its own monitoring objectives and needs some level of performance measurement and assessment of control effectiveness. Continuous monitoring strategy at the information system level addresses requirements specified for individual systems, while mission and business and organizational strategy typical spans multiple systems to provide visibility into overall security status. At all levels, ISCM strategy reflects organizational risk management objectives, particularly including risk tolerance, so that agencies can structure their monitoring programs and supporting activities to deliver the information necessary to manage risk to acceptable levels on an ongoing basis. As reflected in Special Publications 800-137 and 800-39 and other federal guidance risk tolerance drives continuous monitoring strategy, and determining organizational risk tolerance is an executive responsibility [27,28]. Organization-wide monitoring strategy may be developed at either organization or mission and business tiers; depending on the size and structure of the organization, there may be overlap rather than clear separation between tier 1 and tier 2 roles for various aspects of ISCM strategy definition. Information system-level ISCM strategy depends in part on organizational strategy, which defines monitoring objectives, reporting requirements, and policies and procedures related to monitoring activities. At the organizational level, ISCM strategy specifies or incorporates policies and procedures including [28]:
• Definition and determination of security metrics.
• Maintenance and update or revision of the monitoring strategy.
• Assessment of security control effectiveness.
• Security status monitoring and reporting.
• Risk assessment and security impact analysis.
• Configuration management.
• Implementation and use of standard monitoring tools.
• Establishment of monitoring frequencies.
• Specification of measurement methods, including sampling where applicable.
• Training personnel in ISCM roles.
ISCM strategy should follow applicable organizational policies and procedures and address any system-specific or security control-specific information gathering needs to enable ongoing determinations of security status and security control effectiveness. Where system monitoring uses consistent processes and tools and data obtained from monitoring is produced in a consistent format, system-level continuous monitoring information can be combined and compared to present an aggregate view of security. System-level ISCM strategy may extend organizational strategy where needed to support ongoing authorization or satisfy operational security requirements driven by the technical architecture of the system or the functions the system performs.
Warning
Development of information system-level continuous monitoring strategy should be an integral part of the system authorization process, leveraging the analysis that goes into security control selection and control assessment and enabling an efficient transition from strategy to execution when the system receives authorization. System certification and accreditation activities in many organizations emphasize the achievement of system authorization at the expense of planning for post-authorization activities. Similarly, system owners may perceive less need to develop system-level monitoring strategies when organization-level ISCM strategy, policy, and program management are in place. Organizations with well-defined continuous monitoring programs can reduce the risk of system owners devoting insufficient attention to planning for ongoing security operations by ensuring that authorizing officials, senior information security officers, and ISCM program managers engage in information-system level planning and strategy development, and by making system ISCM strategy documentation a prerequisite for successful system authorization.
Continuous monitoring of all security controls implemented for an information system is rarely feasible from the standpoint of technical capabilities or cost justification. The ISCM strategy defines expectations about how many and what types of controls will be monitored and standard or recommended monitoring methods. System-level strategies that call for selective monitoring typically involve a choice to monitor a subset of controls all the time, or all of the controls on a periodic basis, in accordance with organizational policies and procedures on monitoring frequency. Similar choices need to be made at the organization level, where agencies may choose to monitor a representative subset of their total inventory of systems or to monitor all systems but do so on a non-continuous basis. Agencies can leverage many of the control assessment methods and procedures in Special Publication 800-53A to help determine the most appropriate types of monitoring to implement. Several considerations influence whether using sample populations will provide sufficient information to support risk management decisions, including what metrics monitoring data supports, the level of information already known about the systems and controls subject to monitoring, variability (or consistency) among system-specific control implementations, and the cost and practicality of performing assessment tests or procedures [29].
Establish ISCM Program
The ISCM program implements the ISCM strategy, allocating resources and deploying manual and automated monitoring capabilities that will provide the security-related information needed to maintain awareness of system and organizational security status and to inform risk-based management decisions. The ISCM program defines monitoring performance metrics, assessment criteria and monitoring frequencies, and technical architecture characteristics for the tools, technologies, and processes using in continuous monitoring. While information system owners leverage and, as necessary, modify or extend ISCM program elements, responsibility for establishing the program rests in the mission and business tier, driven by organizational ISCM strategy, policies, procedures, and standards [30]. NIST guidance suggests that senior IT or security leadership—such as the chief information officer or senior information security officer—should assume responsibility for managing and overseeing the ISCM program, either as a dedicated initiative or as part of a broader operations and maintenance capability for information resources management. The primary information system-level role in ISCM program operations is performing monitoring activities and reporting security-related information to support ISCM program objectives for measurement, analysis, and response.
Performance Metrics
Organizations use system-specific and aggregate measures of continuous monitoring information to evaluate security status on an ongoing basis and to inform risk management decision making. Some monitoring data can also be used to support internal and external reporting requirements, particularly as FISMA reporting evolves towards more frequent and more automated data feeds produced as a byproduct of routine operational monitoring activities. The ISCM program defines continuous monitoring metrics and, working with system owners, determines appropriate monitoring tools and methods to produce the data needed to support selected metrics. Agencies have wide latitude in choosing performance metrics for continuous monitoring, with reporting requirements and decision-support needs often driving the choice of specific metrics. Many of the technical tools available to support continuous monitoring offer pre-defined metrics and monitoring reports, so agencies evaluating such tools should consider their ability to provide built-in measurement capabilities that satisfy some or all ISCM program needs. Metrics may use information gathered from continuous monitoring activities, security control assessments, specific security controls, or network or environmental operations. Organizations with newly established ISCM programs may focus first on metrics that help define a security baseline for the organization and answer basic questions about system-specific and agency-level compliance with security policies, procedures, and standards, particularly including secure configuration standards. As the ISCM program matures and the organization gains more experience working with monitoring data, its metrics may evolve toward indicators of security control and security program effectiveness and results demonstrating improved organizational security.
Note
The guidance to agencies NIST provides in Special Publication 800-55 on information security performance measurement distinguishes among three types of measures: implementation, efficiency and effectiveness, and impact [31]. These categories correspond to relative levels of maturity, with implementation measures on the low end and impact measures reflecting more mature security programs and processes. Implementation metrics focus on the use and proper configuration of security controls, and enable system owners and agencies to determine which and how many of their systems comply with organizational or federal standards. Efficiency and effectiveness measures address how well system owners and agencies are using their implemented security controls and help gauge whether the organization is seeing the results it expected from its security controls. Implementation and efficiency and effectiveness measures are commonly used in continuous monitoring. Impact measures assess how information security affects mission and business operations, and are only feasible when the organization achieves consistent and correct implementation of its security controls.
Monitoring Frequency
Continuous monitoring represents a significant shift in practice for system owners and agencies accustomed to annual security control re-assessments or point-in-time periodic evaluations of security control effectiveness traditionally associated with FISMA and ongoing system authorization requirements. Continuous monitoring must address all or a representative subset of security controls with sufficient frequency to provide meaningful insight into organizational security status. The appropriate frequency for continuous monitoring metrics and security control assessments varies among organizations based on a wide range of factors. Special Publication 800-137 identifies the following considerations relevant to determining monitoring frequency [32]:
• Security control volatility—higher volatility demands more frequent monitoring.
• System security categorization and impact levels—controls implemented by higher-impact systems warrant more frequent monitoring.
• Security control support for critical functions—controls providing critical security functionality or supporting mission essential functions receive more frequent monitoring.
• Security controls with identified weaknesses—until system owners remediate weaknesses identified in security assessment reports and reflected in plans of action and milestones, controls having weaknesses or deficiencies should be monitored more frequently.
• Organizational risk tolerance—the lower the tolerance for risk, the more frequently monitoring activities should be performed.
• Current threat information—new, emerging, or unmitigated threats to the organization may result in at least a temporary increase in monitoring frequency until organizations identify and execute appropriate corrective actions.
• Current vulnerability information—known vulnerabilities in hardware, software, or security controls used by information systems may warrant increased monitoring until vulnerabilities can be mitigated or to coincide with anticipated changes or updates to systems that may expose vulnerabilities.
• Risk assessment results—changing the monitoring frequency is one possible response to mitigate risk identified in assessments.
• ISCM strategy as defined, reviewed, and updated—policies articulated in ISCM strategy and updated to reflect reviews of monitoring findings may require changes in monitoring frequency to provide security information at desired levels of detail and currency.
• Reporting requirements—increased monitoring frequency may be needed to satisfy internally and externally driven security reporting requirements, including data transmitted to OMB for FISMA reporting.
Before agencies can determine potential needs to increase monitoring frequency, the ISCM program should specify a baseline frequency applicable to all controls, with the expectation that more frequent monitoring may be implemented based on organizational factors such as those listed above or on system-specific characteristics or requirements. System owners and agencies also may need to alter continuous monitoring practices to respond to significant security events such as intrusions or data breaches; procedures for activating this sort of ad-hoc monitoring are often described in incident response plans.
Warning
Continuous monitoring is resource intensive and too frequent use of automated processes such as vulnerability or network scanning may negatively impact the performance of the operating environment or the systems that run within it. Monitoring intended to detect intrusions, malicious actions, or other anomalous behavior may justify continuous, even real-time, operation, but in general organizations need to balance the value of information produced through monitoring activities with the possible unintended effects of those activities, potentially including reducing confidentiality, integrity, or availability of information in monitored systems. Automated vulnerability scanners, intrusion detection systems, and other types of monitoring tools often produce substantial volumes of data, so implementing monitoring without plans and procedures in place to review and, where necessary, respond to monitoring data may limit the effectiveness of an organization’s monitoring program.
ISCM Architecture
An ISCM architecture documents continuous monitoring processes, information needs, functional and technical requirements, and supporting tools and technologies, either alone or as an element of agency enterprise, solution, or security architectures. The architecture provides a consistent point of reference across all levels of the organization for implementing continuous monitoring capabilities, and documents services, technologies, processes, and tools available as common controls to information systems. Federal guidance does not mandate a standard ISCM architecture, but NIST cites the Department of Homeland Security’s Continuous Asset Evaluation, Situational Awareness, and Risk Scoring (CAESARS) [7] as an example and has proposed an extension to the CAESARS framework potentially applicable to all federal agencies as a technical reference architecture for continuous monitoring [33]. Any purpose-specific technical architecture should integrate with broader agency security architecture and enterprise architecture models, especially to link technical monitoring capabilities to enterprise risk management and other mission and business functions that monitoring supports.
Implement ISCM Program
Once an organization designs and establishes its ISCM program—including allocating resources and putting the appropriate mechanisms in place to execute the activities specified in the program—it implements the continuous monitoring program. An implemented ISCM program is one that is actively producing and delivering security-relevant information for analysis and response. System owners and ISCM program personnel share responsibility for implementing continuous monitoring and ensuring that data gathering, reporting, and analysis activities proceed as intended. As a prerequisite to program implementation, agencies and system owners assign staff to perform manual and automated monitoring processes and deploy associated tools and technologies. Personnel with responsibility for monitoring activities also need appropriate training and sufficient technical competency to use monitoring tools effectively and help ensure the validity of the data collected. Program implementation focuses on operational monitoring activities, relying on key contributions from system owners, security control assessors, common control providers, security officers, and technical staff [34].
Analyze Data and Report Findings
Depending on the source and nature of the monitoring data collected, ISCM analysis may include processes such as aggregation and event correlation, descriptive statistics and heuristics, security impact analysis, or risk analysis. The forms of data analysis applied to monitoring information also depending on the type of reports the ISCM program intended to produce and the analytical outcomes it seeks. For instance, status reporting requires a different sort of analysis than FISMA reporting. Monitoring results requiring security impact analysis might include information that indicates system misconfiguration, attempted or actual exploits of vulnerabilities, or events invoking incident response procedures. Formal risk analysis, following a process such as the one described in Chapter 13, would be used to develop risk management recommendations to respond to newly identified threats or security control weaknesses discovered through ongoing assessments. Results of data analysis and reports of continuous monitoring findings are key inputs to organizational evaluations of security control effectiveness, determinations of return on security-related investment, and risk-based decisions to mitigate the impact of system and environment changes on mission functions and business processes. Security control assessments are a valuable data source, whether presented in updated security assessment reports covering all implemented controls or in automated or manual reports of control-specific information produced as a part of routine system operations. Just as with initial security control assessments conducted during the certification and accreditation process, weaknesses or deficiencies found in ongoing security control assessments need to be analyzed for risk by the system owner. Risk responses to security control weaknesses should be reflected in the updated system security plan and, when the response is to mitigate the weakness, planned corrective actions and their scheduled completion dates should be captured in the plan of action and milestones [35].
Note
Continuous monitoring data analysis often focuses on different objectives when performed at the system level vs. the organization level. System owners look to monitoring to identify changes that may impact the system or vulnerabilities or security events that might compromise the confidentiality, integrity, or availability of the system. Organizational monitoring looks to identify weaknesses and report findings that pose risk to the organization, but is also concerned with monitoring to confirm continued satisfactory operation of the systems across the organization. Aggregate findings suggesting normal operational status or continued compliance—and therefore not associated with increased risk—represent important security status monitoring results reported to organizational officials.
Respond to Findings
Findings produced through the analysis of continuous monitoring information may warrant a response from the organization, particularly when they indicate increased risk levels. As noted above, not all findings are negative, or even significant, and in cases where results reported by the ISCM program suggest overall risk remains within organizational risk tolerance levels, no responsive action may be necessary. Responses to risk identified through continuous monitoring activities include accepting, avoiding, mitigating, sharing, or transferring risk, consistent with the description of the Risk Management Framework’s respond component in Special Publication 800-39 [36]. System owners and common control providers share responsibility for responding to findings with risk managers at the organization and mission and business level. Decisions about changes to policy, processes and procedures, or security requirements made at the upper tiers of the organization correspond to changes in security control implementation or other corrective actions at the information system level. System owners also document mitigation strategies intended to address ISCM findings in the plan of action and milestones. All levels of the organization need to cooperate to respond appropriately to findings, recognizing that numerous potential constraints may exist that influence the choice of response. These include internal governance structure and policies, mission performance requirements, resource availability, and technical knowledge, capabilities, and infrastructure [37]. Communication and cooperation across organizational tiers is also important to provide a complete understanding of monitoring data and its potential impact on the organization; individual system owners or personnel in operational monitoring roles may not have access to all information necessary to support an organizational perspective.
Review and Update ISCM Program and Strategy
Continuous monitoring is an essential security management function because information systems and their operating environments change over time, and system owners and IT and organizational managers need to review the impact of such changes and make necessary updates to security requirements, implemented security controls, and plans and other documentation. Changes to the organization, its security status, or internal or external drivers for continuous monitoring may require updates to ISCM strategy and program structure and operations. The results of continuous monitoring activities and evaluations of the effectiveness of those activities often prompt a review of the ISCM program to assess the extent to which it meets the organization’s needs and provides data and metrics sufficient to support risk management. Monitoring strategies should be reviewed periodically regardless of specific findings, to try to find ways to maintain or improve the quality of security information reported from continuous monitoring and its usefulness in determining the organization’s security posture, informing risk management decisions, and improving the ability to respond to known and emerging threats. Agencies also need to reassess their monitoring strategies as technologies change and evolve over time, to make sure that monitoring capabilities adequately cover the systems and security controls they are intended to monitor and that the agency is able to leverage new or more effective monitoring tools or functionality. Many types of potential changes to the organization can trigger review the ISCM strategy, including [38]:
• Changes to core mission functions or business processes.
• Significant changes in the enterprise architecture.
• Changes in organizational risk tolerance.
• Changes in threat or vulnerability information relevant to the organization.
• Changes to information systems, including security categorization or impact level.
• Changes in the number of POA&M items identified for the system.
• Results of security information analysis or status reports.
• Changes in federal legislative or regulatory requirements.
• Changes to reporting requirements.
At the organization level, aggregated monitoring information may identify common weaknesses or pervasive vulnerabilities that can most efficiently be addressed through controls implemented at the mission and business or organization tier and inherited by multiple information systems.
The ISCM strategy also typically changes as the program matures and its monitoring capabilities improve. Mature ISCM programs exhibit a high degree of standardization in monitoring activities, use automated tools, conduct performance measurement using efficiency and effectiveness or impact metrics, and integrate continuous monitoring with organization risk management functions.
Technical Solutions for Continuous Monitoring
Consistent with other federal guidance on information security management, NIST’s recommendations to agencies on continuous monitoring describe what organizations should do to establish and implement ISCM programs, but do not prescribe the scope of monitoring activities to be performed or the methods and mechanisms that provide monitoring capabilities. Recognizing the value of technologies and tools that offer the potential to automate some aspects of continuous monitoring, Special Publication 800-137 includes a description of enabling technologies that agencies can use to support ISCM information gathering and other program tasks. Technologies used to implement ISCM help system owners and agencies provide more efficient ongoing security control assessment, security status reporting, security impact analysis, compliance monitoring, and other risk management activities [39]. NIST organizes enabling technologies into three functional categories—data gathering, aggregation and analysis, and automation and reference data sources—and suggests that agencies can facilitate the implementation of an integrated set of technologies by following a standard reference architecture such as the CAESARS Framework Extension [33]. The CAESARS reference architecture separates continuous monitoring functions and supporting technology into four interrelated subsystems—sensor, repository, analysis, and presentation [7]—that align closely with the data gathering and aggregation and analysis categories used in Special Publication 800-137.
Manual vs. Automated Monitoring
To implement a comprehensive monitoring capability that covers all implemented security controls and provides visibility into externally and internally driven sources of changes to information systems and their security posture, agencies cannot rely on automation alone. While automated tools offer agencies the capability to perform monitoring more frequently and more efficiently than would be possible using only manual processes, many administrative and operational controls are non-technical in nature and may not be suitable for automated monitoring. System owners adhering to the methods and security control assessment procedures in the current version of Special Publication 800-53A understand that the set of appropriate assessment methods include examining specifications, mechanisms, and activities associated with implemented controls and interviewing personnel responsible for operating, managing, or overseeing those controls [40]. Only a subset of all security controls can be assessed using testing methods, limiting the applicability of automated testing to some controls and making it infeasible to fully automate security control assessment processes. Automation is a viable option for many of the controls and security procedures that are most likely to require continuous monitoring, including those controls corresponding to the eleven domains identified in Special Publication 800-137 [41] and shown in Figure 14.4. Data gathering processes, analysis and reporting procedures, and data sources used for continuous monitoring need to accommodate manual as well as automated processing. The CAESARS Framework Extension under development in NIST Interagency Report 7756 is intended to address monitoring of all security controls, whether using manual or automated monitoring [42]. Whether agencies adopt the CAESARS extended reference architecture or another continuous monitoring model, the ISCM program should cover as broad a set of implemented security controls as possible, to ensure that inputs to risk management decisions offer complete and accurate representations of the organization’s security status.
Figure 14.4 Available Technologies can Help Agencies Automate Continuous Monitoring Across Eleven Security Domains Corresponding to Functions that Most Organizations Perform [43]
Data Gathering
Federal continuous monitoring guidance emphasizes technologies and automated processes that collect security-relevant information about security controls, threats and vulnerabilities, system configuration, operating environments, and network traffic and user activity. Agencies typically implement data gathering technologies at the information system level to support security control monitoring, and at operating environment or organization-wide levels to enable status monitoring and measurement of performance metrics. The ISCM strategy drives the implementation of system-specific and agency-level data gathering mechanisms that provide the information needed for analysis and reporting and enable monitoring at a frequency sufficient to satisfy requirements specified during the establish step of the ISCM process. Data gathering for continuous monitoring encompasses manual and automated methods, with opportunities for agencies to employ security automation in support of each of the eleven domains shown in Figure 14.4.
The eleven security automation domains described in Special Publication 800-137 all rely on data gathering technologies and techniques to enable system owners and agencies to effectively implement and execute different continuous monitoring and security management functions. Each of these domains is described briefly below.
Vulnerability Management
A vulnerability is any weakness in an information system, security control, or system configuration that could be exploited to cause harm. Failure to implement a security control, or to implement a control correctly, can expose a vulnerability. Vulnerability management is the process of identifying, assessing, and remediating vulnerabilities, with or without the use of automated tools. Vulnerability management typically involves automated activities such as vulnerability scanning and semi-automated or manual processes such as checking for new vulnerabilities in externally managed databases or alerts issued by government or non-government organizations. Outside sources of vulnerability information include the Common Vulnerabilities and Exposures (CVE) database and National Vulnerability Database and alerts from the Department of Homeland Security United States Computer Emergency Readiness Team (US-CERT) and the Software Engineering Institute’s Computer Emergency Response Team Coordination Center (CERT/CC) at Carnegie Mellon University [44]. Vulnerability scanning is a security control (RA-5) required for all federal agency information systems [45], leading many agencies to implement vulnerability scanning as a common control, or as a hybrid control when system-specific characteristics require specialized scanning.
Patch Management
Patching is one common method for remediating vulnerabilities in software, where system administrators make revisions or updates to software deployed in information systems. Patch management is a systematic process of identifying or receiving notice of patches available to reduce or eliminate known vulnerabilities, and testing, installing, and verifying patches to production systems. Because patch management focuses on remediating vulnerabilities by implementing changes to software, it is closely linked to vulnerability management and configuration management. Many tools are available to automate patch management, although agencies need to use caution when enabling automation and test patches sufficiently prior to implementation to ensure that systems are not adversely affected by software patches.
Event Management
Security events are occurrences or incidents affecting an information system. Event management is the process of monitoring security events, making determinations about which events are significant and require a response, and responding as necessary to events. In the course of routine system operations, both benign and potentially harmful events may occur, so agencies implement automated event management tools to collect event data and assess the nature and severity of observed events. Depending on the type of technology used, security event management tools may aggregate data from multiple controls or other data sources and perform event correlation to identify patterns of events that may indicate malicious behavior or other activity that warrants attention. The scope of event management overlaps with incident management and several kinds of monitoring activities; event management considers all events, while incident management focuses on the subset of events that potentially pose harm to information systems [46]. Event management tools receive data from a variety of sources, potentially including logs, intrusion detection systems, and network sensors. Some event management tools provide analytical capabilities in addition to gathering, aggregating, and correlating event data.
Incident Management
Incidents are events that may negatively impact the confidentiality, integrity, or availability of an information system or the information the system stores, processes, or makes available for access. Incident management is the process of monitoring security events for the occurrence of incidents and providing notification about and responding to incidents once they are detected. In this respect incident management is closely related to incident response, and is often implemented as part of system-level or agency incident response capabilities. Incident monitoring, reporting, and handling are all security controls (IR-5, IR-6, and IR-4, respectively) required for information systems at all security categorization levels [47]. In conjunction with manual monitoring processes, intrusion detection and prevention systems represent a key class of technology often used in incident management, particularly for monitoring. Agencies may also rely on incident management technologies to help satisfy external reporting requirements for various types of incidents, some of which necessitate notifying US-CERT within as little as one hour from the time the incident is discovered [48].
Malware Detection
Among the more familiar forms of automated monitoring technologies, malware detection comprises mechanisms to identify and protect against harm from viruses, worms, Trojan horses, spyware, and other forms of malicious code. Malware detection and prevention technologies are widely available for servers, gateways, user workstations, and mobile devices, with some tools offering the capability to centrally monitor malware detection software installed on multiple systems or computers. Malware detection tools typically run continuously and provide automated updates of detection signatures or other reference information used to identify malicious code.
Warning
Many automated tools available for vulnerability scanning, intrusion detection, malware prevention, and event monitoring are signature-based, meaning they work by comparing observed network traffic, data flows, computing actions, and system responses to known patterns of malicious activity or misuse and produce alerts such patterns are matched. Signature-based tools can be prone to false positives (traffic or behavior that triggers an alert but is not actually an occurrence of the event corresponding to the signature), so agencies implementing these tools typically cannot rely on automation alone, but must also require perform manual checks and verifications of the monitoring data generated by the tools.
Asset Management
Asset management technology is intended to maintain awareness of hardware, software, and information assets deployed within an organization, and to monitor for changes in the number, location, or configuration of assets under management. Agencies implementing typical asset management tools populate asset inventory information to establish a current status or baseline, and then use manual or automated processes to add and subtract assets from the inventory as necessary and to identify unregistered or unmanaged assets deployed in the operating environment. To the extent that asset management technologies gather configuration information as part of monitoring activities, their use complements configuration management tools that not only monitor changes in configuration, but also compare actual configurations to known standards or requirements.
Configuration Management
Configuration management in the system development life cycle context usually refers to the process of carefully controlling planned changes to information systems to prevent unauthorized or improper changes that might negatively affect the operation of the system. In security automation, configuration management focuses on scanning systems to gather information about their current configuration, and compare that information to configuration standards or checklists established for the system. Agencies implementing configuration management technologies to validate system configurations need to develop or choose correct security configuration baselines so that scanning tools have a reference to compare against actual configurations. Many sources of standard configuration information are available to system owners, including specifications and checklists offered by NIST formatted using security content automation protocol (SCAP) specifications [49], security technical implementation guides (STIGs) [50]. published by the Defense Information Systems Agency (DISA), and the government-wide repository of security configuration information maintained under the National Checklist Program [51]. Many of these sources of configuration information provide details about the extent to which automated monitoring tools support each checklist. The long-term objective for checklists maintained by government organizations is to conform to SCAP so that monitoring tools that implement SCAP can validate as large a proportion of system configurations as possible. Agencies and outside organizations developing their own configuration checklists may be able to use them with automated monitoring technologies if they follow recommendations for checklist development in NIST Special Publication 800-70 [52]. Commercially available configuration management and continuous monitoring tools increasingly offer support for SCAP checklists, including those that include manual data collection in addition to automated scanning, making SCAP an important enabler of continuous monitoring of system configuration information.
Network Management
Network management technologies comprise a wide range of tools and protocols that facilitate operational monitoring of network devices, communication flows, and inbound and outbound network traffic. Automated network management tools are often used at the environment or agency level to collect information about the availability, status, and performance of network components, but they can also be used to detect new hardware, software, or devices connected to the network. Specific actions and events monitored with network management tools vary according to organizational policies and monitoring objectives. Potential uses include monitoring network-connected devices for compliance with technical standards, policies, and configuration specifications; managing network access control; and detecting unauthorized devices introduced into the network environment.
License Management
Most organizations implement software applications or systems subject to license agreements. Continuous monitoring activities may include tracking organizational compliance with license terms, license usage levels, and deployment of licensed software, all of which support the implementation of software usage restrictions, a security control (SA-6) required for all federal information systems [53]. License management capabilities may be integrated with asset management, particularly when agencies include licensed software among the items in their asset inventories.
Information Management
Protecting the confidentiality, integrity, and availability of information held by an organization requires visibility into where and how information is stored, accessed, used, and transmitted. Information management technologies enable organizations to track information in a manner similar to any other asset, and to monitor the flow of information within and outside the organization in accordance with security control requirements (such as SI-12) applicable to information systems at all security categorization levels [54]. One current emphasis in information management is protection against unintentional loss or disclosure of information and preventing unauthorized transmission of information outside the organization. Product categories and marketing terms for commercially available tools used for this type of information monitoring and management include data loss prevention, content filtering, and data extrusion (or data exfiltration) prevention. In contrast to intrusion detection systems that often focus on information coming into the organization, many information management technologies are intended to monitor data originating inside the organization to ensure it remains under the organization’s control and to comply with privacy and security requirements for safeguarding personally identifiable information.
Software Assurance
Software assurance is similar conceptually to vulnerability management and configuration management, but focuses on the functional operation of software and information systems to verify that they perform as intended [55]. Software assurance monitoring may be employed throughout the system development life cycle to identify weaknesses in design or development that may expose vulnerabilities once the system is put into production. Specialized software assurance tools—often installed alongside the systems they monitor with functionality tailored to specific applications or types of software code—can provide a deeper level of inspection than vulnerability scanners, including analysis of software code and design patterns and tracing functionality to requirements, but they also scan applications for known vulnerabilities. Current research and development on automated technologies for software assurance—including NIST’s Software Assurance Metrics and Tools Evaluation (SAMATE) project [56]—emphasize the application of security engineering principles and effective secure design techniques during the software development process.
Aggregation and Analysis
With the wide range of technologies potentially used to gather data to support continuous monitoring efforts, agencies need an effective way to bring together data from different monitoring sources and perform analysis on that data. Aggregation and analysis technologies take monitoring data as inputs and combine, correlate, and present information to support analysis and reporting requirements. With the expansion in the number and variety of data sources used for continuous monitoring, many agencies focus their attention on effective aggregation of monitoring data into centralized management and analysis tools. Common market designations for this class of technologies include security information and event management (SIEM) and event correlation. The functionality typically provided by these technologies includes the ability to read security log files, configuration settings, and output from intrusion detection, firewall, and network devices; associate events from different sources; and prioritize events based on their significance and need for responsive action [57]. Security analysts use SIEM tools to produce summary findings, security impact analyses, and recommended responses to security-related information collected through continuous monitoring activities.
Aggregation and analysis technologies enable more efficient execution of activities in the analysis and reporting step of the ISCM process. The results of security analyses need to be reported in a timely manner to those within the organization responsible for determining responses to findings and making other risk management decisions. Data reported to decision makers needs to be provided in a form and at a level of detail appropriate for the intended use of the information. Automated data reporting and presentation technologies such as information visualization tools and management dashboards allow organizations to deliver consolidated, actionable information to security management stakeholders on a regularly scheduled or as-needed basis. Many reporting tools enable data to be presented in different ways to different audiences, offering the flexibility to tailor dashboards and other representations of security-relevant data to the roles and responsibilities of the recipient.
Automation and Reference Data Sources
Contemporary organizations have too many systems, security controls, and processes in place to make continuous monitoring feasible without some level of automation. Although many technologies are available to automate monitoring for specific types of security controls or to assimilate log files, the lack of consistent standards for security-relevant data and limited interoperability among tools constrain agency efforts to provide comprehensive continuous monitoring and timely analysis, reporting, and response [58]. Federal government efforts to address these problems center on the development of standard formats and data stream definitions for communicating information about security configuration, weaknesses or vulnerabilities in software or security controls, and other source data used in continuous monitoring. The Security Content Automation Protocol (SCAP) is a set of specifications that provide standard data formats, naming conventions, and development approaches for structuring source data intended to facilitate automated monitoring [59]. Technologies supporting SCAP can process security-relevant data transmitted in standard formats and produce reports conforming to relevant specifications, enabling greater automation of data collection and integration of security information from multiple sources. Vendors of products used to implement security controls may choose to implement SCAP formats in their tools to perform data collection and analysis, regardless of the technologies used to perform those tasks. Similarly, agencies selecting SCAP-conforming technologies may require less effort to integrate new data sources into monitoring solutions, and reduce dependence on specific vendors and proprietary data formats. To implement SCAP, agencies choose SCAP-compliant data collection and analysis tools and select security configuration checklists defined using SCAP. Although current SCAP representations are not available for all systems and platforms, using SCAP facilitates at least the partial automation of security control monitoring and configuration management. As noted above in the description of Configuration Management technologies, NIST offers a wide range of security configuration checklists and vulnerability data described using SCAP specifications, and provides guidance for the creation of new SCAP-compliant checklists [52].
Relevant Source Material
Several NIST Special Publications provide guidance, recommendations, and instructions relevant to the continuous monitoring activities and expectations for federal agencies. The most applicable sources of information include:
• Special Publication 800-137, Information Security Continuous Monitoring for Federal Information Systems and Organizations [5].
• Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems [9].
• Special Publication 800-39, Managing Information Security Risk: Organization, Mission, and Information System View [15].
• Special Publication 800-53 Revision 3, Recommended Security Controls for Federal Information Systems and Organizations [60].
• Special Publication 800-53A Revision 1, Guide for Assessing the Security Controls in Federal Information Systems and Organizations [61].
These and other NIST Special Publications are available from the NIST Computer Security Division website, at http://csrc.nist.gov/publications/PubsSPs.html. Much of the current government-wide work on continuous monitoring leverages the Continuous Asset Evaluation, Situational Awareness, and Risk Scoring (CAESARS) reference architecture developed by the Department of Homeland Security and incorporated into several NIST Interagency reports. Relevant documentation on CAESARS includes:
• NIST IR 7756, CAESARS Framework Extension: An Enterprise Continuous Monitoring Technical Reference Model [8].
• NIST IR 7799, Continuous Monitoring Reference Model Workflow, Subsystem, and Interface Specifications [62].
• DHS Document No. MP100146, Continuous Asset Evaluation, Situational Awareness, and Risk Scoring Reference Architecture Report [7].
Summary
Continuous monitoring is a core security management function performed during the post-authorization, operations and maintenance phase of the system development life cycle. It provides information about security control effectiveness, software and system configuration, and security status for individual information systems and the organization as a whole.
This chapter described the processes and activities associated with providing continuous monitoring of information system security controls and agency information security in general. It explained the process of establishing and operating an information security continuous monitoring program and highlighted the classes of technology available to help automate and perform monitoring activities more effectively. This chapter also summarized key expectations and requirements for information system owners contained in federal guidance to agencies on developing and implementing continuous monitoring strategies and operational capabilities.
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Contingency Planning
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Introduction to Contingency Planning
Mission execution in federal agencies relies on information systems and related technology to support mission and business functions, provide and maintain key information, and improve the effectiveness and efficiency of programs, initiatives, and operational processes. The fundamental role played by information systems in supporting agency operations makes it essential for agencies and their system owners to establish plans and implement procedures and mechanisms to keep systems operating without prolonged interruption. Contingency planning addresses these requirements for each information system by specifying policies, procedures, and guidelines and implementing controls intended to minimize system disruptions where possible, and to recover from system outages or other disruptions as quickly and effectively as possible. The discipline of information security protects the confidentiality, integrity, and availability of information and information systems; contingency planning is a central element in security management and IT and business strategy to ensure the availability of information systems and the business processes and functions they support. Contingency planning is mandated under several federal laws, directives, and policies, requiring agencies to perform a variety of planning activities and to implement preventive and corrective controls to safeguard their information systems. This chapter describes the drivers, obligations, and considerations system owners should understand in order to conduct effective contingency planning. The material presented in this chapter incorporates contingency planning guidance for federal information systems provided by NIST in Special Publication 800-34 [1] and other agency-level and government-wide policies and regulations. This chapter also explains the distinction between information system contingency planning applicable to all federal information systems, agency-level efforts in support of continuity of operations planning, and government-wide policies, procedures, and requirements for continuity of government and coordinated and cooperative efforts to respond to events with a national impact.
Information system owners have primary responsibility for the development and maintenance of information system contingency plans and related activities, as contingency planning encompasses a subset of required minimum security controls under NIST Special Publication 800-53 [2] and the information system contingency plan (ISCP) is included as part of the system authorization package, typically as an appendix to the system security plan [3]. NIST defines information system contingency planning as “a coordinated strategy involving plans, procedures, and technical measures that enable the recovery of information systems, operations, and data after a disruption” [4]. Under this general strategy, contingency planning includes specific capabilities and supporting plans, processes, and procedures to restore information systems after a disruption, including restoring operations at an alternate processing site; using alternate mechanisms to perform all or a subset of business processes affected by a system disruption; and implementing preventive and corrective security controls commensurate with each system’s assigned impact level [4]. Agencies must develop individual information system contingency plans for all their major applications and general support systems [5], although it is common for at least some of the contingency planning controls implemented for a system to be shared among multiple systems or even delivered as common controls for agency-wide use. The contingency planning process is integral to the system certification and accreditation process defined in the Risk Management Framework, with system-specific security requirements serving as an input to contingency planning activities and contingency plans, processes, and capabilities providing the implementation of an entire family of system security controls.
Contingency Planning Drivers
While system owners are right to focus on the operational security needs of the systems for which they are responsible, developing thorough contingency plans and processes and providing for effective contingent operations requires awareness and understanding of many factors that influence the information system contingency plan. These planning drivers include regulations and guidance focused on information technology management in general and information security management in particular, including provisions in OMB Circular A-130 explaining federal legislative requirements for information resources management [5] and standards and guidance published by NIST pursuant to the authority delegated by FISMA [6]. As indicated in Figure 15.1, agency and government-wide requirements for continuity planning, critical infrastructure protection, and disaster or emergency response also affect information system contingency planning. Federal continuity policies, directives, and requirements specify planning activities that apply to individual agencies or involve cross-agency coordination or collaboration, so agencies may find that these external drivers apply consistently across some or all of their information systems. System owners responsible for information system contingency planning should look to leaders designated as agency or departmental continuity coordinators for information about the relationship between their information systems and the agency’s continuity program and planning activities and obligations [7]. Understanding the requirements dictated by federal continuity policy and agency continuity program management helps ensure that information system contingency planning reflects the appropriate scope, processes, and security controls not only to satisfy requirements associated with the system’s security categorization but also its role supporting mission essential functions of the agency.
Figure 15.1 Information System Contingency Planning is Influenced by a Large Number of Internal Agency and Government-Wide Mission and Business Drivers in Addition to Technical Considerations
NIST Special Publication 800-34 provides detailed guidance to system owners on the contingency planning process, contingency planning expectations and obligations, content elements to be included in the information system contingency plan, and templates and instructions for creating the ISCP and related contingency planning documentation [1]. Special Publication 800-34 focuses explicitly on contingency planning for information systems, distinct from facility, mission, or agency perspectives. Within this scope, the drivers most relevant for information system contingency planning are the legislative and regulatory requirements addressing the security of federal information systems and information technology management. Consistent with standards and guidance issued to implement several provisions in FISMA, the core requirements for information system contingency planning come from the Contingency Planning family of operational controls in NIST Special Publication 800-53 [2].
Contingency Planning Controls
The security control framework defined in Special Publication 800-53 includes nine contingency planning security controls, all of which are required as minimum controls in the security control baselines for moderate- and high-impact level systems (six of the nine are required for low-impact systems). For systems categorized as moderate or high impact, the security control baselines require additional control enhancements, including 13 for moderate-impact systems and 25 for high-impact systems [8]. Many of the additional control enhancements correspond to practices and mechanisms designed to ensure that information system recovery minimizes disruption to mission essential functions, including establishing and maintaining active alternate site storage, processing, and telecommunications services to take over operations quickly if the primary environment suffers an outage. The number and scope of required controls and enhancements—coupled with the need to coordinate with other system owners, facility owners, common control providers, and organizational elements responsible for managing and executing related plans—means that contingency planning often demands a substantial commitment of time and resources. System owners need to recognize the importance of selecting and implementing appropriate contingency planning controls and of developing the ISCP as a prerequisite to completing the security authorization package. Special Publication 800-34 addresses contingency planning processes and considerations applicable for all information systems, but does not provide the sort of detailed guidance system owners need to determine the right way to implement contingency planning processes and controls for their systems. To make those determinations, system owners instead look to the detailed security control descriptions and recommendations in the Special Publication 800-53 security control catalog [9]. The ISCP describes implementation details for each of the contingency planning controls and control enhancements selected for the system, including system-specific requirements or contingency parameters that may differ from agency policy.
Contingency Planning Policies and Procedures
Control CP-1 directs federal agencies to develop, disseminate, and periodically review and update as necessary formally documented policies and procedures that address contingency planning purpose, scope, roles and responsibilities, and intra- and inter-organizational coordination and describe and facilitate the implementation of appropriate contingency planning controls. These policies and procedures are expected to incorporate relevant provisions of drivers external to the agency and otherwise comply with applicable federal laws, directives, and requirements. The CP-1 control applies to information systems at all security impact levels. Unlike other contingency planning controls with system-specific expectations, NIST guidance suggests that contingency planning policies and procedures developed at the organizational unit or agency level may satisfy the needs for information systems within the agency, making system-specific policies and procedures unnecessary [10]. Many agencies implement policies and procedures (which appear as the first control in all control families) as common controls; with respect to contingency planning, system owners need to consider the security requirements for their systems and evaluate the extent to which agency-level policies and procedures adequately address those requirements to determine whether system-specific augmentation is required.
Contingency Plan
Information system owners implement control CP-2 by developing, maintaining, and disseminating information system contingency plans for each information system, and by coordinating contingency planning activities with incident response and other related functions and capabilities. System owners must also perform periodic updates of their contingency plans; previous versions of Special Publication 800-53 separately required contingency plan updates as control CP-5, but Revision 3 consolidated the update requirement into CP-2. Satisfying this control is the primary focus of Special Publication 800-34, and the language and instructions in that document are consistent with the guidance in Special Publication 800-53. Information system contingency plans are required for systems at all security impact levels, but additional expectations apply to moderate- and high-impact systems, specifically to ensure that system owners coordinate their ISCP development with others in the organization responsible for related functions, including incident response, disaster recovery, business continuity, and continuity of operations [11].
Contingency Training
Information system contingency plans identify individuals with roles and responsibilities for maintaining systems during contingent operations and for executing the processes and procedures described in the plan. To implement control CP-3, agencies and their system owners need to train these people to make sure they understand their roles and responsibilities and know what they need to do when the contingency plan is activated. Contingency planning personnel need to receive periodic refresher training as well; NIST guidance leaves the frequency of refresher training up to each agency, but it is common to require annual training, separately or combined with security awareness training, as part of an agency’s continuous monitoring strategy. Control CP-3 is required for information systems at all impact levels, and the use of simulated events as part of contingency training is required in addition for high-impact systems [11].
Contingency Plan Testing and Exercises
Control CP-4, also required for all information systems, directs agencies and system owners to test processes and procedures included in the contingency plan to assess the plan’s effectiveness and the organization’s readiness to execute it, and to review the results of contingency plan testing or exercises and take corrective actions where needed. Both the testing frequency and the parameters of tests or exercises used to evaluate contingency plans are left to the discretion of each agency. In many organizations testing and exercise requirements are specified according to security impact level in agency policies and procedures, but the responsibility for conducting the tests or exercises and documenting and analyzing the results is the responsibility of each system owner. As with contingency training, the rationale for contingency plan testing and exercises is to increase the likelihood that the contingency plan will be executed successfully when and if it is activated. For moderate- and high-impact systems, contingency plan testing should be coordinated with testing for related functions, including incident response, disaster recovery, business continuity, and continuity of operations [12]. Acceptable methods for contingency plan testing range from reviews of documented checklists, tabletop exercises, and event simulations to full system recovery and reconstitution at an alternate processing site; actual (as opposed to simulated) recovery and reconstitution is only required for high-impact systems.
Alternate Storage Site
Incidents or outages affecting information systems often preclude the use of the primary operating location for system recovery. In such circumstances contingency operations teams perform system recovery activities at an alternate site, until the primary facility is again operational or a permanent replacement is chosen. To facilitate alternate site recovery and reconstitution, control CP-6 requires agencies to establish an alternate storage site for its moderate- and high-impact systems, and to put in place the agreements necessary to permit storage of and access to backup information to support recovery phase processes. Alternate storage sites also must be located far enough away from the primary storage site that the alternate site is not likely to be affected by the same hazards that might disrupt the primary site. Interpretations of what constitutes a sufficient geographic distance vary among organizations, but when selecting alternate sites, agencies must also identify potential issues (and describe actions to mitigate those issues) for accessing the alternate storage site in the event of a widespread outage or disaster [13]. Because all moderate- and high-impact systems share this requirement, agencies often designate one or more standard alternate storage sites to be used to support multiple systems; in such cases system owners or common control providers are responsible for implementing control mechanisms to transport system backups and other recovery information to the alternate storage site.
Alternate Processing Site
For the same reasons underlying alternate storage, control CP-7 requires agencies to establish an alternate processing site for moderate- and high-impact systems that enables resumption of system operations in the event of a primary site outage, within a recovery timeframe specified by the organization or defined according to system-specific requirements. All necessary agreements must be in place to support system recovery at the alternate processing site, and appropriate equipment and supplies needed to resume system operation must either be in place at the alternate site or be able to be delivered to the site in time to satisfy resumption timeframe requirements. As described in more detail in the section later in this chapter on creating contingency strategies, alternate processing sites offer different capabilities to support the recovery timeframes that may be required for different systems, including “hot” sites providing fully redundant hardware and software to enable system failover with little or no interruption in system operation [14]. Alternate processing sites must be located far enough away from the primary storage site that the alternate site is not likely to be affected by the same hazards that might disrupt the primary site. As with alternate storage requirements, agencies must identify potential issues with accessing the alternate processing site during contingent operations, and explain actions to mitigate those issues. Because agencies often use the same alternate processing site for recovering multiple information systems, the agreements in place for the site and the system-specific alternate processing requirements need to include priority-of-service provisions that dictate which systems get recovered first, in accordance with the availability requirements for each system. To support recovery of high-impact information systems, agencies need to configure the alternate processing site in advance to ensure it is ready to support essential missions and business functions, including provisioning sufficient space and resources to support the personnel deployed to the alternate site to manage recovery operations. Agencies also must ensure that alternate processing sites provide information security measures equivalent to that of the primary site [15]. Neither alternate storage nor alternate processing sites are required for systems categorized as low-impact, with the assumption that if the loss of availability of a system or its information has only a limited adverse effect on the organization, allocating the often substantial resources required to provide alternate site capabilities is not justified.
Note
Although Special Publication 800-53 security control baselines for moderate- and high-impact systems require an alternate processing site, not all systems categorized at these levels implement alternate processing capabilities. Control applicability is based on the FIPS 199 security categorization, but a system containing information categorized as moderate or high for confidentiality or integrity may still be assigned a low category for availability. Where agencies or system owners determine that availability requirements are insufficient to warrant alternate site processing (or assign a low priority-of-service that in practice means the system will not be included in the set of systems to be recovered at the alternate processing site), both the information system contingency plan and system security plan should document the decision and provide any explanatory details necessary to justify acceptance of the associated risk. As an additional consideration, systems supporting primary mission essential functions subject to continuity of operations planning typically require alternate processing sites, but systems that do not support these functions may still implement alternate processing sites if needed to meet system security requirements.
Telecommunications Services
Control CP-8 addresses telecommunications services in much the same way as CP-6 and CP-7 do for storage and processing, respectively. It requires agencies to establish alternate telecommunications services that allow the resumption of information system operations for moderate- and high-impact systems when primary telecommunications capabilities are unavailable. Agencies implementing alternate telecommunications services need to have appropriate agreements in place that enable service resumption within the timeframe specified to meet agency or system-specific requirements, and that contain priority-of-service provisions reflecting the organization’s availability requirements for its systems. Where a common carrier provides alternate telecommunications services, agencies also must request priority service for telecommunications services used for national security emergency preparedness. Consistent with provisions in CP-6 and CP-7 regarding geographic separation of primary and alternate sites, CP-8 directs agencies to consider ways to avoid or reduce the chance that alternate telecommunications services share a single point of failure with primary services. With respect to high-impact systems, agencies must choose alternate service providers separated from primary service providers and require their telecommunications service providers to have contingency plans [16].
Information System Backup
Effective recovery and restoration of information systems depends on proactive measures that create backup copies of key information and store and protect backups in a manner that ensures they are available for use in system recovery. Control CP-9 requires agencies to conduct backups of information system documentation and user-level and system-level information contained in each system, and to implement measures to protect the confidentiality and integrity of backup information. Backup procedures are required for information systems at all impact levels. Backup requirements are often specified in agency-level policies and procedures, but responsibility rests with system owners to ensure backups are performed in accordance with agency and system-specific requirements. Agencies must periodically test backup procedures implemented for moderate- and high-impact systems, and backup information for high-impact systems is subject to additional protection requirements including offsite storage in a facility separate from the primary operational site and the use of sample backup information in system restoration activities performed as part of contingency plan testing [17].
Information System Recovery and Reconstitution
Recovery and reconstitution are fundamental elements in contingency planning. Control CP-10 requires recovery and reconstitution of information systems to a known state after a disruption, compromise, or failure. Recovery and reconstitution apply to information systems at all impact levels, although the timeframes specified for achieving system recovery vary across impact levels and potentially even among systems categorized at the same level. Additional requirements apply to systems categorized as moderate or high impact, including the implementation of transaction recovery for transaction-based systems and provision of compensating controls for anticipated circumstances that can inhibit system recovery and reconstitution.[17]
Contingency Planning and Continuity of Operations
All executive branch federal agencies are subject to government-wide requirements for continuity planning, comprising continuity of operations (COOP) at the individual agency or department level, and continuity of government (COG) efforts coordinated among agencies to ensure the continuous performance of national essential functions [18]. While many system owners have little direct COOP management responsibility, it is important for system owners to be fully aware of the continuity expectations for their agencies and corresponding contingency planning requirements applicable to their systems. Specific contingency performance requirements apply to systems that provide support for primary mission essential functions (PMEFs), critical infrastructure, or emergency response, so system owners need to consider the mission operations that depend on their systems and structure contingency plans and procedures accordingly. The primary authoritative sources of guidance for federal agencies on continuity planning include the National Continuity Policy Implementation Plan [19] and Federal Continuity Directive 1 [20], both of which describe continuity program expectations and COOP requirements for executive branch agencies pursuant to the National Continuity Policy declared in Homeland Security Presidential Directive 20 (HSPD-20) [18].This guidance prescribes an integrated approach to continuity planning in which individual agency and cross-agency efforts explicitly overlap to provide a level of redundancy similar in concept to the information security model of defense in depth. Information system contingency planning is a key element of continuity planning, falling within the communications and technology “pillar” of the federal continuity program, as illustrated in Figure 15.2 [21], and considered as part of the personnel, physical, and information security elements that support continuity programs [22].
Figure 15.2 Contingency Planning Supports Agency Continuity of Operations Planning and Operational Processes, Particularly Where Information Systems Provide Communications or Technology that Enable Primary Mission Essential Functions
Federal Requirements for Continuity of Operations Planning
Under federal continuity policy, agencies must incorporate continuity planning into their daily operations, with particular emphasis on activities designated as one of three categories of essential functions: mission essential functions (MEFs), primary mission essential functions (PMEFs), and national essential functions (NEFs). The National Continuity Policy in HSPD-20 explicitly defines eight national essential functions that “represent the overarching responsibilities of the Federal Government to lead and sustain the Nation during a crisis” [18]. Primary mission essential functions are those “that need to be continuously performed during an event or resumed within 12 h of an event, and that need to be maintained for up to 30 days after an event or until normal operations can be resumed,” while mission essential functions include PMEFs as well as those “that enable an organization to provide vital services, exercise civil authority, maintain the safety of the public, and sustain the industrial/economic base during disruption of normal operations” [23].
In contrast to the government-wide NEFs, agencies must identify their own mission essential functions and determine which of those functions directly support one or more NEFs and require uninterrupted operation. Mission essential functions meeting both of these criteria are categorized as primary mission essential functions [24]. Agency continuity planning policy focuses on the preservation of primary mission essential functions, with a set of requirements that directly impact the implementation of controls for contingency planning: [18]
• The continuation of the performance of PMEFs during any emergency must be for a period up to 30 days or until normal operations can be resumed, and the capability to be fully operational at alternate sites as soon as possible after the occurrence of an emergency, but not later than 12 h after COOP activation;
• Succession orders and pre-planned devolution of authorities that ensure the emergency delegation of authority must be planned and documented in advance in accordance with applicable law;
• Vital resources, facilities, and records must be safeguarded, and official access to them must be provided;
• Provision must be made for the acquisition of the resources necessary for continuity operations on an emergency basis;
• Provision must be made for the availability and redundancy of critical communications capabilities at alternate sites in order to support connectivity between and among key government leadership, internal elements, other executive departments and agencies, critical partners, and the public;
• Provision must be made for reconstitution capabilities that allow for recovery from a catastrophic emergency and resumption of normal operations; and
• Provision must be made for the identification, training, and preparedness of personnel capable of relocating to alternate facilities to support the continuation of the performance of PMEFs.
Recovery requirements specified for PMEFs—such as the capability to maintain operations at an alternate site for up to 30 days and to perform recovery within 12 h—represent important drivers for contingency planning for information systems that support PMEFs, affecting control implementation decisions such as the selection and configuration of alternate processing sites. System owners must understand the purpose and function of their systems in sufficient detail to recognize when their systems support primary mission essential functions so information system contingency plans and processes satisfy the appropriate requirements.
Note
Federal continuity policy applies to all agencies and the systems they operate. There are additional obligations and functional requirements that influence contingency planning for systems in agencies with emergency or disaster response roles and responsibilities specified in the National Response Framework [25], or for protecting critical infrastructure as detailed in HSPD-7 [26]. Federal guidance on continuity planning also assigns agencies to one of four categories (I though IV) according to their roles and responsibilities during emergency operations. All cabinet-level departments fall within categories I and II; members of category I include the Departments of Defense, State, the Treasury, Justice, Health and Human Services, Transportation, Energy, and Homeland Security, the Office of the Director of National Intelligence, and the Central Intelligence Agency. Many smaller executive agencies in category III; category IV includes all agencies not explicitly assigned to one of the other three categories [27]. System owners need to understand the set of mission and business functions their systems support and incorporate any requirements applicable to those functions into their information system contingency plans. System owners should also consult with their agency continuity coordinators or emergency response leads to make sure they are aware of the agency’s roles and responsibilities in continuity of government, critical infrastructure protection, and emergency response and recognize the extent to which their systems support those responsibilities.
Distinguishing Contingency Planning from Continuity of Operations Planning
Both contingency planning and continuity planning provide key contributions to government efforts to ensure uninterrupted operation of essential functions, and both terms incorporate multiple related (and sometimes overlapping) processes, procedures, and planning activities. The key differences between contingency planning and continuity planning are the scope and level of responsibility associated with each function. Contingency planning applies to individual information systems and is the responsibility of the system owner, while continuity planning applies to the agency and is the responsibility of the continuity coordinator or other designated agency official. Special Publication 800-34 makes a further distinction based on the primary focus of each activity: continuity planning “concerns the ability to continue critical functions and processes during and after an emergency event” and contingency planning “provides the steps needed to recover the operation of all or part of designated information systems at an existing or new location in an emergency [28].” Continuity planning comprises an interrelated set of plans and associated procedures that describe the actions taken by the organization in response to an emergency situation with the potential to disrupt government operations. These typically include the continuity of operations plan, crisis communications plan, occupant emergency plan, and—to the extent the organization manages key components and resources of the national infrastructure—critical infrastructure protection plan.
Contingency Planning Components and Processes
Like continuity planning, contingency planning also encompasses multiple related plans and procedures, some or all of which may be invoked in response to an information system outage or other incident. Information system owners are directly responsible for the information system contingency plan, but may contribute to and leverage other plans related to their systems, including those for business continuity, disaster recovery, and incident response. Where these plans and corresponding capabilities are developed and maintained at a facility, organizational unit, or agency level, information systems may inherit some or all of the controls provided, or implement them as hybrid controls with system-specific provisions put in place to supplement or more effectively execute plans and processes managed by others within the organization.
Information System Contingency Plan
As described in more detail in subsequent sections of this chapter, the information system contingency plan (ISCP) defines procedures for activating contingent operations based on the severity of an event disrupting the system and for the recovery and reconstitution of the system to support business continuity objectives. The ISCP provides key information needed for system recovery, including roles and responsibilities, outage assessment procedures, hardware and software inventory, results of business impact analysis, and detailed recovery and reconstitution procedures, including testing and validation. The ISCP may invoke disaster recovery procedures if an outage occurs to the system’s primary operating environment, as indicated in Figure 15.3.
Figure 15.3 Effective Contingency Plan Execution Often Depends on Related Plans and Procedures—Defined in Incident Response, Disaster Recovery, and Business Continuity Plans—That May Be Invoked When an Event Occurs That Involves a Disruption to Information System Operations
Business Continuity Plan
The business continuity plan (BCP) focuses on sustaining a mission capabilities or business processes during and after a disruption, typically activated at the time of disruption and remaining in effect until normal business operations are restored. A BCP differs from a continuity of operations plan in that the scope of the BCP may be limited to a single mission function or set of related business processes, while the COOP plan addresses continuity of all essential functions. Because mission functions and business processes rely on information systems, business continuity planners and information system owners need to coordinate to ensure the alignment of provisions and expectations in the BCP and ISCP, and to accurately identify the information system capabilities needed to effectively support the relevant mission functions or business processes. This requirement applies equally to systems, services, and infrastructure owned or operated by external service providers on behalf of the government; agencies need to evaluate the business continuity capabilities of external service providers to ensure contingency operations will satisfy agency objectives.
Disaster Recovery Plan
The disaster recovery plan (DRP) covers major outages or disruptions in service that prevent the use of primary operating facilities or infrastructure for an extended period. A DRP describes the use of an alternate processing site for recovery and temporary restoration of system operations; it is only invoked for disruptions that require system relocation [29]. A disaster recovery plan may address a single system—such as a major application—or multiple systems in the case of DRPs for general support systems such as data centers or other hosting facilities supporting the operation of multiple applications. Similarly, a single DRP may be referenced by one or more information system contingency plans; when multiple systems leverage a common DRP and corresponding facility, disaster recovery operations rely on priority-of-service levels designated for each system to determine the order in which systems will be recovered.
Incident Response Plan
The incident response plan (IRP) establishes procedures to address adverse events affecting one or more information systems, regardless of the source of such events or whether they are intentional attacks or inadvertent disruptions. Procedures in the IRP enable security personnel such as incident response teams to identify, mitigate, and recover from incidents. Depending on the nature and severity of the incident, the IRP may call for the activation of business continuity and disaster recovery plans, as indicated in Figure 15.3.
Warning
The increasing prevalence of the modifier “cyber” in information security contexts introduces the potential for confusion when consulting NIST Special Publications and other federal guidance addressing incident response. The most recent revision of Special Publication 800-34, published in May 2010, uses the term cyber incident response plan [29] to refer to an artifact that Special Publication 800-53 calls simply incident response plan [30], the latter use matching NIST’s authoritative guidance on security incident handling in Special Publication 800-61, which prescribes the development of the incident response plan [31]. In addition, cyber incidents on a national scale are addressed separately in the Cyber Incident Annex to the National Response Framework [32]. Agencies and system owners choosing to refer to their incident response plans using the cyber label need to indicate clearly whether the scope of such plans is individual information systems or agency incident response capabilities, and whether the plans are limited to computer-based incidents.
Information System Contingency Planning
NIST’s Contingency Planning Guide for Federal Information Systems (Special Publication 800-34 revision 1) establishes a seven-step process for information system contingency planning, illustrated in Figure 15.4, that is executed by system owners and other agency personnel with contingency planning responsibilities. The contingency planning process is designed to be integrated into key activities in the system certification and accreditation process defined as part of the Risk Management Framework in Special Publication 800-37 [3], and with standard systems development life cycle phases such as those specified in Special Publication 800-64 [33]. Ideally, some contingency planning activities, such as the development of contingency planning policy and completion of the business impact analysis, occur during the initiation phase of the SDLC, before the system security categorization that begins step 1 of the RMF [34]. Contingency planning activities are involved in all SDLC phases, and with the exception of plan maintenance typically must be completed before a system receives authorization to operate. Once the system is operational, contingency planning becomes an integral part of continuous monitoring and other ongoing security management activities.
Figure 15.4 The Contingency Planning Process Represents a Series of Interrelated Processes and Activities Initially Performed During System Authorization and Repeated Periodically for Operational Systems
Develop Contingency Planning Policy
Contingency planning policy is typically developed at the agency level, rather than the individual information system level, often as a component of organizational policies for continuity of operations. System owners should consider the functional, technical, and security needs of their own systems in the context of agency contingency planning policy, to determine whether any system-specific policy statements are required to extend or differ from agency policy. Contingency planning policy defines the agency’s contingency objectives, identifies contingency and continuity planning drivers applicable to the agency, and establishes expectations and responsibilities for system owners and others with roles in the contingency planning process. Contingency planning policies should specify agency requirements and standards for systems categorized at different FIPS 199 impact levels, and identify obligations for systems that support mission essential and primary mission essential functions. Special Publication 800-34 specifies the following elements contingency planning policies should address: [35]
• Roles and responsibilities.
• Scope as applies to common platform types and organization functions subject to contingency planning.
• Resource requirements.
• Training requirements.
• Exercise and testing schedules.
• Plan maintenance schedule.
• Minimum frequency of backups and storage of backup media.
As the key system-specific artifact produced in the contingency planning process, the information system contingency plan should reflect organizational policies for contingency planning and for related functions, including information and physical security, system operations and maintenance, and emergency preparedness and response. Agencies do not develop contingency planning policies or contingency plans in isolation, but instead should recognize the interdependencies between contingency planning and subordinate processes like disaster recovery planning, as well as with information system security planning and continuity of operations planning.
Conduct Business Impact Analysis
The business impact analysis (BIA) assesses the potential adverse consequences to the agency’s mission functions and business processes should an outage occur to the information system. The severity of the impact as determined through the BIA process is a key input to the FIPS 199 system categorization, which assigns categories based on the relative impact of a loss of confidentiality, integrity, or availability of an information system or the information it contains [36]. The security categorization in turn determines the set of minimum security controls required for the system, so the BIA directly affects the selection and implementation of contingency planning controls as well as those in other control families. Special Publication 800-34 describes business impact analysis as a three-step process: [37]
1. Determine mission/business processes and recovery criticality. System owners must first identify the mission functions and related business processes supported by the system and assess the impact of an outage or other system disruption to those processes. The nature and operational requirements of the functions and processes identified—including such factors and PMEF designation and tolerance for system downtime and recovery time objectives—help determine the recovery criticality for the system and drive the selection and implementation of contingency planning controls.
2. Identify resource requirements. Performing recovery operations commensurate with the criticality level of the system may require significant allocation of resources, including facilities, personnel, equipment, software, data files, system components, and vital records. Accurate estimation of resource requirements is an essential input to contingency strategy creation and contingency plan development, and helps ensure that contingency operations perform as intended when the contingency plan is activated.
3. Identify recovery priorities for system resources. Federal information systems do not operate in isolation and particularly in the context of system recovery many information systems share or even compete for the same organizational resources. System owners and agency contingency planning coordinators need to first establish recovery criticality for each system and then determine the relative priority of each system compared to others that share contingency resources such as alternate processing sites, communications infrastructure, or recovery personnel. Priority levels help agencies align contingency resources with critical mission functions and business processes and determine the appropriate sequencing for recovery activities and resource allocation.
The results of the business impact analysis influence all subsequent activities in the contingency planning process and, when the BIA is conducted properly, help ensure that information system contingency plans, procedures, and other controls satisfy system-specific security objectives and continuity of operations requirements.
Tip
Information system contingency planning and continuity of operations planning both involve business impact analysis, although COOP focuses on analyzing processes, while contingency planning analysis is system-focused. Business impact analysis is a common element of many commercial and public sector risk management functions, so detailed guidance on performing and documenting the results of a BIA is widely available. In a federal government context, BIA resources include a process-based BIA template required for federal continuity planning in Federal Continuity Directive 2 [38] and a recommended system-based BIA template provided as an appendix to Special Publication 800-34 [39].
Identify Preventive Controls
The identification of preventive controls within the contingency planning process is closely aligned with the security control selection task in step 2 of the Risk Management Framework. The magnitude of potential business impacts due to system outages identified in the BIA can often be reduced through the use of effective preventive and corrective security controls. Preventive controls often represent more cost-effective alternatives to corrective controls to lessen the impact of incidents affecting information systems [40], particularly when preventive controls avoid the need to execute resource-intensive recovery procedures such as restoring systems at alternate processing sites. The security control framework defined in Special Publication 800-53 includes a variety of preventive controls relevant to contingency planning, including many categorized within the Physical and Environmental Protection, System and Communications Protection, and System and Information Integrity control families [2]. In contrast to these preventive controls, most of the controls within the Contingency Planning family, described earlier in this chapter, address preparation for and response to events that disrupt information systems. Contingency planning controls help reduce the impact to the organization when outages or disruptive events occur, but do not reduce the likelihood of such events or avert disruptions in the way that preventive controls can. System owners need to consider the broader set of possible security controls when identifying and implementing preventive controls to support contingency planning.
Create Contingency Strategies
System owners conduct contingency planning to address potential business impacts resulting from the loss of system availability. Adverse impacts to an organization due to anticipated or unanticipated events and the likelihood of those events occurring are key components of the risk faced by the organization [41]. As described in detail in Chapter 13, once system owners identify risk through the risk assessment process, they must implement security controls or choose other courses of action to respond accordingly and mitigate risk to a level acceptable to the system owner and the information system’s authorizing official. Implementing preventive and corrective contingency planning controls is an important contingency strategy, but the use of controls is not the only strategy available to system owners and their agencies. System owners select and implement contingency planning security controls as part of the broader security control selection process described in step 2 of the RMF. System owners create contingency strategies to mitigate risk associated with system outages and to address the processes and procedures necessary to execute the activation, recovery, and reconstitution phases of the contingency plan as well as ongoing contingency planning activities such as training, testing, and maintenance. Contingency planning strategies specify approaches the organization or system owner will use to conduct contingency-related functions such as backup and storage, recovery, alternate site configuration, and hardware and software replacement. Where multiple alternative strategies are available, system owners and contingency planning personnel should evaluate the resource requirements and costs associated with each strategy to ensure that the requirements for any selected strategy do not exceed the resources budgeted for contingency planning. System owners must designate personnel with roles and responsibilities for contingency planning strategies and document those roles and responsibilities in the ISCP.
Key decision points for system owners addressed in contingency strategies include the type and frequency of backup methods to be used for the system, the nature of the alternate processing site supporting recovery of the system following an outage, and the approach for replacing equipment damaged, destroyed, or otherwise unavailable. Contingency strategies created for a given information system typically differ according to the security categorization, with cost, recovery criticality, and system priority as additional influential factors. Table 15.1 summarizes typical differences in contingency strategy for systems categorized at each impact level.
Note
Alternate processing sites referenced in contingency planning are categorized according to their level of readiness to assume operations as “cold,” “warm,” or “hot” sites. Cold sites offer physical facilities with power and basic infrastructure but no equipment or telecommunications capabilities in place. Recovery in a cold site requires first relocating or procuring the equipment and hardware necessary to support the system and installing it in the environment before data and software backups can be loaded. Cold sites are less expensive to maintain, but require the longest time to recover systems. Warm sites are facilities with infrastructure, telecommunications, computing hardware, and other operating environment capabilities in place to support recovery, but do not have system-specific components or software installed or running in advance of contingency plan activation. Recovery in a warm site leverages the existing operational environment to load data and software from backup media more quickly than is possible in a cold site. The greater level of operational readiness comes with greater cost, as agencies must invest in equipment, hardware, and telecommunications capabilities that are essentially held in reserve until needed to support recovery operations. Hot sites have all the infrastructure and technical capabilities of warm sites, but also have system-specific software installed and operational and copies of current data backups loaded, enabling hot sites to take over system operations in very short timeframes after the primary site becomes unavailable. Running redundant environments provides recovery with minimal disruption, but also requires the greatest agency investment. Some agencies choose to share production processing between two or more sites instead of reserving hot sites purely for contingency operations; in such cases agencies respond to outages affecting one site by using the other sites to assume the processing load for the impacted site [14].
Table 15.1 Contingency Strategy Elements by Impact Level [42].
Develop Contingency Plan
The development of the information system contingency plan (ISCP) is both a discrete step in the contingency planning process and an integral part of each of the other contingency planning activities. The ISCP references contingency planning policy, includes the results of business impact analysis, and documents contingency strategies, security controls selected and implemented for contingency planning, testing and training information, and ongoing contingency plan maintenance procedures. The content and structure Special Publication 800-34 specifies for the ISCP are described in the following section of this chapter. The ISCP defines roles, responsibilities, teams, and contingency procedures associated with restoring an information system following a disruption. The ISCP also documents technical characteristics of the system and its operating environment designed to support contingency operations, including system-specific and common controls. The information provided in contingency plans should offer sufficient detail to enable contingency teams to execute all necessary processes and activities when the ISCP is activated. Special Publication 800-34 notes that contingency plans need to balance detail with flexibility, as more detailed plans with greater levels of specificity may be less versatile, scalable, or adaptable to different types of events leading to outages [43].
Conduct Plan Testing, Training, and Exercises
All personnel with roles and responsibilities for executing contingency planning processes need training to ensure they understand whom to contact and what and when to do upon contingency plan activation. Processes and procedures specified in the contingency plan must also be tested to ensure that the content in the plan is valid, accurate, current, and sufficiently complete to support successful plan execution. Contingency plan exercises include specific testing methods, such as tabletop exercises and functional exercises defined in federal guidance on testing, training, and exercise programs [44]. Contingency plan testing is also part of the security control assessment process (described in Chapter 11) to evaluate the effectiveness of the ISCP and other required contingency planning security controls. The system security categorization drives the scope of contingency planning testing or exercises—tabletop exercises or recovery simulations suffice for low- or moderate-impact systems, while the security control requirements associated with high-impact levels include full recovery and reconstitution at an alternate processing site. Following guidance in Special Publication 800-53 Revision 3, agencies define their own frequencies for contingency plan testing, training, and exercises [45], a change from prior versions of the control catalog that specified annual testing at a minimum. Federal agencies often align testing, training, and exercises with annual security control re-assessment activities, although high-impact systems or those supporting mission-critical operations may warrant specification of more frequent intervals. Testing, training, and exercises for the ISCP should be conducted initially as part of the security authorization process, and periodically repeated in accordance with system or agency continuous monitoring or ongoing control assessment activities.
Training
Training for personnel with contingency plan roles and responsibilities focuses on ensuring all personnel understand their contingency roles and, where necessary, on teaching them the skills necessary to perform those roles as expected. The primary intent of contingency plan training is to help ensure personnel are prepared to participate in testing and exercises as well as actual outage events. Training should be provided to all personnel new to the organization or newly assigned to contingency planning roles, and refreshed at least annually. The ISCP is an important point of reference for contingency planning personnel, but one goal for training is to obviate the need for the ISCP itself by sufficiently training personnel to execute their roles and responsibilities without the aid of the ISCP document. Training for recovery personnel should cover ISCP elements including: [46]
• Purpose of the plan and the function of the system it addresses.
• Cross-team coordination and communication expectations.
• Reporting procedures, including points of contact with decision making authority.
• Security requirements.
• Team-specific processes, including those designed for the information system.
• Individual responsibilities for each of the contingency phases.
Testing
Contingency plan testing is a critical element of an effective contingency capability, to identify and address plan deficiencies and to confirm the viability of the plan to support recovery operations. System owners can use different forms of testing to evaluate contingency plans depending on the environment in which the system operates, its impact level, or the objectives sought from testing. Information system components, system interconnections, and supporting infrastructure should be tested separately to confirm the accuracy of individual recovery procedures and together to assess end-to-end contingency procedures. Contingency plan tests should address applicable procedures and elements, including: [47]
• Notification procedures.
• System recovery on an alternate platform from backup media.
• Internal and external connectivity.
• System performance using alternate equipment.
• Restoration of normal operations.
• Testing in conjunction with other plans (e.g. COOP, incident response, disaster recovery).
Contingency plan testing should follow an explicit test plan designed to evaluate specific functional or technical capabilities and to examine the plan elements against test objectives and success criteria. The test plan should clearly define scope, scenarios to be tested, and logistics, as well as detailing the time frame for each test and test participants.
Maintain Plan
Contingency planning is not a static process, and the ISCP should be periodically reviewed and updated as necessary to validate the processes and procedures it describes and ensure the plan accurately reflects current system requirements, organizational structure, and policies and procedures. For systems in the operations and maintenance phase of the SDLC, changes may occur to the system, its functional or technical capabilities, its operating environment, or the support it provides to mission functions and business processes. Changes in agency or government policy, directives, or regulations also can result in changes to an information system or the contingency planning requirements applicable to the system. Contingency plan maintenance can be coordinated with routine review and update procedures for system security plans or other artifacts and incorporated into continuous monitoring strategies within step 6 of the RMF. Changes made to contingency plans, strategies, and policies should be coordinated through the system owner and personnel responsible for related plans and processes, so that changes in the ISCP are accurately reflected in dependent plans or processes that reference it [48].
As with the system security plan or other key security documents, the contingency plan should be reviewed on a routinely scheduled basis and whenever significant changes occur to any element of the plan, the system, or its role or use within the organization. Because the ISCP contains potentially sensitive operational and personnel information as well as detailed technical information about the system, distribution of the plan or access to the information it contains should be controlled to limit access to personnel with a legitimate need to know. Copies of the ISCP are typically stored at the primary and alternate processing sites, and with backup media that will be used to support recovery.
Developing the Information System Contingency Plan
The information system contingency plan contains the primary contingency planning documentation, including information produced during each activity in the contingency planning process. The ISCP, typically delivered in the system authorization package as an appendix to the system security plan, identifies personnel involved in contingency operations, defines individual and organizational roles and responsibilities associated with contingency plan execution, and presents detailed processes and procedures to be followed in each contingency operation phase. The content and structure of an ISCP should reflect organizational policy and requirements and facilitate the effective use of the plan to prepare for and respond to events that trigger plan activation. Many agencies provide standard templates for their system owners to use when developing the various plans and supporting documentation needed for the system authorization package, including contingency plans. System owners and contingency planners working without an agency-standard format may choose to utilize one of the sample ISCP templates included with Special Publication 800-34. This guidance document provides three separate versions reflecting typical content for low-, moderate-, and high-impact systems [49], which system owners can modify as necessary to accommodate agency requirements or system-specific considerations. The rest of this section describes the typical components of an information system contingency plan, shown in Figure 15.5, structured according to the guidance in Special Publication 800-34.
Figure 15.5 Federal Guidance on Information System Contingency Plans Prescribes a Standard Format Structured Around the Three Core Phases of Activation, Recovery, and Reconstitution
ISCP Introduction and Supporting Information
The introductory section of the ISCP describes the context and purpose for the contingency plan, including system-specific and agency-level contingency planning drivers and requirements and other reasons for developing the plan. The introduction provides background information about the system relevant to the contingency plan, including summary findings from the business impact analysis and other contingency planning activities preceding the development of the ISCP. Depending on the approach the agency takes to standardizing contingency planning policy and procedures for its systems, some introductory information may be common across all systems and pre-populated in the ISCP template to ensure consistency in contingency plan documents. Supporting information in the introduction gives system owners the opportunity to explain the rationale for and intended use of contingency planning controls and procedures specified in the ISCP and applicability of agency-level or federal guidance. The introduction also describes the structure and highlights the key content included in the plan.
Even where agency-level contingency planning policies and procedures apply to all information systems, each system is different and the ISCP for each system should reflect system-specific attributes and security management decisions that influence the controls and procedures selected for the system. Many factors affect the scope of the contingency plan, notably including results of the business impact analysis, the nature and mission criticality of functions and business processes supported by the system, and the system security categorization. The introduction also specifies key implications and scoping details such as alternate storage, processing, and telecommunications needs, recovery time objectives and minimum acceptable outage thresholds, recovery criticality, and system priority levels. Lastly, the introduction lists contingency planning assumptions for the system, including expectations about organizational responsibilities for managing contingency planning activities, dependencies on other processes or functional areas, and reliance on common controls for contingency plan execution. Assumptions about the provision of common controls leveraged by the system are particularly relevant where preventive and corrective controls are provided by government or contractor-operated data centers or other general support systems or by external service providers.
Concept of Operations
In addition to the contingency planning context established in the introduction, the ISCP includes a detailed system description, including functional and technical characteristics relevant to the contingency planning requirements for the system. As noted in chapter 10, the system security plan typically describes the system purpose, concept of operations, and technical components, potentially including architecture diagrams and system interconnections. To the extent this information is documented already in the system security plan, system owners may replicate or reference the system description information in the SSP for the ISCP [50]. The concept of operations section in the ISCP provides an overview of the key contingency phases addressed in the plan: activation, recovery, and reconstitution. This overview gives contingency plan readers a concise summary of the end-to-end contingency process and explains the objectives and intent of each phase and the relationship and dependencies among those phases.
The ISCP defines all individual and organizational roles and responsibilities necessary to successfully execute system recovery and other key activities described in the plan. Roles and responsibilities in the ISCP should include the composition of contingency teams and any reporting relationships, hierarchical structure, and coordination mechanisms among team members, both prior to activation and during contingency plan execution [50]. This information—along with the detailed procedural information about the contingency phases—provides the basis for contingency plan training delivered to personnel with contingency responsibilities.
Activation and Notification
The activation and notification phase includes initial actions that should be taken and procedures to be followed when an outage or other system disruption occurs that invokes the contingency plan. Depending on the nature of the event or incident causing the outage, contingency plan activation may take place in anticipation of an outage or once the outage occurs. This phase includes all activities performed from the time the ISCP is activated until recovery operations begin. Key activities in the activation and notification phase include the initial determination to activate the ISCP, notification of contingency personnel when activation occurs, and assessment of the nature of the outage and severity of the disruption to the system. The decision to activate the contingency plan should be based on explicit criteria specified at the agency or system level, such as the impact level assigned to the system, criticality of the mission functions and business processes it supports, extent of damage to the system, expected duration of the outage, and likelihood of resumption of normal operations without intervention. Given the commitment of resources that usually accompanies contingency plan execution, organizations may limit the individuals or functional positions with the authority to activate contingency operations. The specific individual or individuals given contingency plan activation authority varies among agencies, but Special Publication 800-34 recommends that such authority be assigned to a single authoritative role for each system, with overall contingency operations falling under the authority of the CIO or other senior manager [51]. Contingency plan activation may also occur as the result of outcomes or determinations made as part of related processes performed by the agency, such as incident response or emergency response.
When the ISCP is activated, notification must be provided to contingency planning personnel so that they can initiate appropriate actions as specified in the plan, and to system administrators and users if possible to minimize the potential disruption to mission and business activities. Advance notification is preferred where feasible—such as when outages are anticipated due to weather, explicit threats, or patterns of activity—to avoid the loss of data or other adverse impacts that may occur with unexpected outages and to invoke standard or emergency change management processes where applicable. The ISCP documents notification procedures for both anticipated and unanticipated outages, clearly delineating who is responsible for providing notification, the messaging and communication channels used for notification, and the timeframe and relative priority for notifying contingency teams, system personnel, users, and others affected by the system outage. Such procedures often include automated and manual notification methods and may entail notification using multiple channels to increase the likelihood that notifications reach their intended recipients. The content provided in notifications may vary depending on the nature and severity of the outage and what response or other action, if any, the notified party is asked to take. Notification information may include: [52]
• Nature of the outage or disruption that has occurred or is impending.
• Any known outage estimates.
• Response and recovery details.
• Where and when to convene for briefing or further instructions;
• Instructions to prepare for relocation for estimated time period (if applicable).
• Instructions to communicate the notification to others, such as by using a call tree.
Recovery procedures to be followed depend to some extent on the nature of the event leading to contingency plan activation and the severity of the impact to the organization due to system outage or other consequence of the event. Members of the contingency team should perform an outage assessment as quickly as possible to determine the severity of the outage and prepare for and execute the appropriate recovery procedures. Specific outage assessment procedures vary across agencies and among different systems, but Special Publication 800-34 suggests assessments at a minimum address: [52]
• Cause of the outage or disruption.
• Potential for additional disruptions or damage.
• Status of physical infrastructure.
• Inventory and functional status of system.
• Type of damage to system equipment or.
• Items to be replaced (e.g. hardware, software, firmware, supporting materials).
• Estimated time to restore normal services.
The results of the outage assessment influence the execution of recovery phase procedures, so assessment findings should be communicated to contingency operations personnel with responsibility for recovery, with additional notification provided to appropriate agency authorities and system personnel identified in the ISCP.
Recovery
The recovery phase comprises the activities most commonly associated with contingency operations, including the core procedures necessary to restore an information system to an operational state following an outage. The primary objective of the recovery phase is to resume system operations—potentially at a reduced level of functionality and using alternate processing capabilities where necessary—to enable continuity of operations for the mission functions and business processes the system supports. Many prerequisites must be met before recovery operations can begin, typically including contingency plan activation, notification of recovery team personnel, retrieval of backup media, preparation of the alternate processing site, and physical or remote access to the site so that recovery personnel can perform restoration activities. The ISCP specifies the sequence of recovery activities to be performed, including indicating whether other systems, technical infrastructure, and communications capabilities must also be recovered in order to restore the information system. The ISCP should reflect the recovery criticality and relative priority of the system so recovery team personnel understand which systems or components must be recovered first [53]. The ISCP should describe recovery activities in sufficient detail to ensure that contingency personnel can validate that all necessary steps are taken, in the appropriate order, and that all needed materials and technical components are transferred to the recovery site, already in place, or procured. The sequence of recovery activities and the description of individual recovery procedures may be supplemented by more detailed guidance that provides explicit step-by-step instructions for recovery tasks such as installing and configuring software components, restoring data from backup media, and testing recovered systems to validate proper operation before putting them into production. Detailed instructions for such recovery procedures are typically included as appendices to the ISCP.
While recovery activities tend to be similar across systems, the specific procedures required to fully restore a particular information system depend on a variety of system-specific factors and technical considerations. System owners using ISCP templates such as the ones NIST provides need to confirm which of the typical recovery procedures apply to their information systems, and augment general recovery activity information with system-specific procedures, including specifying which recovery team members have responsibility for each procedure. Common recovery activities include: [54]
• Obtaining authorization to access damaged facilities or areas.
• Notifying internal and external business partners associated with the system.
• Obtaining and securing access to necessary recovery facilities and materials.
• Obtaining and installing necessary hardware components.
• Obtaining and loading backup media.
• Restoring critical operating system and application software.
• Restoring system data to a known state.
• Testing system functionality, including security controls.
• Establishing network connectivity and necessary system interconnections.
• Confirming successful operation of alternate equipment.
Agencies typically want disrupted system operations restored as expediently as possible, subject to recovery criticality requirements, recovery time objectives, system priority levels, and situational constraints. The ISCP includes escalation and notification procedures to be followed in circumstances where recovery activities do not proceed as planned. These procedures should define performance thresholds, time delays, or other issues that trigger escalation, and identify points of contact to whom escalation requests should be directed. In many cases, recovery escalation entails actions above and beyond the procedures specified in the ISCP that require additional personnel, funding, or other resources. Depending on the circumstances, the criticality of the system, and applicable agency policy, recovery teams may need to request and receive approval before committing additional resources or taking additional recovery action. The escalation and notification procedures in the ISCP should clearly explain the authority given to the recovery team to make decisions and take actions it deems necessary, and indicate when agency approval is required before taking such actions.
Reconstitution
System reconstitution is the process of resuming normal system operation and completing contingency plan activities. Depending on the nature of the outage to the system, “normal” system operations may involve putting the information system back into production at the original primary processing site, or establishing a new permanent primary processing site if the original site was damaged beyond the point of restoration [55]. Reconstitution phase activities emphasize testing and validation of system functionality and, once the system successfully passes those steps, closing out contingency operations including stand-down of temporary recovery facilities and infrastructure, documenting completed contingency activities, and restoring contingency planning resources and capabilities to their pre-activation state of readiness. Recovery validation activities conducted during the reconstitution phase typically include concurrent processing and validation testing procedures for both data and system functionality.
Concurrent processing means operating the information system at two separate locations—such as the alternate site and primary site—concurrently for a specified period of time or until there is sufficient confidence that the recovered system is operating as intended, allowing operation at the secondary location to be suspended. For systems whose impact level and mission criticality are sufficient to warrant high availability measures such as redundant processing, real-time failover, and hot-site alternate processing locations, concurrent processing may be continuous rather than temporary. None of the Special Publication 800-53 security control baselines requires concurrent processing, although there are optional control enhancements that, if implemented, provide redundant processing facilities and recovery and reconstitution capabilities that enable system recovery at alternate processing sites with little or no interruption in operations [56].
Validation data testing is the process of testing and validating recovered data to ensure that files, databases, or other data used by the information system are complete and current at least to the last available backup at the time the system outage occurred. Validation functionality testing focuses on system functionality, to ensure that the reconstituted system performs as intended and that the system is able to resume normal operations [55]. Information system owners, information owners, and other personnel responsible for normal business operations of the system and with detailed knowledge of its proper functions may need to participate in validation testing. Following successful completion of data and functional testing and validation, the system owner or other designated agency authority makes a formal recovery declaration, indicating the end of recovery efforts and the return of the system to normal business operations. The ISCP should describe the criteria for reaching a recovery declaration and the procedures and responsibility for providing notification of the recovery declaration to users and other applicable personnel.
With the information system restored to normal operations, the final activities in the reconstitution phase involve performing procedures necessary to return all contingency planning assets and personnel to their pre-activation readiness states and documenting contingency operations that have occurred. This includes the stand-down of the alternate processing site, re-provisioning of materials, supplies, or equipment used during recovery operations, return of any temporarily relocated assets, documentation, and other resources, and physical facility cleanup in accordance with ISCP procedures or agreements for alternate site usage. Even at the point of contingency plan deactivation, system and data backups represent an essential control to support future contingency needs. Backup media used in system recovery should be returned to its designated storage location, and a full backup of the reconstituted system should be performed at the next scheduled period or within an alternate timeframe specified in the ISCP. Events occurring and actions taken throughout the contingency phases should be documented, noting any problems or issues, responses to problems, and decisions, requests, and approvals made during contingency operations. Information about parts of the process that worked as intended or failed to meet expectations can offer practical feedback on the ISCP and serve as the basis for updates or improvements to the plan. At the conclusion of activities specified in the ISCP, the system owner or other agency authority formally deactivates the contingency plan and provides notification to contingency personnel and other business and technical points of contact designated in the plan.
Appendices and Supplemental Information
The core content in the ISCP describes the operational procedures to be performed in each phase of contingency plan execution. Successfully performing these activities depends on a great deal of system-specific and organization-specific information that is too detailed or too voluminous to be included in the procedural descriptions. The ISCP typically includes several appendices that provide supplemental information and link the contingency plan to other relevant sources of guidance and information that contingency team personnel may need to perform their duties. Information included in appendices to the ISCP may include: [57]
• Contact information for contingency planning team personnel.
• Contact information for vendors, including those providing offsite storage and alternate processing sites, where applicable.
• Detailed recovery procedures.
• Alternate processing procedures.
• Validation testing plans, procedures, and checklists.
• Hardware, software, and equipment inventory and system requirements.
• System architecture and input/output diagrams.
• System interconnections;
• Alternate storage, site, and telecommunications information;
• Service level agreements, reciprocal agreements, or other contract terms with other organizations.
• ISCP testing and maintenance schedule and procedures.
• References to associated plans and procedures or other documentation.
• Business impact analysis results;
• Record of changes or version history for the ISCP.
The set of supplemental information included with the ISCP may differ for systems at different impact levels, due to system-specific requirements or considerations or applicable agency policies or standards.
Operational Requirements for Contingency Planning
With the structure and content expectations for contingency planning processes and the ISCP in mind, system owners need to determine appropriate and effective contingency planning requirements for their information systems. In addition to the system’s security categorization level, recovery criticality, and role in supporting primary mission essential functions, several source of technical drivers and considerations influence contingency planning details. These contingency planning factors also influence system development life cycle activities including design and implementation decisions about the information system, the environment in which it is deployed, and interconnections established to other systems inside and outside the agency.
System Development and Engineering
Agencies have many sources of guidance on system development life cycle methodologies and associated processes and standards, many of which explicitly address contingency planning in the context of secure system engineering or security requirements associated with life cycle processes, inputs, and outputs. Special Publication 800-64 addresses security considerations across SDLC phases commonly found in most methodologies: initiation, development or acquisition, implementation and assessment, operations and maintenance, and disposal [33]. This guidance identifies elements of SDLC activities that influence contingency planning, disaster recovery, continuity of operations, and related functions, as well as the contribution contingency planning processes and artifacts such as the business impact analysis make to the SDLC. NIST also offers a set of engineering principles for securing information technology systems [58], building on previously published security principles and practices directed at organization-level security programs [59]. These SDLC-centric perspectives emphasize the importance of contingency planning to support agency continuity of operations and integrate planning activities and expectations into broader information technology processes and activities. Contingency planning represents one of the 33 engineering principles for IT security enumerated in Special Publication 800-27: “Develop and exercise contingency or disaster recovery procedures to ensure appropriate availability” [60]. The description of this principle notes the supporting role contingency planning serves in initiation, development, and implementation phases, and considers contingency planning key to successful execution of operations and maintenance. Special Publication 800-34 incorporates relevant security principles addressing systems engineering and development, but the perspectives and recommendations in other guidance may be useful to system owners driven by agency or government SDLC methodologies.
System Interconnections
When agencies establish interconnections between their information systems and other systems, they introduce dependencies in one or both directions that are likely to be affected by outages to either interconnected system. Guidance to federal agencies on planning, establishing, and maintaining system interconnections recommends coordination of contingency planning activities between the individuals and organizations responsible for each system [61]. Contingency plans for systems with established interconnections should describe the nature and purpose of each interconnection and include procedures for restoring, recovering, or replacing system interconnections in the event that the connected system becomes unavailable. The ISCP should address interconnected system owners or other personnel within the plan’s notification procedures and specify any roles and responsibilities assigned to personnel in either organization to support contingency operations. System interconnections should be reflected with all other system components in analysis and decisions about preventive controls, alternate processing capabilities, recovery requirements, and redundant operations. Contingency plan training, testing, and exercises should also be coordinated between teams supporting interconnected systems [62].
Technical Contingency Planning Considerations
Agencies use technical solutions to implement the contingency planning strategies, controls, and procedures documented in the ISCP. Many factors influence the choice of appropriate contingency solutions, including the type of information system and its operational environment as well as its security categorization, recovery criticality, and security requirements. Special Publication 800-34 addresses common considerations applicable to all systems as well as platform-specific considerations for client/server systems, telecommunications systems, and mainframe systems. In light of the federal “cloud first” policy issued in late 2010 requiring agencies to adopt cloud computing platforms for their IT solutions whenever feasible [63], system owners should also incorporate contingency planning considerations for cloud computing platforms. Common considerations for all information systems include use of the business impact analysis to help determine effective technical solutions; maintenance of system data and software security and integrity by performing regular backups and protecting backup media; protection of system resources through the implementation of physical and environmental controls; adherence to required contingency planning controls and control enhancements; identification and selection of alternate storage and processing facilities; and use of redundancy and failover processes to enable high availability [64]. System owners applying the same set of common considerations will still select different contingency planning solutions for their information systems, reflecting each system’s unique set of mission and business needs and functional, technical, and security requirements. By ensuring, however, that contingency planning for all systems addresses the same set of considerations and decision criteria, agencies can improve the consistency of technical solution selection processes and facilitate the selection of the right solutions for each system.
Client/Server Systems
Client/server systems often store data and perform processing on both the server and the client, meaning contingency planning for this type of system needs to address potential disruptions to the server, clients, and the connectivity between clients and server components of the system. Contingency strategies for client/server systems that system owners should consider include: [65]
• Using results of the business impact analysis to determine contingency requirements for mitigating possible impacts.
• Storing backups for all data and both client and server software components offsite or at an alternate site.
• Standardizing hardware, software, and peripherals to facilitate recovery of multiple clients following and outage.
• Documenting system configuration information and vendor contact information for hardware, software, and other system components to assist in system recovery or procurement of replacement components.
• Aligning contingency solutions with security policies and system security controls, including coordinating security provisions between primary and alternate sites.
• Minimizing the amount of data stored on client computers such as user workstations by recommending or requiring data storage on the server or centralized storage technologies.
• Automating system and data backups for server and client computers and configuring computers in a manner that facilitates centralized backup, such as by ensuring that computers remain powered up overnight or during scheduled backup windows.
• Coordinating contingency solutions with cyber incident response procedures to limit the impact to the system from security incidents and ensure that no compromise of data confidentiality or integrity occurs during contingent operations.
Key decision points for selecting client/server contingency solutions include the choice of backup procedures, media, and hardware and software and of encryption technologies and cryptographic modules to provide sufficiently strong protection for removable media as well as data stored on client and server computers.
Telecommunications Systems
Telecommunications systems include wired and wireless local and wide area networks and hardware and software providing the capabilities for systems to communicate with each other or with users. The set of telecommunications systems supporting most federal government agencies includes network infrastructure and other technical solution components owned by commercial telecommunications service providers and managed on behalf of the government. Dependencies on telecommunications systems vendors raise special contingency planning issues for system owners that the ISCP should address, such as whether the same or a separate vendor will be responsible for providing alternate telecommunications services if the primary service becomes unavailable. Contingency planning strategies for telecommunications systems include: [66]
• Using results of the business impact analysis to determine contingency requirements for maintaining or restoring telecommunications services.
• Documenting telecommunications infrastructure and services with physical and logical network or architectural diagrams.
• Documenting system configuration information, names and contact information of telecommunications providers, and service level agreements for contingency operations.
• Aligning contingency solutions to network security policies and security controls to provide adequate safeguards against network outages or other disruptions.
Contingency planning for telecommunications systems should seek to avoid single points of failure by implementing redundant communication linkages, network devices, and even service providers. In addition to network and provider redundancy, capabilities provided by telecommunications systems for normal operations may provide contingency solutions when primary processing sites or supporting infrastructure components are unavailable. Such capabilities include remote access services for system administrators and other authorized personnel and wireless networking technology as an alternative or backup communication mechanism during a disruption affecting the LAN or other wired network components.
Mainframe Systems
Mainframe systems perform processing and data storage operations in a single centralized location. In contrast to client/server systems, client workstations accessing mainframe systems often have little or no processing capabilities of their own, putting the emphasis for contingency planning almost entirely on the mainframe itself as the primary component of the system. Even where conventional workstations offer access to mainframes, the system’s processing all takes place on the mainframe platform. Mainframe systems tend to be larger and more expensive than other types of servers, limiting the number of alternative processing sites that may be able to accommodate a mainframe system recovery. Contingency planning strategies for mainframe systems include: [67]
• Using results from the business impact analysis to assess the criticality of the mainframe system and the mission functions and business processes it supports, particularly where redundant processing capabilities are recommended.
• Storing backup media offsite, such as at alternate storage or processing site.
• Documenting system configurations and vendors already under contingency agreement or otherwise able to provide essential hardware and software necessary to recovery the mainframe system.
• Aligning contingency planning controls with organizational security policy and mainframe system security requirements, potentially including duplication of system interfaces and telecommunications infrastructure.
Contingency solutions for mainframe systems emphasize redundant data storage and processing capabilities where feasible. Mainframe systems rely on centralized technical architecture and purpose-specific configuration, increasing the difficulty of system restoration from newly provisioned hardware and software. One possible mainframe contingency solution is to establish a replacement system at a warm or hot alternate processing site capable of providing primary system failover. The significant acquisition and maintenance costs associated with mainframes may constrain the ability of a single agency to provide redundant system capabilities, although some IT management and outsourcing vendors do offer mainframe processing, support, and recovery services.
Cloud Computing
Cloud computing provides organizations access to infrastructure, platform, and application services running in centralized or distributed environments that allow system owners to use operating capacity, processing, and data storage offered by the cloud provider, at a cost determined by the amount of resources the system actually uses or requires. Because cloud services are often managed outside an agency’s own IT infrastructure, contingency planning for cloud computing relies on the capabilities, procedures, and solutions offered by the cloud provider and on outside personnel to perform contingency operations and activities. Service level agreements established with cloud computing providers typically specify availability targets and other performance measures, but the potential for outages affecting cloud computing services certainly exists. Agencies and their system owners need to assess the service resilience and contingency capabilities of their service providers and determine whether those capabilities are sufficient to meet contingency requirements for the information system. Considerations relevant to cloud computing services include the anticipated frequency and duration of outages and expected recovery times and the alternate processing capabilities or other contingency solutions are available to cloud computing subscribers in the event of prolonged outages [68]. Current guidelines on security for public cloud computing suggest that agencies cannot rely solely on cloud providers to ensure availability levels sufficient to support mission essential functions. Where cloud computing is used, the ISCP should define contingency strategies for prolonged and permanent system disruptions that support continuity of operations objectives, including the possibility of restoring essential functions at an alternate external location or using internal infrastructure or contingency resources [69].
Relevant Source Material
Several NIST Special Publications, OMB requirements, and other federal directives provide guidance, recommendations, and instructions relevant to contingency planning for federal information systems. Applicable sources of information include:
• Special Publication 800-34 Revision 1, Contingency Planning Guide for Federal Information Systems [1].
• Special Publication 800-53 Revision 3, Recommended Security Controls for Federal Information Systems and Organizations [2].
• Special Publication 800-84, Guide to Test, Training, and Exercise Programs for IT Plans and Capabilities [44].
• Special Publication 800-47, Security Guide for Interconnecting Information Technology Systems [61].
• Special Publication 800-64, Revision 2, Security Considerations in the System Development Life Cycle [33].
These and other NIST Special Publications are available from the NIST Computer Security Division website, at http://csrc.nist.gov/publications/PubsSPs.html.
Federal agency requirements for contingency planning in support of continuity of operations (COOP) efforts are contained in source material including:
• Homeland Security Presidential Directive 20 (HSPD-20): National Continuity Policy [18].
• Federal Continuity Directive 1 (FCD 1): Federal Executive Branch National Continuity Program and Requirements [20].
• Federal Continuity Directive 2 (FCD 2): Federal Executive Branch Mission Essential Function and Primary Mission Essential Function Identification and Submission Process [70].
• The Homeland Security Council’s National Continuity Policy Implementation Plan [19].
Summary
Contingency planning is a core activity in the effective implementation and operation of federal information systems, and the information system contingency plan is an essential artifact in the system authorization package. This chapter described the core principles of contingency planning and related concepts falling under continuity of operations in government agencies, particularly including the close relationship between business continuity, disaster recovery, and incident response and system-level considerations for developing contingency plans. This chapter emphasized the process of developing the information system contingency plan and explained its role in the broader contingency planning process. It addresses key factors system owners need to consider to determine the appropriate contingent operational requirements for their systems, and the corresponding implication for the contingency planning family of security controls selected for implementation.
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Chapter 16
Privacy
Information in this chapter:
• Privacy Requirements for Federal Agencies under FISMA and the E-Government Act
• Federal Agency Requirements Under the Privacy Act
• Privacy Impact Assessments
• Protecting Personally Identifiable Information (PII)
• Other Legal and Regulatory Sources of Privacy Requirements
Information systems store and process many types of data. In many systems, some of that data includes personal details about individuals, the collection, use, and disclosure of which is protected by a variety of laws and regulations. In government contexts the official term for this sort of data is personally identifiable information [1], and most of the legal and regulatory requirements currently in effect are intended to protect the privacy of or otherwise safeguard personally identifiable information (PII). Such information includes names, social security numbers or other unique identification numbers, contact information, demographics, photographs, biometric data, or other descriptive characteristics that can be linked to or used to identify an individual. The field of information privacy focuses on how personal information is handled, including the implementation of appropriate safeguards against misuse, loss, theft, or unauthorized disclosure of that information. Information security and information privacy are closely interrelated, and often mentioned together, but they are quite distinct subjects. Information security controls are needed to safeguard data in a way that protects and maintains privacy, but effective security controls do not necessarily result in effective privacy protections. In the context of federal agency operations, a different emphasis is placed on information privacy than on information security. Security is about managing risk. Intrusions upon or violations of privacy are one source of risk, with impacts that range from negative publicity, to civil or criminal penalties, to actual harm caused to individuals whose privacy is compromised, to an erosion of trust between government agencies and the citizens they serve. Security controls implemented to protect privacy should be selected in a risk-based manner just as any other controls. Privacy protection in federal agencies focuses more on complying with legal and regulatory requirements and securing personal information against misuse or unauthorized disclosure and less about managing the risk of compromising the privacy information of individuals.
The Federal Information Security Management Act (FISMA) is primarily focused on information security, not on privacy, and FISMA does not impose privacy requirements on federal agencies [2]. There were, however, privacy protection requirements stipulated in the E-Government Act of 2002 [3] (of which FISMA was enacted as Title III) that are commonly addressed together with the information security requirements under FISMA, especially when it comes to FISMA reporting to the Office of Management and Budget (OMB) by federal agencies [4]. Federal agencies are also subject to the provisions of the Privacy Act of 1974 [5], which constrains the way in which agencies collect, manage, and disclose information about individuals, and to numerous other legal requirements and regulatory guidance on privacy. This chapter summarizes the privacy requirements with which agencies must comply, and describes specific practices that must be followed when implementing privacy protections for information contained in federal information systems. It also explains the relationship between information privacy and information security, highlighting dependencies and identifying activities within the Risk Management Framework where privacy concerns are particularly relevant.
Privacy Requirements for Federal Agencies Under FISMA and the E-Government Act
In the four years prior to the passage of the E-Government Act of 2002, federal government attention to privacy focused on agency web sites, which were increasingly used for both information dissemination and information collection. The E-Government Act served to codify rules issued as executive memoranda to federal agencies that emphasized compliance with various provisions in the Privacy Act, giving particular attention to reviewing agency systems of records [6], and established requirements for creating and posting privacy policies on federal web sites [7].
At the executive level, responsibility for information privacy protections in federal government agencies rests with chief information officers [8], and with designated senior agency officials for privacy [9] (in some agencies the CIO also serves as the senior agency official for privacy). OMB first directed agencies to designate a senior official for privacy policy in 1999 [6], and beginning in 2005 annual FISMA reporting requirements were expanded to include a section with a set of questions to be answered by the senior agency official for privacy [9]. These questions cover a variety of privacy practices and activities that agencies are obligated to conduct, making annual FISMA reporting on privacy a sort of consolidated overview of agency compliance with requirements that aren’t actually specified in FISMA. For practical purposes, privacy reporting under FISMA comprises the privacy provisions contained in Section 208 of the E-Government Act of 2002 [3] and the privacy practices addressed in instructions to agencies for annual FISMA reporting [10]. This section addresses those privacy provisions and required activities.
Note
By adding privacy reporting requirements to information security program reporting, OMB placed some agency privacy practices under the same governance and oversight structure used for FISMA. This created an association between FISMA and privacy that is not found in the text of the legislation, but that in practice makes a great deal of sense in most agencies, given the close relationship between privacy and security practices and their shared executive authority. The majority of the annual FISMA reporting requirements about privacy [10] come not from FISMA but from the E-Government Act, the Privacy Act, or guidance issued to agencies by OMB in the form of circulars or memoranda.
Privacy Provisions in the E-Government Act of 2002
Section 208 of the E-Government Act stipulates two key privacy provisions for federal executive agencies: the requirement for agencies to conduct privacy impact assessments (PIAs) “before developing or procuring information technology that collects, maintains, or disseminates information that is in an identifiable form” [11], and to implement privacy protections on federal agency web sites [12]. More specifically, agencies must identify systems that contain personally identifiable information, perform privacy impact assessments on those systems, and, depending on the results of those assessments, publish information describing the systems, the types of personally identifiable information they hold, and the specific purposes for which the agency collects and intends to use the information [13]. Agencies are also required to make their privacy impact assessments publicly available, whether or not the assessment results for a given system obligate the agency to provide additional public notice about the system [13]. Separate from performing privacy impact assessments, agencies are required to post privacy policies on all websites used by the public, with policy details published in both human-readable and machine-readable formats [13].
Tip
Federal agencies are required both to make their privacy impact assessments publicly available, and to report to OMB the uniform resource locator (URL) of the web page where links to PIAs are listed [10]. Many agencies also include prominent links to privacy information on other parts of their web sites, so locating PIA documents is often a straightforward process. The privacy impact assessment URLs for the 15 cabinet-level agencies are listed here:
• Department of Agriculture: http://www.usda.gov/wps/portal/usda/usdahome?navid=PRIVACY_POLICY_ES.
• Department of Commerce: http://ocio.os.doc.gov/ITPolicyandPrograms/IT_Privacy/dev01_003746.
• Department of Defense: http://dodcio.defense.gov/Home/Issuances/DoDCIOPrivacyImpactAssessmentsPIAs.aspx.
• Department of Education: http://www2.ed.gov/notices/pia/index.html.
• Department of Energy: http://energy.gov/cio/office-chief-information-officer/services/guidance/privacy/impact-assessments.
• Department of Health and Human Services: http://www.hhs.gov/pia/.
• Department of Homeland Security: http://www.dhs.gov/files/publications/editorial_0511.shtm.
• Department of Housing and Urban Development: http://www.hud.gov/offices/cio/privacy/pia/pia.cfm.
• Department of the Interior: http://www.doi.gov/ocio/privacy/pia.htm.
• Department of Justice: http://www.justice.gov/opcl/pia.htm.
• Department of Labor: http://www.dol.gov/cio/programs/pia/mainpia.htm.
• Department of State: http://www.state.gov/m/a/ips/c24223.htm.
• Department of Transportation: http://www.dot.gov/pia.html.
• Department of the Treasury: http://www.treasury.gov/SitePolicies/Pages/pia.aspx.
• Department of Veterans Affairs: http://www.privacy.va.gov/Privacy_Impact_Assessment.asp.
The procedures for conducting privacy impact assessments are described in detail later in this chapter. Before focusing on the PIA process system owners—working in collaboration with information owners, information security officers, and privacy officers—must first determine whether an assessment is needed. The process for making this determination is illustrated in Figure 16.1. The primary determining factor is the nature of the data collected or used by the system—§208 of the E-Government Act requires a PIA if that data includes “information in identifiable form,” which the Act defines as “any representation of information that permits the identity of an individual to whom the information applies to be reasonably inferred by either direct or indirect means” [14]. The term “information in identifiable form” has been superseded by “personally identifiable information,” which as defined by OMB “refers to information which can be used to distinguish or trace an individual’s identity, such as their name, social security number, biometric records, etc. alone, or when combined with other personal or identifying information which is linked or linkable to a specific individual” [1]. Significantly, these definitions obligate agencies to evaluate the data contained in their information systems not only for the presence of obviously personal details such as unique identifiers, but also for combinations of data elements or potential usage patterns that would enable the identification of individuals through inference. Due to the difficulty in performing this sort of data analysis on many modern systems, some agencies may choose to require privacy impact assessments for all systems, unless system owners can credibly assert that no identification of individuals is possible based on the data in the system. Although the provisions of the E-Government Act apply to all US citizens and legally resident aliens, federal agencies are not required to perform privacy impact assessments for systems containing personally identifiable information if that PII is only about government employees or contractors [13,15].
Figure 16.1 Complying with privacy impact assessment requirements involves first making a determination whether a PIA is required and, if so, conducting the assessment and publishing the results and associated notices [13]
Privacy Protections on Agency Web Sites
The second general requirement for federal agencies under §208 of the E-Government Act is to develop and publish privacy notices—formally termed “privacy policies”—on agency web sites used by the public [12]. These policies are intended to explain the data collection and information handling practices of the agency, particularly with respect to information covered by the Privacy Act. Agencies are also required to refer to their notices of information handling practices as “privacy policies” and to label them clearly and make them easy to find for visitors to agency web sites [7]. The visible result on many federal agency web sites is a “Privacy Policy” link accessible from the home page and most, if not all, web pages on the site. Minimum contents of agency privacy policies are specified in §208 of the E-Government Act, derived from provisions in the Privacy Act, and include the following elements [16]:
i. what information is to be collected;
ii. why the information is being collected;
iii. the intended use of the agency of the information;
iv. with whom the information will be shared;
v. what notice or opportunities for consent would be provided to individuals regarding what information is collected and how that information is shared;
vi. how the information will be secured; and
vii. the rights of the individual under the Privacy Act, and other laws relevant to the protection of the privacy of an individual.
These required elements were updated in 2010 to reflect the increasing use by federal agencies of third-party web sites and applications, the privacy practices of which typically fall outside the control of the agencies that use them. In addition to providing links to the privacy policies of third parties, agencies were instructed to update their privacy policies to explain their use of third-party sites and applications, including addressing the following items [17]:
i. the specific purpose of the agency’s use of the third-party websites or applications;
ii. how the agency will use PII that becomes available through the use of the third-party websites or applications;
iii. who at the agency will have access to PII;
iv. with whom PII will be shared outside the agency;
v. whether and how the agency will maintain PII, and for how long;
vi. how the agency will secure PII that it uses or maintains; and
vii. what other privacy risks exist and how the agency will mitigate those risks.
Guidance to federal agencies on privacy policies offered by OMB after the passage of the E-Government Act [13] referenced a set of instructions issued four years earlier that included sample language for agencies to use when developing their privacy policies [18]. The use of consistent structure and contents for agency privacy policies not only helps members of the public to locate and understand policy information that may be important to them, but also facilitates the representation of privacy policies in machine-readable formats. Although the law does not stipulate a particular format to use, agencies must publish a machine-readable version of their privacy policies. Guidance to agencies on reporting about machine-readability of privacy policies cites as an example the Platform for Privacy Preferences Project (P3P) developed by the World Wide Web consortium [19] and supported by Microsoft’s Internet Explorer, Mozilla’s Firefox, and other web browsers. In contrast to privacy impact assessments and system authorization activities required for agency information systems, the rules on privacy policies apply to agencies overall. This means that individual system owners ordinarily do not create privacy policies, but for systems with public-facing interfaces, system owners should be aware of the contents of their agency’s privacy policies and ensure that their systems conform to the data handling practices declared in those policies.
Reporting on Privacy Practices
In the guidance to agencies on implementing the E-Government Act requirements on privacy impact assessments and federal web site privacy policies, OMB established annual reporting on agency compliance with these privacy provisions [13]. The reporting rules apply to “all agencies that use information technology systems and conduct electronic information collection activities” and required the following information to be submitted [13]:
• A listing of information technology systems for which PIAs were conducted, with information about when and how each PIA was made publicly available.
• Whether the agency uses persistent tracking technology such as cookies, which were banned for federal web sites beginning in 2000 [20] until a change of administration policy in 2010 [21]. Agencies no longer need to provide detailed justifications for the use of such tracking technology, but they are required to give clear notice of any use and give members of the public the opportunity to opt out of any collection of information using web measurement and customization technologies [21].
• Progress towards and achievement of agency goals for machine-readability of privacy policies, including compatibility with relevant privacy protection technology.
• Contact information for the designated individual or individuals serving as the agency’s primary point of contact for web site and related information technology matters, and the senior agency official for privacy or other individual with responsibility for agency privacy policies.
Annual compliance reporting for the privacy provisions in the E-Government Act was combined with FISMA reporting requirements beginning in 2005 [9], and senior agency officials for privacy are currently instructed to submit documentation on agency privacy practices via OMB’s CyberScope electronic reporting tool as part of updated FISMA reporting instructions [22].
Privacy and Minimum Security Controls
The minimum security control baselines defined in Special Publication 800-53 require some controls related to privacy, such as need to perform a privacy impact assessment (PL-5) and various control enhancements specifying the use of encryption to safeguard confidentiality of data in transit (SC-9) or at rest (SC-28) [23]. With the release of the draft of Special Publication Revision 4, NIST added a separate set of 26 privacy controls arranged into eight control families [24]:
• Authority and Purpose (AP):
• AP-1 Authority to Collect.
• AP-2 Purpose Specification.
• Accountability, Audit, and Risk Management (AR):
• AR-1 Governance and Privacy Program.
• AR-2 Privacy Impact and Risk Assessment.
• AR-3 Privacy Requirements for Contractors and Service Providers.
• AR-4 Privacy Monitoring and Auditing.
• AR-5 Privacy Awareness and Training.
• AR-6 Privacy Reporting.
• AR-7 Privacy-Enhanced System Design and Development.
• AR-8 Accounting of Disclosures.
• Data Quality and Integrity (DI):
• DI-1 Data Quality.
• DI-2 Data Integrity and Data Integrity Board.
• Data Minimization and Retention (DM):
• DM-1 Minimization of Personally Identifiable Information.
• DM-2 Data Retention and Disposal.
• DM-3 Minimization of PII Used in Testing, Training, and Research.
• Individual Participation and Redress (IP):
• IP-1 Consent.
• IP-2 Individual Access.
• IP-3 Redress.
• IP-4 Complaint Management.
• Security (SE):
• SE-1 Inventory of Personally Identifiable Information.
• SE-2 Privacy Incident Response.
• Transparency (TR):
• TR-1 Privacy Notice.
• TR-2 System of Records, Notices and Privacy Act Statements.
• TR-3 Dissemination of Privacy Program Information.
• Use Limitation (UL):
• UL-1 Internal Use.
• UL-2 Information Sharing with Third Parties.
NIST included the proposed privacy control catalog as an appendix, rather than integrating the privacy controls into the main security control catalog, but the addition of the privacy controls reflects a continued government focus on improving privacy protections for data in federal information systems and suggests tighter integration between privacy and security practices in future guidance.
Privacy in FISMA Reporting
Since 2005, when annual FISMA reporting requirements were amended to include questions to be answered by senior agency officials for privacy, agencies have been obligated to report the same core information about privacy, but additional requirements have been added by OMB in response to new technological developments with potential privacy impacts, to the emergence of new or increased threats to privacy, and to high-profile security incidents that threatened to compromise the privacy of personal information held by federal government agencies. In particular, increased attention given by the government to issues such as identity theft and breaches of personally identifiable information resulted in new requirements for agency privacy practices [1] and corresponding requirements to report on those practices [22]. The categories of privacy information sought in annual FISMA reports and key details to be provided by senior agency officials for privacy are summarized in Table 16.1.
Table 16.1 FISMA Report Questions for Senior Agency Officials for Privacy [25,10]
In addition to the information listed in Table 16.1, beginning in 2008 OMB directed agencies to submit documentation about their practices and activities related to preventing and responding to breaches of personally identifiable information [25]. These additional reporting requirements include the following items, which senior agency officials for privacy are expected to submit via CyberScope [28]:
• Breach notification policy if it has changed significantly since last year’s report;
• Progress update on eliminating unnecessary use of Social Security Numbers; and
• Progress update on review and reduction of holdings of personally identifiable information.
FISMA Incident Reporting and Handling
The provisions in FISMA requiring agencies to detect, report, and respond to security incidents [29] do not explicitly mention privacy, but are nevertheless applicable to agency practices to protect the privacy of personally identifiable information. The text of the law requires agency information security programs to implement “procedures for detecting, reporting, and responding to security incidents” that include providing notification of incidents when they occur to the designated federal information security incident center, law enforcement authorities, and other agencies as appropriate [29]. OMB gave more explicit instructions to agencies in 2006 [30] that specified the name of the federal information security incident center to which incidents must be reported—the US Computer Emergency Readiness Team (US-CERT) [31], managed by the Department of Homeland Security—and revised reporting requirements in FISMA to require agencies to report all incidents involving personally identifiable information to US-CERT within one hour of discovering the incident” [30]. Subsequent guidance directed agencies to develop and implement policies for breach notification, to address considerations including whether breach notification is required; timeliness, source, and contents of any required notification; the means of providing notification; and to whom the notification is provided [1]. In addition to mandatory notification to US-CERT and other government authorities, agency breach notification policies detail the subjective aspects of disclosing incidents involving personally identifiable information, such as the determination of actual or potential harm to the individuals whose personal information is disclosed, and whether notifications to the public are appropriate [1]. Agencies also need to be aware of several additional data breach notification requirements that apply to specific types of data; these requirements are described later in this chapter in the section on Other Legal and Regulatory Sources of Privacy Requirements.
Federal Agency Requirements Under the Privacy Act
The seminal privacy legislation for federal agencies is the Privacy Act of 1974 [5], which focused on government records containing information about individuals (defined to be US citizens and legal resident aliens). Many provisions in FISMA and the E-Government Act reference the Privacy Act, and FISMA explicitly affirms the statutory authority of the Privacy Act for matters relating to the use and disclosure of personal information, including privacy protections [32]. The Privacy Act applies to all federal agencies, stipulating that “No agency shall disclose any record which is contained in a system of records by any means of communication to any person, or to another agency, except pursuant to a written request by, or with the prior written consent of, the individual to whom the record pertains, unless disclosure of the record” falls under one of 12 permitted types [5]. Perhaps the most important of these exceptions is for disclosure as part of “routine use,” which is use that falls within the purpose for which the data was originally collected [33]. The Privacy Act provides authoritative rules for information maintained by federal agencies on individuals, including the conditions of disclosure for that information, accounting of disclosures, providing individuals access to records about themselves, agency requirements for maintaining systems of records and publishing rules describing agency policies and procedures for maintaining systems, and civil and criminal penalties for violation of the terms in the law [33].
The Privacy Act’s provisions focus on federal agency handling of records and systems of records. A record is any information an agency maintains about an individual that also contains identifying information about the individual, such as a name, number, fingerprint, photograph, or other information or characteristic that can be used to uniquely identify the individual [34]. A system of records is a collection of records under the control of an agency that uses identifying attributes of the individual to retrieve information [35]. While personally identifiable information is subject to a variety of legal and regulatory requirements, many provisions of the Privacy Act apply only to information in systems of records. Thus, when evaluating the privacy requirements that apply to a particular information system, system owners and organizations need first to determine whether the system contains personally identifiable information, and whether that personally identifiable information is used in a way that satisfies the definition of a system of record under the Privacy Act. The legislation itself offers little guidance on identifying personally identifiable information, but agencies trying to make this determination can leverage guidance from OMB on implementing the privacy provisions of the E-Government Act [13] and from NIST on protecting personally identifiable information [36].
Fair Information Practices
The Privacy Act codifies a set of fair information practices originally issued by the US Department of Health, Education, and Welfare in 1973 [37]. These practices provide the basis for a variety of privacy principles and requirements found in other laws, including the ability for individuals to prevent the use of their personal information for purposes other than which it was originally collected. The original code of fair information practices articulated five core privacy principles [37]:
1. There must be no personal-data record-keeping systems whose very existence is secret.
2. There must be a way for an individual to find out what information about him is in a record and how it is used.
3. There must be a way for an individual to prevent information about him obtained for one purpose from being used or made available for other purposes without his consent.
4. There must be a way for an individual to correct or amend a record of identifiable information about him.
5. Any organization creating, maintaining, using, or disseminating records of identifiable personal data must assure the reliability of the data for their intended use and must take reasonable precautions to prevent misuse of the data.
These principles were incorporated by Congressional legislators and, during the process of drafting the Privacy Act, were expanded to eight and associated with descriptive labels [38], as shown in Table 16.2. The provisions of the Privacy Act are followed by some state government agencies and other non-federal government authorities, and in other cases privacy principles or guidelines that may be used by non-federal entities can be traced to the same fair information practices. For example, these practices provided the basis for the OECD Guidelines on the Protection of Privacy and Transborder Flows of Personal Data [39], which are used by some non-federal government agencies and many public and private sector organizations, especially outside the US.
Table 16.2 Principles Reflected in the Provisions of the Privacy Act of 1974 [38]
Name | Principle |
Openness | There shall be no personal-data record-keeping system whose very existence is secret and there shall be a policy of openness about an organization’s personal-data record-keeping policies, practices, and systems. |
Individual Access | An individual about whom information is maintained by a record-keeping organization in individually identifiable form shall have a right to see and copy that information. |
Individual Participation | An individual about whom information is maintained by a record-keeping organization shall have a right to correct or amend the substance of that information. |
Collection Limitation | There shall be limits on the types of information an organization may collect about an individual, as well as certain requirements with respect to the manner in which it collects such information. |
Use Limitation | There shall be limits on the internal uses of information about an individual within a record-keeping organization. |
Disclosure Limitation | There shall be limits on the external disclosures of information about an individual a record-keeping organization may make. |
Information Management | A record-keeping organization shall bear an affirmative responsibility for establishing reasonable and proper information management policies and practices which assure that its collection, maintenance, use, and dissemination of information about an individual is necessary and lawful and the information itself is current and accurate. |
Accountability | A record-keeping organization shall be accountable for its personal-data record-keeping policies, practices, and systems. |
The principles in Table 16.2 are reflected, separately or in combination, in key provisions of the Privacy Act. Several of these principles—particularly including information management and accountability—have a direct impact on information system security, in the form of requirements to implement appropriate safeguards (i.e. security controls) to secure the confidentiality, integrity, and availability of information contained in systems of records [40]. Most of the privacy provisions in the Privacy Act influence security at least indirectly, as systems of records should be designed with functional and technical characteristics (and selected security controls) that facilitate compliance with Privacy Act requirements.
Restrictions on Collection, Use, and Disclosure
The Privacy Act established requirements—applicable to all executive-branch federal government agencies—that constrain the ways in which agencies collect personal information from citizens, use that information once collected, and disclose that information to anyone outside the agency that maintains the information, including to the individuals themselves [40]. These constraints center on why the agency collecting the information wants it, as the Privacy Act requires agencies to first explain the purpose or purposes for which the information will be used, and also to limit the amount of personal information collected to the minimum necessary to accomplish the intended purpose [41].
The Privacy Act begins with a broad prohibition on disclosure of personal information contained in agency systems of records, unless the individual to whom the information pertains has requested the disclosure, or has given written consent allowing the disclosure. There are, however, 12 enumerated exceptions to the restriction on disclosure, any one of which permits an agency to disclose information in records without consent. Disclosure is allowed [42]:
1. To employees of the agency maintaining the information, if the information is needed to perform their duties;
2. If it is required under other regulations governing public information, agency rules, opinions, orders, records, and proceedings [43]:
3. For routine use of the information for its intended purpose;
4. To the Census Bureau in support of planning or conducting a census or related activity;
5. For research or reporting, if the information is in a form that is not individually identifiable;
6. To the National Archives and Records Administration if the value of the record warrants its preservation;
7. To another agency or government entity for use in civil or criminal law enforcement;
8. If circumstances exist where the health or safety of an individual is at risk (notification of disclosure after the fact is still required);
9. To either house of Congress or any committee or subcommittee with jurisdiction over the information;
10. To the Comptroller General or other authorized personnel representing the General Accountability Office;
11. Pursuant to a valid court order; or
12. To a consumer reporting agency where the information in the record establishes that a person is responsible for a claim of the government [44].
Information owners and system owners should evaluate information systems not only to determine if the systems contain PII, but also to understand the purposes for which that information is being or will be used. Developing a clear understanding of the anticipated information usage patterns for a system will help clarify the need to prevent inappropriate disclosures of personal information, and to choose relevant security controls, including providing awareness and training for users accessing the system and operational procedures to maintain compliance with provisions in the Privacy Act.
Accounting of Disclosures
Agencies are also required under the Privacy Act to maintain a record of the disclosures it makes, and to maintain this record (called an “accounting of disclosures”) for at least five years after it discloses the information. So for each instance in which personal information is disclosed—even for cases where individual consent has been obtained in advance—an agency needs to capture the date of disclosure, the type of disclosure, the reason for making the disclosure, and the name and address of the recipient of the disclosed information [45]. This requirement applies generally to personal information in agency records of all types, but accounting of disclosure requirements are often associated with health care, since HIPAA-covered entities and business associates are required to maintain accountings of disclosures of protected health information under provisions of the HIPAA Privacy Rule [46], which was to be revised by the Health Information Technology for Economic and Clinical Health (HITECH) Act to require more types of disclosure to be included [47]. The ability to produce accountings of disclosures aligns functionally with audit and accountability security controls used for federal information systems [23].
Access, Review, and Correction of Records by Individuals
System owners responsible for information systems containing personally identifiable information are obligated under the Privacy Act to provide access to the individuals whose information is in the records. This access includes a right for individuals to review the information stored about them by an agency, and to receive a copy of the record upon request [48]. Agencies also must allow individuals to request correction or amendment of inaccurate, incomplete, or out of date information in records about them. When such requests are received, agencies must either make the changes as requested or, if the request is refused, provide a reason for refusing and explain the process by which the individual may appeal the refusal and add a note to the record stating why the individual disagrees with the agency’s position [48].
Openness, Notice, and Transparency
One of the goals of the Privacy Act was to ensure that the government does not engage in secret information gathering about members of the public, but instead makes public its intention to collect personal information and to store and maintain that information in a system of records. This goal embodies the fair information principle of openness [38], and is satisfied by a requirement in the Privacy Act that agencies publish a notice declaring the existence and characteristics of any systems of records it maintains or plans to implement [49]. Since information systems containing personal information about individuals are termed systems of records within the Privacy Act, the public notification is known as a system of records notice (SORN) [13]. These notices must be published in the Federal Register—the official daily publication of rules, notices, and federal agency and executive actions produced by the Office of the Federal Register under the authority of the National Archives and Records Administration (NARA)—both when a system of records is first deployed and upon any subsequent changes to the details about the system described in the SORN. The creation and publication of system of record notices for systems that require them is not explicitly addressed in the Risk Management Framework, but agencies are required as part of FISMA reporting to provide the number of systems for which a SORN is needed and the number of notices that have actually been published [10].
Note
A quick search of notices published in the Federal Register yield many examples of systems of records notices, such as this summary disclosure provided by the Social Security Administration for its e-Authentication File:
“In accordance with the Privacy Act (5 U.S.C. 552a(e)(4) and (e)(11)), we are issuing public notice of our intent to establish a system of records, the Central Repository of Electronic Authentication Data Master File (hereinafter referred to as the e-Authentication File) and its applicable routine uses. The e-Authentication File will maintain personally identifiable information (PII) we collect and use to verify the identity of persons using our electronic services” [50].
Information Management
The Privacy Act requires agencies to safeguard personally identifiable information contained in systems of record against threats to confidentiality and integrity. The law refers generally to “appropriate administrative, technical, and physical safeguards” [40], all of which can be addressed using the reference set of security controls contained in Special Publication 800-53 [23]. With respect to the integrity of PII contained in agency systems of records, the language in the Privacy Act focuses on the correctness or validity of the information, which should be accurate, complete, current, and relevant to the purposes for which the information was collected and will be used [51]. It is important for system owners and information system security officers to identify and incorporate privacy protection requirements and objectives during the process of selecting appropriate security controls for the system, as agencies can be held accountable for failing to comply with the provisions of the Privacy Act due to insufficient or ineffective security controls to protect privacy [52].
Privacy Impact Assessments
While the Privacy Act includes numerous provisions intended to protect personal information held by government agencies about individuals, the law was enacted in 1974, and therefore was not written in a way that considered the pervasive use of computers and computer-based interaction between government and the public that occurs today. Recognizing the transformation in the nature of interactions between the government and citizens brought about by expanded use of computers, the Internet, and related technologies, with the E-Government Act of 2002 Congress saw the need to require agencies to protect privacy of personal information about citizens collected and used by electronic government services [26]. As noted previously in this chapter in the section “Privacy Requirements for Federal Agencies under FISMA and the E-Government Act,” the primary protective mechanism required of agencies is the privacy impact assessment (PIA). As defined by OMB, a privacy impact assessment is “an analysis of how information is handled: (i) to ensure handling conforms to applicable legal, regulatory, and policy requirements regarding privacy, (ii) to determine the risks and effects of collecting, maintaining and disseminating information in identifiable form in an electronic information system, and (iii) to examine and evaluate protections and alternative processes” [13]. This section describes the criteria with which agencies determine whether privacy impact assessments are necessary for their information systems, the process of performing assessments and publishing PIAs and related notices and documentation, and the content required to be included in that documentation. The authoritative guidance for privacy impact assessments is OMB Memorandum M-03-22, Guidance for Implementing the Privacy Provisions of the E-Government Act of 2002 [13].
Note
Both the Privacy Act and the privacy provisions of the E-Government Act obligate agencies to consider the privacy implications of information systems and data collection activities before they are implemented, but the privacy impact assessment is the only formal privacy requirement that applies to systems under development [53]. Privacy requirements addressed in this chapter other than the PIA apply to operational systems and aspects of agency information privacy and security programs, but are only a part of the system development lifecycle in the sense that organizations and system owners should plan to comply with relevant privacy requirements once their systems are authorized to operate and in production.
Applicability of Privacy Impact Assessments
Under §208 of the E-Government Act, agencies are required to conduct privacy impact assessments when they acquire or develop information technology systems that will collect, store, or distribute information in identifiable form about members of the public, or whenever they intend to collect information in identifiable form electronically from at least 10 people [54]. Both of these scenarios apply to new collections of information, but agencies are also required to perform PIAs when new privacy risks are identified due to any of a number of potential changes in an existing information system, including [13]:
• Converting paper-based records to electronic systems;
• Changing anonymous information into information in identifiable form;
• Adding new uses of an existing IT system, including application of new technologies, that significantly change how information in identifiable form is managed in the system;
• Merging, centralizing, or matching databases with information in identifiable form with other databases;
• Applying new user authentication technology to an electronic information system accessed by members of the public;
• Systematically incorporating commercial or public data sources of information in identifiable form into existing information systems;
• Adding new interagency uses or exchanges of information in identifiable form;
• Altering a business process that results in significant new uses or disclosures of information or incorporation into the system of additional items of information in identifiable form; or
• Altering the character of data in a way that adds new information in identifiable form, raising the risks to personal privacy.
The key determining factor driving the need to perform a PIA for a given system is whether system collects, maintains, retrieves, or disseminates information that can be used to identify an individual, directly or indirectly. Generally, if a system does not process personally identifiable information, then a PIA is not required. Agencies often include initial questions about PII in PIA templates or guidelines used by system owners [55–57], so that cases where a PIA is not required can be identified before expending unnecessary additional effort. The results of these questions are included in system description information such as that found in system security plans or in summary information screens displayed in FISMA reporting tools such as the Cyber Security Assessment & Management application (see Figure 16.2). It is common practice in the context of system certification and accreditation procedures to require formal documentation regarding PIAs for all systems—if a PIA is needed, then this documentation would be the PIA itself; if no PIA needs to be conducted, then a statement explaining the reason why no PIA is necessary would be provided instead.
Figure 16.2 As Illustrated in the 11 Questions Shown Here in the Cyber Security Assessment and Management Tool, Privacy Details are Among the General Descriptive Information Collected for FISMA systems [58]
Conducting Privacy Impact Assessments
Once a system owner determines that a PIA is required, the process of performing the assessment involves first describing the system and the personally identifiable information it will collect, use, or disseminate, and then analyzing the nature of the data, the way it will be used, threats to privacy faced by the system, and any measures put in place to secure PII in the system or otherwise protect the privacy of that information [13]. The descriptive information in the PIA should include [13]:
i. what information is to be collected;
ii. why the information is being collected;
iii. intended use or uses of the information;
iv. with whom the information will be shared;
v. what opportunities individuals have to decline to provide information or to consent to particular uses of the information, and how individuals can give consent;
vi. how the information will be secured (e.g. security controls to be implemented); and
vii. whether a system of records is being created under the Privacy Act.
The final item in this list is an important consideration for system owners, because if the system in question is a system of records, then the agency will need to prepare and publish a system of records notice (SORN) to make the public aware of the existence of the system and the data it will collect, use, or disseminate [49].
Based on the information to be collected and maintained in the system, the PIA should also analyze the threats to the privacy of personally identifiable information, and the potential impact to individuals should that privacy be breached. In addition to describing the specific data collection and handling approach the system will use, the PIA should address the benefits and potential weaknesses of that approach, identify any alternative approaches considered for the system, and provide an explanation of why the adopted approach was chosen [13]. The PIA should also describe security controls or other mechanisms that will be used to mitigate the risk to privacy associated with the system, based on the threats and potential vulnerabilities identified. OMB’s guidance to agencies notes that approaches for handling PII in a system may vary depending on the system’s stage of development and on the phase of the information life cycle (e.g. information handling practices during collection may differ from those during processing or destruction) [13]. Agencies are advised to approach PIA development as a collaborative effort combining program or system knowledge with expertise in information technology, security, privacy, and records management [13].
The process of assessing information systems for potential privacy implications is not complicated, but it needs to be thorough. System owners—working with information owners, information system security officers, privacy officers and others with relevant knowledge and expertise about the sensitivity of the data to be maintained in the system and its intended use—need to identify all PII in the system, determine who will have access to that PII, and understand (and document) whether that PII is used as the basis for retrieving records [13]. Agencies have detailed guidance available on identifying PII and evaluating its sensitivity in Special Publication 800-122, Guide to Protecting the Confidentiality of Personally Identifiable Information [36], which was released in April 2010. The requirements for system owners are that this information be documented, reviewed, and made publicly available. Agencies are delegated the responsibility of determining (and instructing their system owners) what additional security controls or risk mitigating actions should be taken to address the findings in the PIA.
Documenting and Publishing PIA Results
PIAs have intended audiences both inside and outside the agency that performs them. Once completed, PIA documentation should be reviewed and approved by an appropriate agency official, such as the agency CIO, senior agency official for privacy, or other designated official separate from personnel procuring or developing the system and those who conducted the PIA [13].
PIAs (including statements explaining why no PIA is required for relevant systems) are typically included as appendices or attachments to system security plans prepared and submitted to authorizing officials during the system certification and accreditation process. While agencies were once instructed to submit PIA documents to OMB in addition to making them publicly available [13], this process has been superseded by current guidance that instead requires agencies to make PIAs available online on agency websites, and report only the URL where links to the PIAs can be found [10]. The final step in the PIA process is to publish the PIA on the agency website (see the list of major agency URLs earlier in this chapter). Agencies are permitted to redact portions of their PIAs or not to publish a given PIA document at all, if doing so would present security risks or result in classified or sensitive information being revealed [13]. System owners should be mindful of the fact that a PIA describes the personally identifiable information associated with an information system, but should not include any PII in the assessment documentation [13].
System of Records Notices
Agencies must prepare and publish a system of records notice (SORN) for any information system that meets the Privacy Act definition of a system of record: “a group of any records under the control of any agency from which information is retrieved by the name of the individual or by some identifying number, symbol, or other identifying particular assigned to the individual [35].” The Privacy Act also stipulates the minimum content to be included in a SORN [49]:
• Name and location of the system;
• Categories of individuals on whom records are maintained in the system;
• Categories or types of records maintained in the system;
• Routine uses of the records contained in the system, including the categories of users and the purpose for use;
• Agency policies and practices regarding storage, retrievability, access controls, retention, and disposal of the records;
• Contact information for the agency official who is responsible for the system of records;
• Agency procedures whereby an individual can be notified upon request if the system of records contains a record pertaining to the individual;
• Agency procedures whereby an individual can gain access to any record pertaining to the individual contained in the system of records, and can contest its content; and
• Categories of sources of records in the system.
Once prepared, agencies satisfy the publication requirement by publishing SORNs in the Federal Register. When changes to systems occur that cause system owners to update or revise privacy impact assessments, agencies should evaluate current system of record notices to ensure they accurately reflect the system, and revise and re-publish SORNs if necessary [13].
Updates to Privacy Impact Assessments for Third-Party Sources
As government systems have become more integrated with non-government data sources and applications, the potential has grown for agencies to gain access to personally identifiable information from third parties. OMB issued updated guidance to agencies in June 2010 with new requirements for agencies to conduct and make publicly available an “adapted PIA” when the use of a third-party website or other data source makes personally identifiable information available [17]. Adapted PIA content is similar to that of ordinary PIAs, and includes [59]:
i. the specific purpose of the agency’s use of the third-party website or application;
ii. any PII that is likely to become available to the agency through public use of the third-party website or application;
iii. the agency’s intended or expected use of PII;
iv. with whom the agency will share PII;
v. whether and how the agency will maintain PII, and for how long;
vi. how the agency will secure PII that it uses or maintains;
vii. what other privacy risks exist and how the agency will mitigate those risks; and
viii. whether the agency’s activities will create or modify a system of records under the Privacy Act.
Adapted PIAs for third-party websites and applications differ from typical PIAs in that their scope is defined by the external source of PII, not by the agency system that accesses it. This means that the use of third-party sources of PII is covered in a separate PIA, rather than being addressed within the scope of a system-specific PIA [60].
Privacy Impact Assessments within the Risk Management Framework
Conducting a privacy impact assessment (and where appropriate, publishing the results) is the only explicit privacy activity performed during the process of certifying and accrediting a system to obtain authorization to operate [53]. The sensitivity of information maintained in federal information systems is one among many factors influencing the security categorization of those systems and the corresponding security controls selected [61], meaning initial PIAs should be performed during step 1 of the RMF, so its results can inform both system categorization and security control selection activities (see Figure 16.3) [53].
Figure 16.3 The Identification of PII for a System and the Information in Subsequent Privacy Impact Assessment Documentation are Important Influences on the System Security Categorization and the Security Control Selection Activities Described in the Risk Management Framework [53]
Protecting Personally Identifiable Information (PII)
As explained throughout this chapter, federal privacy requirements applicable to government agencies and their information systems are intended to protect personally identifiable information held by the agencies about individual members of the public. Current rules and guidance in effect for federal government agencies about safeguarding personally identifiable information reflect a three-part approach, in which agencies are directed to reduce the amount of PII they maintain [1], to implement additional or more effective security controls to protect the PII they have [62], and to establish and adhere to formal breach notification policies for incidents involving PII [30,1]. System owners need to be aware of requirements related to protecting privacy in order to select appropriate security controls for their information systems before they are authorized to operate, and to follow appropriate operational procedures for their systems after they are authorized and in production.
While the E-Government Act emphasized the need for agencies to assess their use of systems of records and ensure the public is notified about those systems, the government’s attention shifted to protective measures to prevent identity theft [63]. Beginning in 2007, OMB began requiring agencies to periodically review the personally identifiable information they held and reduce PII holdings to the minimum necessary to perform whatever function the information is intended to support [64]. Agencies are already obligated under the Privacy Act to maintain “only such information about an individual as is relevant and necessary to accomplish a purpose of the agency required to be accomplished by statute or by Executive order” [65]. The purpose of implementing regular reviews is to confirm that agencies are not holding on to more PII than necessary, and therefore not accepting more risk than can be justified by actual business needs. Stemming from a key recommendation of the President’s Identity Theft Task Force [66], agencies are also instructed to reduce their use of social security numbers in agency information systems, both by identifying current uses that may be unnecessary and by seeking alternative personal identifiers [67]. These requirements should be considered by system owners as a factor constraining system design and, in particular, the set of personally identifiable data elements to be included in the system. Where agencies identify the use of social security numbers in an information system—whether during the privacy impact assessment process or other periodic review or evaluation—using alternative personal identifiers should be considered as a means of reducing the privacy risk exposed by the system [67].
Privacy protections in federal information systems can often be increased by adding or enhancing security controls, particularly controls intended to safeguard confidentiality, and Special Publication 800-122 offers examples of specific controls and the ways they can be used to protect PII [36]. Usage of these controls in privacy-enhancing ways is recommended for system owners responsible for information systems that handle PII, but the decision of which specific controls or control enhancements to implement is made by system owners and other agency officials involved in system authorization. Other security measures specified for the protection of sensitive information are mandatory. For instance, in the wake of the widely-reported theft of a laptop containing personal information on millions of US veterans, OMB directed all agencies to implement a set security measures (or verify they had already been implemented) including data encryption on laptop computers and other mobile devices; two-factor authentication for remote access to agency information systems containing sensitive data; automated time-out for remote access to require re-authentication after periods of inactivity; logging extracts of sensitive data from agency systems; and making sure authorized users with access to PII are aware of their responsibilities for safeguarding that information [62]. In this instance, agencies were given explicit guidance for determining what protections of mobile or remotely accessed information are needed, and for specific security controls and control assessment procedures to ensure the effective implementation of protective measures [62].
Notification Requirements for Breaches of Personally Identifiable Information
Although FISMA included a provision requiring agencies to report security incidents to designated federal authorities [29], subsequent guidance to agencies issued by OMB clarified expectations and procedures for reporting security incidents involving personally identifiable information. Specifically, in the event of a suspected or confirmed incident involving PII, agencies are required to notify US-CERT within one hour [30], and depending on the nature of the breach, may be required to provide external notification as well [1], as shown in Figure 16.4. These reporting requirements escalate the relative importance of a breach of PII to a level commensurate with US-CERT’s Category 1—the highest level category, ordinarily associated with unauthorized access to federal agency networks, systems, or data [31].
Figure 16.4 Agencies Experiencing Suspected or Confirmed Security Breaches Are Required to Notify US-CERT, and Depending on the Nature of the Breach and the Information Exposed, Also May Need to Report the Incident to Other Authorities, Breach Victims, or the Public [1]
When an agency suffers a breach of personally identifiable information, there are several factors that help determine whether external notification is required. Under current rules applicable to PII breaches in general, the key consideration is whether the breach is likely to cause harm [1]. For example, in situations where data disclosed in a breach is encrypted or in another form rendering it unreadable or unusable, external notification may not be warranted. The harm-based exemption from external breach notification requirements is incorporated in some federal rules governing specific types of data, such as the rule covering notification for breaches of unsecured protected health information [68], promulgated under the authority of the Health Information Technology for Economic and Clinical Health Act [69]. Determining the risk of harm due to a breach of PII is a subjective process, but guidance to agencies provided by OMB lists five factors that should be taken into consideration when making such a determination [70]:
1. Nature of the data elements breached.
2. Number of individuals affected.
3. Likelihood the information is accessible and usable.
4. Likelihood the breach may lead to harm.
5. Ability of the agency to mitigate the risk of harm.
Where external notification is deemed necessary, agencies are advised to provide notification “without unreasonable delay,” which generally allows delays needed to support law enforcement efforts, to protect national security incidents, or to give the agency time to correct vulnerabilities that may have enabled the breach to occur [71]. While public disclosure of the occurrence of the breach may be provided through the media, online, direct communication, or other channels, written notification is expected for individuals whose PII was disclosed due to a breach. The content of such notifications includes [72]:
• a brief description of what happened, including the date(s) of the breach and of its discovery;
• a description of the types of personal information involved in the breach;
• a statement whether the information was encrypted or protected by other means;
• what steps individuals should take to protect themselves from potential harm, if any;
• what the agency is doing, if anything, to investigate the breach, to mitigate losses, and to protect against any further breaches; and
• who affected individuals should contact at the agency for more information, including a toll-free telephone number, e-mail address, and postal address.
Tracking agency compliance with these requirements remains a priority for OMB, as current FISMA reporting requirements for privacy information emphasize updates and progress reports on mandatory actions to safeguard personally identifiable information [22].
Other Legal and Regulatory Sources of Privacy Requirements
Protecting privacy within FISMA-mandated agency information security activities emphasizes identifying personally identifiable information stored in information systems and implementing security controls appropriate to safeguard that information. The set of privacy requirements applicable to federal agencies is much broader than the context of FISMA compliance, so chief information officers and other senior agency officials responsible for privacy must focus their attention beyond privacy impact assessments. Table 16.3 summarizes major legislation that includes privacy requirements applicable to federal agencies.
Table 16.3 Key Privacy Legislation Applicable to US Federal Agencies
Legislation | What it Covers | Who it Applies To |
Privacy Act of 1974 [5] | Records on individuals | All federal agencies |
Family Educational Rights and Privacy Act of 1974 (FERPA) [73] | Student records | Educational institutions and agencies handling student records |
Electronic Communications Privacy Act of 1986 (ECPA) [74] | Wired and wireless telephone and network communications | All federal agencies and most non-government entities |
Health Insurance Portability and Accountability Act of 1996 (HIPAA) [75] | Protected health information (personal information in health records) | Health care providers, plans, and clearinghouses and their business associates |
Children’s Online Privacy Protection Act of 1998 (COPPA) [76] | Personal information about individuals younger than 13 | All federal agencies and non-federal entities |
Financial Services Modernization Act of 1999 (Graham-Leach-Bliley or GLBA) [77] | Non-public personal information about consumers | All financial institutions, including government agencies conducting relevant activities |
E-Government Act of 2002 [26] | Personally identifiable information on individuals | All federal agencies and contractors operating systems on their behalf |
Health Information Technology for Economic and Clinical Health Act of 2009 (HITECH) [78] | Protected health information | Extends HIPAA coverage to business associates and non-HIPAA-covered entities offering personal health records |
Code of Federal Regulations, Title 42, Part 2 (42 CFR Part 2) | Information in medical records relating to alcohol or substance abuse treatment | All federal agencies and non-federal entities |
US Code, Title 38, §5701, §5726, and §7332 | Information on claims and medical records on veterans and members of the armed forces | All federal agencies and non-federal entities |
Privacy Requirements Potentially Applicable to Agencies
The privacy provisions in the Privacy Act of 1974 and the E-Government Act of 2002 apply generally to all executive agencies and any type of personally identifiable information held by those agencies on members of the public. There are numerous other legal privacy protections that apply to specific types of information or that cover specific categories of individuals. System owners in federal agencies at a minimum should be aware of the rules that apply to their data, systems, and operations. This section summarizes the key privacy provisions in domain-specific federal legislation. System owners and agency officials should give particularly attention to the applicability of the laws and regulations described in this section when evaluating the nature and types of information used in their information systems.
Family Educational Rights and Privacy Act of 1974
The Family Educational Rights and Privacy Act (FERPA) affords privacy protections to information contained in student educational records. Generally, it limits the ability of educational institutions or other holders of student records to disclose the contents of those records without the permission of either the student to whom the record pertains, or of the parent of the student if the student is a minor [73]. While the law was primarily intended to give explicit privacy rights to students and their parents with respect to the way schools handle the information in student records, the privacy provisions in the law are relevant for any organization seeking access to student records (such as a human resources officer trying to validate the educational credentials of a job applicant), and also may constrain the redisclosure of student records after they are legally obtained from the institution that maintains them [79].
Health Information Portability and Accountability Act of 1996
The legislative requirements for privacy and security contained in HIPAA were implemented as federal regulations known as the HIPAA Privacy Rule and the HIPAA Security Rule, which took effect in 2003 and 2005, respectively. HIPAA’s privacy and security requirements apply to protected health information, which is any information transmitted or maintained electronically or in any other medium “created or received by a health care provider, health plan, public health authority, employer, life insurer, school or university, or health care clearinghouse” about the current, former, or future health of an individual, health care provided to an individual, or payment for health care provided to an individual [80]. The Office for Civil Rights within the Department of Health and Human services, which is responsible for enforcing HIPAA compliance, provides a consolidated set of information on provisions of the HIPAA legislation, as an alternative to consulting the Code of Federal Regulations directly [80]. This administrative simplification defines key terms relevant to HIPAA—such as “covered entities” and “business associates” to which the regulations apply—and provides a comprehensive listing of all the statutory provisions associated with the law. HIPAA rules apply to government and non-government organizations that are involved in providing, paying for, and administering health care. The privacy requirements in HIPAA, as codified in federal regulations at 45 CFR §164 Subpart E, prohibit the use or disclosure of personal health information by covered entities without explicit authorization from the individuals to whom the information pertains, except for specifically enumerated permitted uses. The primary permitted uses for health information without consent are treatment, payment, and health care operations, unless the health care operation in question is marketing, for which explicit authorization (consent) is required [81]. The same regulations also address specific uses of personal information which are permitted as long as the individual is given an opportunity in advance to opt out and a list of uses and disclosures permitted without the need for consent, mostly related to public health, public safety, and legal and administrative proceedings [82]. System owners working with protected health information need to take HIPAA privacy and security requirements into account, both when conducting privacy impact assessments and when selecting security controls to implement.
Health Information Technology for Economic and Clinical Health Act of 2009
Enacted as Title XIII of the American Recovery and Reinvestment Act of 2009 [83], the HITECH Act strengthened many of the regulations implemented due to HIPAA, including changes to enforcement guidelines and increases in the civil and criminal penalties that may be imposed on entities found to be in violation of HIPAA security and privacy rules [84]. HITECH also mandated new privacy practices for federal agencies that collect, store, or disseminate protected health information, including rules requiring notification and public disclosure of breaches of protected health information that went into effect in September 2009 [68].
Code of Federal Regulations, Title 42, Part 2
There is a portion of the federal regulations on health care that generally prohibit any disclosure, without patient consent, of information in medical records relating to diagnosis of or treatment for substance abuse. When patient consent is sought, any consent granted applies only to disclosure to the specific individual or organization making the request for disclosure. Any subsequent intent to re-disclose or use medical record data by the same entity for a different purpose requires a separate consent [85]. These rules apply not only to health care providers who administer such treatment, but also to any information about substance abuse treatment that might be contained in employee records, so agencies should be aware of these privacy rules when considering security controls for any systems that might use this type of information.
Financial Services Modernization Act of 1999
More commonly known as the Graham-Leach-Bliley Act (GLBA), the Financial Services Modernization Act of 1999 included provisions intended to protect “nonpublic personal information” held by financial institutions about their customers [86]. GLBA requires institutions to provide notices to their customers regarding their privacy policies and practices for disclosing personal information to third parties and for protecting their customers’ personal information, and to give customers an opportunity to opt out of such disclosures [87]. While the primary focus of the law was commercial financial institutions, its provisions apply to any organization engaged in “activities that are financial in nature,” defined to include a broad range of services including lending or investing money, providing insurance, providing financial advisory services, issuing or underwriting securities, and engaging in other banking activities [88]. Under this broad definition, many government agencies are subject to GLBA, and need to implement appropriate privacy policy notification procedures and safeguards to protect the confidentiality of information in customer records against unauthorized access or other threats to those records [86].
Electronic Communications Privacy Act of 1986
Government and non-government organizations alike are subject to restrictions on intercepting or recording telephone communications with other parties; the Electronic Communications Privacy Act (ECPA) extended such restrictions to cover electronic data transmissions, and the law puts strict constraints on the ability of government agencies to access the contents of electronic communications [74]. Under ECPA, federal agencies who provide electronic communications services to the public must safeguard the privacy of the contents of any communications, both while in transit and while stored by the agency, and must not disclose the contents of such communications without the consent of the sender (subject to several exceptions, such as when the disclosure is previously authorized, directed to the recipient, incidental to the provision of the service, or for law enforcement purposes) [89]. Collectively, the provisions in ECPA are largely intended to protect individuals from unlawful or unreasonable intrusions on their privacy by the government, but the applicability of the law to specific technologies that were not in pervasive use at the time it was enacted—such as email, text messaging, cellular telephones, and global positioning systems—makes it particularly challenging for agencies to follow the letter and spirit of the law [90]. Program managers, system owners, and others responsible for ensuring compliance with privacy regulations should be aware not only of the statutory provisions stemming from ECPA, but also of the evolving legal standards and policy changes related to collecting, storing, and disclosing information in electronic communications.
Children’s Online Privacy Protection Act of 1998
Federal agencies and commercial organizations alike are required under the terms of the Children’s Online Privacy Protection Act (COPPA) to adhere to specific rules when collecting personal information from individuals under age 13. Organizations that collect such information must include details about data collection and handling practices for information about children in their privacy policies, and must obtain parental consent in advance for any collection, use, or disclosure of personal information about children [76].
US Code, Title 38 §5701, §5726, and §7332
Several sections of the US Code of Federal Regulations provide privacy protections for certain types of personal information concerning current or former members of the armed forces. Any information related to a claim for benefits (such as disability) by active service members, veterans, or dependents is confidential, and can be disclosed only in specific situations or under explicit conditions [91]. While HIPAA includes privacy and security provisions for individually identifiable health information about individuals in general, and medical records related to substance abuse are afforded special protection under 42 CFR Part 2, there are additional privacy regulations protecting the confidentiality of certain medical records on US veterans. These regulations apply to medical records containing diagnosis and treatment information about substance abuse, human immunodeficiency virus, or sickle cell anemia [92]. Breaches of sensitive personal information about current members of the armed forces or about veterans is also subject to special notification requirements, as any such breach determined to be significant must be reported to the appropriate oversight committees in both the Senate and the House of Representatives [93]. These requirements apply primarily to the Department of Veterans Affairs and the Department of Defense, but are specific to the status of the individual, so can be relevant for any agency in possession of records about current or former service members.
Warning
Achieving and maintaining compliance with the array of federal information privacy requirements can be a daunting task for any organization, but federal requirements are not the only consideration. Many states have enacted privacy legislation or regulations with requirements that may exceed or even conflict with federal rules. The US Constitution does not declare an explicit right to privacy, but 10 states have included such rights in their own constitutions [94], and the objective of upholding individual privacy rights sometimes leads states to put additional constraints on personal data collection, use, and disclosure beyond what federal laws provide. Similarly, with respect to notifications for breaches of personally identifiable information, 46 states have enacted legislation [95] with provisions about notifications required when such security breaches occur.
Relevant Source Material
The primary source for agency requirements regarding privacy is the Office of Management and Budget, which has issued detailed guidance to agencies on implementing and complying with legislative and regulatory privacy requirements, and on adopting additional practices and security controls to more effectively safeguard personally identifiable information. Some NIST Special Publications also provide guidance on protecting PII and taking privacy requirements into account when categorizing information systems and selecting appropriate security controls. The most applicable sources of information include:
• OMB Memorandum M-00-13, Privacy Policies and Data Collection on Federal Web Sites [20].
• OMB Memorandum M-03-22, OMB Guidance for Implementing the Privacy Provisions of the E-Government Act of 2002 [13].
• OMB Memorandum M-06-16, Protection of Sensitive Agency Information [62].
• OMB Memorandum M-06-19, Reporting Incidents Involving Personally Identifiable Information and Incorporating the Cost for Security in Agency Information Technology Investments [30].
• OMB Memorandum M-07-16, Safeguarding Against and Responding to the Breach of Personally Identifiable Information [1].
• OMB Memorandum M-10-23, Guidance for Agency Use of Third-Party Websites and Applications [17].
• Special Publication 800-122, Guide to Protecting the Confidentiality of Personally Identifiable Information (PII) [36].
• Special Publication 800-37 Revision 1, Guide for Applying the Risk Management Framework to Federal Information Systems [53].
NIST Special Publications are available from the NIST Computer Security Division website, at http://csrc.nist.gov/publications/PubsSPs.html. OMB Memoranda are available from the OMB website at http://www.whitehouse.gov/omb/memoranda_default.
Summary
Federal government agencies and the information systems they operate are subject to a wide range of legislative, regulatory, and policy-driven privacy requirements, collectively intended to ensure appropriate procedural and technical safeguards are in place to protect personally identifiable information collected and maintained by agencies. Under provisions of the Privacy Act and the E-Government Act, agencies must provide public notice about any planned or implemented systems that collect, use, or disseminate personally identifiable information about members of the public. System owners must perform privacy impact assessments on these systems to evaluate the potential impact due to loss, theft, or unauthorized disclosure of PII, and select and implement appropriate security controls to mitigate the risk of such incidents occurring. As the number of security incidents experienced by agencies has increased and breaches of personal information have been publicized, additional requirements have been added obligating agencies to try to limit the amount of PII they hold, reduce the use of social security numbers and other sensitive personal identifiers, and develop and follow formal notification policies and procedures to report incidents involving PII. While the majority of these privacy requirements are not specified in FISMA or in NIST’s Risk Management Framework, information on privacy practices is included within the scope of agency reporting required under FISMA, with the result that privacy and security are often addressed together. The implementation of system security controls in key areas—particularly those intended to maintain confidentiality such as access control and encryption—have an essential role in safeguarding privacy, so effective information security is a prerequisite to protecting privacy. System owners and other agency stakeholders with information system security responsibilities need to be aware of privacy protection requirements as one of many considerations driving risk management activities such as system security categorization, security control selection, security planning, and continuous monitoring.
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Chapter 17
Federal Initiatives
Information in this chapter:
• Network Security-Related Initiatives
• Government-wide Application Security Initiatives
• Identity and Access Management Initiatives
• Executive Branch Programs, Directives, and Requirements
• Information Resources Management Initiatives
Although FISMA and associated implementation guidance specify a wide array of requirements for federal agencies, the scope of information security management in government organizations extends well beyond FISMA. Federal agencies are subject to a variety of security-related regulations, policy directives, and other sources of requirements driven by government-wide programs, priorities, and initiatives that information system owners, security officers, risk managers, and other agency personnel need to consider when operating their security management programs. This chapter identifies and briefly describes major federal initiatives, programs, and policies that influence or impose requirements on agency information security management practices and summarizes the key implications of these drivers on information security risk management at all levels of government organizations. The material in this chapter emphasizes the relevance of federal initiatives to agency information security management and identifies authoritative sources of requirements and guidance that assist agencies in achieving compliance with applicable mandates and policy directives.
Network Security
Recognizing the common needs of agencies with respect to telecommunications and network services, Congress established government-wide contract programs for the acquisition of such services that require agencies to procure and utilize the services offered by specified telecommunications vendors. Use of these contracts—beginning with the Federal Telecommunications System 2000 (FTS2000) contract awarded in 1988 and continuing with FTS2001 and Networx contracts, the last of which was awarded in 2007—is mandatory for all executive agencies unless they can justify an exemption to the General Services Administration [1], which manages the government-wide telecommunications contracts. All agencies were directed in 2008 to establish plans and initiate the process of transitioning from FTS2001 to Networx for information technology services provided under the contract [2], including Internet Protocol-based network services. The mandatory use of Networx means that all agencies will rely to some extent on commercial telecommunications providers [3] for their network infrastructure and business owners and system owners responsible for securing information systems that use network services need to be aware of the characteristics and set of services their agency’s vendors offer. It also means that system owners are rarely responsible (or authorized) for provisioning their own network infrastructure and services unless their systems outsource relevant infrastructure, such as with systems using conventional third-party hosting or cloud computing services. Most federal agencies manage one or more network environments as general support systems that provide internal or external-facing network connectivity, telecommunications services, and security controls.
The common network infrastructure used by most federal agencies [4] facilitates the development and rollout of network-centric government initiatives intended to augment the security provisions put in place by individual agencies and support cyber security and critical infrastructure protection efforts on a national scale. Telecommunications networks and other IT infrastructure are among the elements the government considers critical infrastructure and therefore subject to federal policy and agency requirements for critical infrastructure identification, prioritization, and protection specified in Homeland Security Presidential Directive 7 [5]. HSPD-7 requires all federal agencies to develop plans for protecting critical infrastructure components and associated resources under their control, including physical facilities and IT assets. Government-wide critical infrastructure protection is coordinated and overseen by the Department of Homeland Security (DHS). This department, working in coordination with OMB from a governance perspective and the National Security Agency for operational and technical expertise, established several key programs and capabilities focused on monitoring and securing network infrastructure across the federal government.
US-CERT
FISMA includes a provision for the operation of a federal information security incident center that collects information about threats, vulnerabilities, and events posing risk to federal agencies and information systems and provides assistance to agencies on detecting and handling security incidents and remediating identified vulnerabilities [6]. Following enactment of the Homeland Security Act, the Federal Computer Incident Response Center, originally created by NIST and managed by the General Services Administration (GSA), moved under the authority of the Department of Homeland Security [7], which reestablished the center as the United States Computer Emergency Response Team (US-CERT). US-CERT is an importance source of threat and vulnerability information for agencies to use in their own incident monitoring and response, risk assessment, and continuous monitoring activities. Agencies are also required to report security incidents to US-CERT within a time interval that corresponds to the severity categorization of each incident, in cases involving unauthorized access to agency information or information systems, including breaches of personally identifiable information, agencies must report the incident within one hour [8].
Comprehensive National Cybersecurity Initiative
Persistent concerns about the relative security of the government’s network infrastructure, and in particular its vulnerability or resilience to cyber attacks, have increased the attention focused on protecting information and telecommunications infrastructure. In Homeland Security Presidential Directive 23 [9], the government proposed a series of measures to improve the defensive posture of government networks as part of a Comprehensive National Cybersecurity Initiative (CNCI). While the full contents of HSPD-23 are classified, publicly released details of the program identify 12 initiatives [10]:
1. Manage the Federal Enterprise Network as a single network enterprise with Trusted Internet Connections.
2. Deploy an intrusion detection system of sensors across the Federal enterprise.
3. Pursue deployment of intrusion prevention systems across the Federal enterprise.
4. Coordinate and redirect research and development (R&D) efforts.
5. Connect current cyber operations centers to enhance situational awareness.
6. Develop and implement a government-wide cyber counterintelligence plan.
7. Increase the security of classified networks.
8. Expand cyber education.
9. Define and develop enduring “leap-ahead” technology, strategies, and programs.
10. Define and develop enduring deterrence strategies and programs.
11. Develop a multi-pronged approach for global supply chain risk management.
12. Define the Federal role for extending cybersecurity into critical infrastructure domains.
While many of these initiatives are focused on government-wide management and operation, individual agencies are expected to contribute to their execution and, in the case of initiatives such as Trusted Internet Connections and intrusion detection and prevention in government networks, the CNCI both drives and constrains some of the network security choices agencies make to protect their own environments and systems.
Trusted Internet Connections
OMB and DHS jointly manage the Trusted Internet Connections (TIC) initiative, an effort announced in 2007 that seeks to consolidate network services across the federal government and reduce the total number of Internet points-of-presence from over 4000 to fewer than 100 [11]. During 2008, federal agencies were obligated to develop and submit plans for reducing external network connections and to complete capability statements that included self-assessments of each agency’s ability to serve as access providers for trusted Internet connections, either for their own internal needs or potentially as service providers to other agencies as well. The General Services Administration also modified the scope of services provided by Networx contract vendors to enable agencies to satisfy TIC requirements by procuring network services through Networx. A limited number of agencies received authorization from OMB to operate their own external network connections, while all other agencies are expected to provision managed trusted IP services (MTIPS) from Networx contractors [12], with a deadline originally set for January 31, 2011 [13]. The TIC initiative not only supports the government’s broad goal of consolidating network and telecommunications services with a common approach, but also facilitates network security monitoring by reducing the physical number of connections to be monitored. Decisions about choosing and establishing external network connections and associated services are typically made at the agency level, so the capabilities provided to agency information systems typically represent shared services and common controls. Depending on the scope of a system and the environment in which it operates, secure network services, including those required under the TIC initiative, may also be relevant for interconnection security agreements.
EINSTEIN
The Department of Homeland Security launched the EINSTEIN program in 2003 to help achieve government objectives to collect, analyze, and share security information, subsequently expanding and enhancing the program to provide intrusion detection and prevention capabilities to protect federal networks. As originally implemented, US-CERT operated EINSTEIN as an automated set of processes for collecting and analyzing computer security information voluntarily provided by federal civilian agencies. In 2008, DHS updated the program to include the implementation of network intrusion detection sensors to monitor federal agency network traffic and report potential malicious activity to US-CERT. The enhanced program, dubbed EINSTEIN 2, is intended to augment individual agency network security controls and monitoring practices and enable more insightful analysis of information flowing into and out of federal government networks [14]. EINSTEIN 2 will leverage agencies’ trusted Internet connections by implementing intrusion detection sensors within the infrastructure provided by Networx MTIPS contractors. Further planned enhancements to the program would add intrusion prevention capabilities to the passive intrusion detection monitoring provided under EINSTEIN 2. Specifically, the next-generation EINSTEIN 3 program will leverage commercial security technology and analytical capabilities developed by the National Security Agency to perform deeper inspection of network traffic and to enable active response to detected malicious activity, including blocking network traffic determined to pose a threat to government agencies, systems, or infrastructure [15]. Initial EINSTEIN 3 pilot exercises suggest that the deployment model for the program, like that for EINSTEIN 2, will involve implementing new technical components within the network infrastructure of commercial telecommunications service providers. This approach may optimize the efficiency of information gathering and analysis performed by the NSA, US-CERT, and other program participants, but would also effectively remove individual agencies and their system owners and risk managers from meaningful interaction with the program.
Cloud Computing
Legislation and federal policy aimed at improving the efficiency and effectiveness of government IT management practices have long encouraged agencies to consider using private sector organizations to develop and operate information systems and perform IT-related services in support of mission functions and business processes. Agency decisions about application hosting, information system development, and the provision of shared government services often focus on cost and performance criteria, comparing the capabilities of government agencies with private sector organizations to determine whether systems and IT services should be outsourced to third-party organizations [16]. In recent years discussions about IT outsourcing shifted to include the use of cloud computing, a service-based IT delivery model in which organizations deploy their applications or use infrastructure and services offered by external providers, paying only for the capacity and services they use. Cloud computing promises substantial potential benefits for public sector and commercial organizations, including more efficient capacity utilization, reduction in IT capital expenditures, flexibility to scale capacity and usage up or down as demand changes, and more rapid deployment of applications and services than in traditional internal agency deployments. Cloud computing is similar in many respects to conventional application hosting, but is distinguished from other types of hosting by characteristics including on-demand service provision, ubiquitous network access, resource pooling, elastic capabilities and services, and measured usage and associated billing and payment models [17]. Many private sector organizations have been quick to embrace cloud computing. Federal government agencies seek many of the same benefits in terms of cost-efficiency, flexibility, and speed that led OMB to issue a “cloud first” policy for new IT deployments [18], but the new service delivery model also raises issues about information security, data stewardship, privacy, governance, and change management. Several government-wide initiatives have been established to address these concerns and help agencies realize the benefits of cloud computing, with key guidance to agencies issued by OMB, NIST, and GSA to help agencies understand the new IT service paradigm and properly evaluate its use to support agency operations.
Given the FISMA security requirements that apply to any operating environment used for federal information systems and NIST’s statutory authority for developing information security standards and guidelines for agency use, NIST took on the task of producing the common government definition of cloud computing [19]. This definition identifies three service models—infrastructure as a service, platform as a service, and software as a service—and distinguishes among different potential deployment models for cloud services, including public, private, community, and hybrid models. Private and community cloud models use infrastructure and capabilities dedicated to a specific agency or group of agencies, while public and hybrid clouds offer infrastructure and capabilities open to multiple organizations, potentially including government and non-government users. Regardless of the type of organization that owns or manages a cloud environment, for a federal government agency to use cloud computing the cloud environment must satisfy relevant security standards and requirements. In private cloud deployments the agency using cloud services is often in a position to exert a strong influence over the way the environment is operated—including the selection and implementation of security controls—just as it would in a conventional data center or managed hosting environment. In contrast, agencies considering public cloud environments typically have less control over the specific security controls and configuration the environment provides, so agencies considering public cloud deployments must evaluate the security and privacy protections offered by public cloud providers against the agency’s own requirements [20].
While many agencies conduct their own evaluations of cloud computing alternatives and deploy private cloud solutions, at a government-wide level the General Services Administration coordinates efforts among federal agencies to identify and evaluate third-party providers of cloud computing services, consistent with the approach the government uses for procuring network and telecommunications services. These efforts include working with commercial vendors to approve cloud-provisioned services and make them available through government-wide acquisition contracts, awarding contracts to cloud computing service providers, and overseeing agency-specific and government-wide programs to evaluate cloud service providers, including assessing their security and privacy capabilities. As federal agencies learn more about cloud computing and its benefits and risks, additional issues beyond security emerge that agencies and their business owners, information system owners, and risk managers need to consider. NIST describes and provides initial recommendations relating to many of these issues in Special Publication 800-146, Cloud Computing Synopsis and Recommendations [21], which addresses performance, reliability, economic factors, and compliance in addition to information security.
FedRAMP
Recognizing the value of cloud computing to the federal government and the need to appropriately address agency and government-wide concerns about security, interoperability, portability, reliability, and resiliency, in late 2011 OMB issued new federal policy directing agencies to use the requirements, security assessment procedures, and cloud service authorization packages developed under the Federal Risk and Authorization Management Program (FedRAMP) [22]. FedRAMP is a multi-agency collaborative effort managed by GSA that provides a standard process for assessing cloud service providers against FISMA requirements and the security control framework specified in Special Publication 800-53. Using this process, cloud service providers seeking to do business with government agencies hire approved third-party assessment organizations to conduct independent reviews of their security and to produce system security plans, security assessment reports, and other Risk Management Framework documentation that can be used by the FedRAMP Joint Authorization Board [23] to decide whether to authorize the cloud service providers for use by government agencies. This approach essentially establishes pre-authorized cloud computing providers so that individual agencies can avoid incurring the time and resource costs ordinarily required to perform an agency-specific assessment. Even where agencies have specific requirements that may not be fully addressed by FedRAMP authorization packages, the use of RMF artifacts and Special Publication 800-53 controls should help agencies align FedRAMP authorization documentation to their own internal requirements and identify gaps that cloud service providers need to address.
FedRAMP represents something of a departure from standard federal acquisition practices, as cloud service providers will apply directly to the FedRAMP program when seeking authorization, potentially allowing them to first complete authorization and then compete for government agency contracts for cloud services. In contrast, when GSA awarded the first federal cloud computing contracts in 2010 (to 11 companies to provide infrastructure as a service offered through Apps.gov), all of the service providers receiving prime contracts still needed to demonstrate FISMA compliance and achieve authorization to operate [24]. Under current federal policy, agencies must include FedRAMP authorization requirements in acquisition contract language used to procure cloud computing services [22], so cloud service providers that have already achieved authorization should have a significant competitive advantage in the federal market.
When using cloud computing services, agencies and information system owners will need to adapt their information security management practices to incorporate security control assessment information produced under the FedRAMP third-party authorization process, in a manner analogous to their current use of common control providers. Agencies also need to include the operational and security monitoring capabilities of their cloud service providers in their information security continuous monitoring strategies and ensure that cloud computing environments comply with agency and system-specific business continuity and disaster recovery requirements specified in continuity plans.
Application Security
Under current federal information resources management policy, agencies are required to acquire commercially available software unless they can demonstrate the cost effectiveness of custom development or other alternatives [25]. Before implementing commercial information technology products, tools, or components in federal information systems, system owners must identify and evaluate the security implications, including potential vulnerabilities associated with acquired applications and the security capabilities provided or security requirements associated with the technology that must be addressed with security controls. Independent testing and security evaluation of commercially available software can facilitate information technology acquisition by offering agencies certifications or other evidence of different products’ relative security and compliance with applicable standards. Federal security standards and acquisition policies mandate product certification for some types of technology, and individual agencies may require security certifications for commercial products as a prerequisite to their implementation in government operating environments. In cases where security testing or certification is available, but not required, system owners may be able to use product certification as a criterion in selection procedures for information technology. Different standards and initiatives address security capabilities and secure configuration for applications, application components, operating systems, and software product categories.
Tested Security Technologies
Various security testing programs exist to evaluate hardware and software products in the marketplace, including evaluations performed by non-government testing and certification providers. NIST manages a National Voluntary Laboratory Accreditation Program (NVLAP) that accredits third-party organizations to conduct specific types of evaluations in support of federal rules requiring the use of standard or certified products, processes, or facilities. The NVLAP program covers organizations that provide testing on a broad range of products, industry domains, and technologies, including information security testing programs for software and other computer-related products, cryptographic modules used to provide encryption, and health information technology software applications and modules [26]. Vendors offering information technology products subject to certification can in some cases work directly with accredited testing organizations to have their products evaluated and certified. NIST develops and maintains security-related standards and specifications for vendors to incorporate in their technology products and also oversees product certification using standards and processes developed by other government agencies or standards organizations.
Federal Information Processing Standards
NIST issues Federal Information Processing Standards (FIPS) publications to specify mandatory requirements for federal information systems. Notable FIPS publications relevant to application security include those addressing encryption and cryptography, including: [27]
• FIPS 140-2, Security Requirements for Cryptographic Modules
• FIPS 197, Advanced Encryption Standard
• FIPS 186-3, Digital Signature Standard
• FIPS 180-4, Secure Hash Standard
System owners developing or acquiring information technology for use in agency information systems need to ensure that the products or technical components implemented by their systems comply with applicable standards. Vendors whose products have received certification often market that fact, but NIST also maintains publicly available inventories of validated technologies under its Cryptologic Module Validation Program (CMVP) [28], so system owners and security officers have an authoritative source of information to confirm whether the products or technologies they use comply with federal security standards.
Common Criteria
The Common Criteria for Information Technology Security Evaluation is an international standard used to evaluate, assert, and certify the relative security assurance levels of hardware and software products [29]. Although developed outside the federal government, the Department of Defense adopted Common Criteria beginning in 1999 as a replacement for its own Trusted Computer System Evaluation Criteria (TCSEC). At roughly the same time, NIST and the NSA established the National Information Assurance Partnership (NIAP) to evaluate IT products for conformance to Common Criteria. Under the Common Criteria Evaluation and Validation Scheme for IT Security (CCEVS), NIAP approves third-party organizations to perform Common Criteria certification testing, provides oversight of these independent testing organizations, and manages collaborative research and development activities to specify protection profiles for various types of technologies and security functions [30]. Once certified, products evaluated against Common Criteria standards are listed on a publicly available website, providing the assurance level achieved, date of certification, and full security report details for each product [31]. System owners, security officers, IT managers, acquisition officials, and other agency personnel involved in the selection of information technology use certification information to confirm that the products they implement satisfy applicable security requirements, standards, and policies.
Secure Configuration Checklists
Secure configuration of information systems and supporting hardware and software is an essential element of effective implementation of security controls. System owners and security officers are responsible for properly implementing the controls they select for their systems, and for validating secure configuration in initial and ongoing security control assessments and continuous monitoring activities. For many types of system components and computer operating systems, NIST or other government organizations have produced standard security configuration checklists that provide instructions for configuring products and technologies for secure operation in agency environments. With respect to desktop operating systems, OMB issued guidance in 2007 requiring all federal agencies to adopt NIST-developed secure configurations when deploying Windows operating systems [32]. These requirements, formalized as the NIST Federal Desktop Core Configuration (FDCC) and revised and updated as the United States Government Configuration Baseline (USGCB), apply to government agency use of operating systems, Web browsers, and other computer workstation features. NIST applies a similar approach to many other types of products and technologies through the National Checklist Repository, a publicly available set of secure configuration guidelines managed as part of the National Vulnerability Database [33]. In its guidance to agencies on using secure configuration checklists, NIST directs system owners to prioritize NIST-developed checklists if they exist, and to next look to security technical implementation guides from the Defense Information Systems Agency (DISA) or checklists from NSA or other agencies [34]. For many products, NIST directs system owners to secure configuration information produced by the product vendors or other trusted third parties, providing information through the checklist repository about the source of each checklist and sponsoring agency, if any. Wherever possible NIST represents secure configuration checklists as technical specifications defined using the Security Content Automation Protocol (SCAP), to facilitate scanning and configuration validation of IT products using automated tools. Information system owners should identify security checklists for the products or system components they deploy to ensure that their systems are implemented with secure configuration settings. To the extent that applicable secure configuration checklists are available, system owners can also align their security control assessment and continuous monitoring strategies to leverage checklist specifications.
Identity and Access Management
Agencies and their system owners typically need to address a large number of security controls and information system considerations related to access control, including identification and authentication, user authorization, and system and communications protection [35]. Many of these functions, services, and controls are addressed collectively through federal programs and initiatives for identity and access management, so system owners need to be aware of these initiatives and the obligations some of them impose on agency decisions about the use of identity and access management capabilities, controls, and technologies. Federal identity and access management activities across the government are coordinated under the authority of the Federal Chief Information Officers Council, with consolidated information available online through the IDManagement.gov Website. From a national perspective, the release by the Obama administration of the National Strategy for Trusted Identities in Cyberspace (NSTIC) [36] focused greater attention on identity and access management capabilities necessary to realize the vision of an “identity ecosystem” providing secure and interoperable online access to services. This strategy and associated initiatives call for large-scale collaboration among private sector and public sector organizations to improve the privacy, security, and convenience of online transactions. By enhancing public confidence in the security and privacy of online services, government agencies (and commercial organizations) could offer more services online, potentially reducing the cost of service delivery while also increasing access to and quality of those services. As of early 2012, the identity ecosystem envisioned in the NSTIC was still in the conceptual phase, but many ongoing federal agency-level and government-wide identity and access management initiatives could have key roles if the vision is realized.
Identity, Credential, and Access Management (ICAM)
The federal government’s Identity, Credential, and Access Management (ICAM) program began in 2008, when the CIO Council chartered a subcommittee to develop government-wide policies, define an ICAM segment architecture [37], and provide implementation guidance to agencies on the processes, technologies, and other considerations necessary to create and manage digital identities and associated credentials. The ICAM program addresses the distinct but interrelated areas of identity management, credential management, and access management, driven by federal regulations and standards for electronic authentication, personal identity verification, public key infrastructure, and user and entity authorization to access government information and information systems. The ICAM transition plan specifies a series of government-wide and agency-specific implementation initiatives, listed in Table 17.1, necessary to achieve the key goals of the program. The ICAM goals include achieving compliance with applicable laws and regulations, streamlining access to electronic government services, improving online security across the government, enabling trust and interoperability, and reducing costs and increasing efficiency associated with identity, credential, and access management functions [38].
Table 17.1 Federal ICAM Transition Roadmap Initiatives and Implications for Agencies [39]
The long-term strategy for federal identity, credential, and access management, consistent with the policy articulated in HSPD-12, is for all government agencies to use standard forms of identification and credentials issued to all federal employees and contractors, and to leverage those standards to enable consistent and interoperable physical and logical access control capabilities for all federal facilities and information systems [40]. Agencies implementing identity, credential, and access management to satisfy their own information system and business process requirements also need to incorporate government-wide standards to ensure that agency-specific technologies and solutions conform to requirements and specifications needed to implement interoperable federated identity management.
Personal Identity Verification
Prompted by concerns over the risk to federal government facilities due to variation in the types of identification used by different agencies, the administration mandated a government-wide standard for forms of government identification in Homeland Security Presidential Directive 12. Forms of identification satisfying the security and reliability objectives in HSPD-12 must be issued only after verifying an individual’s identity, resist fraud, tampering, counterfeiting, and exploitation, support electronic authentication, and be issued only by providers whose credentialing systems have been formally certified and accredited [41]. The standard HSPD-12 calls for is defined in FIPS 201, Personal Identity Verification (PIV) of Federal Employees and Contractors, which provides technical specifications for identity credentials issued by government agencies and interoperability specifications intended to ensure that federal credentials, when issued, can be consistently and reliably used by agencies to control physical and logical access [42]. The standard addresses the physical, technical, and functional characteristics of the actual credentials issued by agencies to their employees and contractors and specifies requirements for the processes of identity proofing individuals, issuing, registering, and maintaining PIV credentials, and authenticating holders of PIV credentials for physical access to facilities and logical access to information resources.
More than 5.1 million credentials have been issued to federal employees and contractors as a result of HSPD-12 and FIPS 201, representing the vast majority of personnel covered under federal policy [43]. Federal agencies are required to use PIV credentials for authenticated access to both physical facilities and logical information resources such as networks and information systems. The initial focus in most agencies was updating physical access control systems to support PIV credentials, although OMB reported in 2011 a steady upward trend in agency logical access control, with almost two-thirds of government users’ access to agency information systems requiring PIV-based authentication (although some agencies reported little or no capabilities implemented to support PIV credentials for logical access) [44]. In early 2011 OMB issued direction to agencies mandating that all newly developed information systems be enabled for PIV credential-based access and requiring agencies to upgrade their physical and logical access controls to support PIV credentials before using IT funding for other development, modernization, or enhancement activities [40]. Agencies are also obligated to accept and be able to electronically verify credentials issued by other agencies—an interoperability requirement long envisioned under HSPD-12 but realized by few federal agencies, even among bureaus or operating divisions of the same department. For agencies and their system owners, these collective requirements directly impact the technical design and security control selection and implementation decisions made for individual information systems, and also position agency user identification and authentication functions as processes that should be implemented as common controls provided to all agency information systems.
Electronic Authentication
One benefit to agencies from implementing identification and authentication mechanisms that satisfy HSPD-12 requirements is the support that PIV credentials provide for electronic authentication. Under guidance from OMB issued to agencies in 2003, electronic authentication (or e-authentication) to all Web-based, externally facing federal information resources occurs at one of four levels of assurance, where the designated assurance level corresponds to the confidence the agency requires that a user credential presented for identification is valid [45]. The scope of e-authentication guidance and subsequent technical guidelines on implementing electronic authentication mechanisms only addresses individual user authentication to government information systems, so it represents a subset of identity, credential, and access management functions and associated security controls for identification and authentication and access control. E-authentication guidance for federal information systems does require system owners to conduct a specific type of risk assessment—distinct from broader information system, mission and business process, or organizational risk assessments described in Chapter 13—to determine the appropriate e-authentication assurance level for each system. The overall e-authentication assurance process prescribed for federal information systems involves five steps [45]:
1. Conduct a risk assessment of the system.
2. Map identified risks to the required assurance level.
3. Select technology based on e-authentication technical guidance.
4. After implementation, validate that the implemented system has achieved the required assurance level.
5. Periodically reassess the information system to determine technology refresh requirements.
The e-authentication risk assessment process follows an approach similar to the initial steps of the Risk Management Framework, and if conducted concurrent with RMF activities the e-authentication risk assessment can leverage some of the key outputs of RMF tasks, particularly security categorization and common control identification. System owners conducting stand-alone risk assessments can use the e-RA tool (shown in Figure 17.1) and associated guidance for agencies available from the ICAM program [46]. The e-authentication risk assessment addresses risk due only to authorization errors, considering the relative impact to the agency from “inconvenience, distress, or damage to standing or reputation; financial loss or agency liability; harm to agency programs or public interests; unauthorized release of sensitive information; personal safety; and civil or criminal violations” [45]. System owners compare the level of impact for each category to the maximum impact allowed at each assurance level to determine the appropriate overall e-authentication assurance level. Once assigned, the assurance level corresponds to minimum technical identity proofing and authentication requirements that must be implemented for the system, described in detail in Special Publication 800-63. Each assurance level is associated with protocols for validating user identity and implementing authentication tokens and processes. A summary of the four e-authentication levels and associated technical requirements appears in Table 17.2.
Figure 17.1 The Stand-alone e-RA Risk and Requirements Assessment Tool Provides Step-by-Step Data Entry Forms to Support System Owners in Gathering and Evaluating the Information Necessary to Determine the Appropriate E-Authentication Assurance Level
Table 17.2 E-Authentication Assurance Levels and Associated Technical Requirements [47]
For federal information systems accessed by non-government personnel, including employees of commercial organizations or members of the public, higher e-authentication assurance levels can have a significant impact on the way users interact with the government. This is especially true at assurance Level 4, which requires in-person identity proofing and therefore precludes fully online interactions. With respect to government employees and contractors, PIV credentials issued in conformance with HSPD-12 satisfy all e-authentication assurance levels, as credential applicants must appear at least once in person before the issuing agency [48] and the storage of X.509 certificate-based keys on PIV credentials satisfies the hard token and multi-factor authentication requirements [49]. Agencies typically deploy technologies suitable for supporting higher e-authentication assurance requirements at an organizational level rather than for individual information systems, particularly when the tokens and authentication methods used involve significant key management or other functions associated with public key infrastructures.
Federal PKI
The use of public key infrastructure (PKI) in the federal government is coordinated by the Federal PKI Policy Authority—an interagency group established by the CIO Council—and managed by the General Services Administration as the designated Federal PKI Management Authority. Under the governance of these authorities, the Federal Public Key Infrastructure (FPKI) specifies policies, processes, and standards for public key cryptography in the government, offers PKI services to agencies, and maintains a Federal Bridge Certification Authority (FBCA) that cross-certifies individual agency PKIs to ensure their interoperability with each other and with federal PKI policies and standards. Federal agencies generally are not required to use PKI, but if they choose to do so, they must follow policies and guidance issued by the Federal PKI Policy Authority [50]. Agencies wanting to implement PKI have the option of standing up their own infrastructures (and getting them cross-certified with the FBCA), joining PKI systems already deployed in other agencies, or leveraging third-party services provided by government or commercial entities certified by the Federal PKI Management Authority. The technical requirements for setting up and managing a public key infrastructure go beyond the scope of this book, but with respect to the generic certificate issuance process shown in Figure 17.2, agencies may choose to perform or to outsource each of the key functions associated with issuing credentials suitable for use with PKI. Because PIV credentials issued to employees and contractors include digital certificates that conform to Federal PKI common policy [51], the primary focus for agencies and system owners seeking to leverage PKI authentication capabilities is implementing or configuring PKI-enabled authentication technologies for their systems. System owners also need to be aware of their agencies’ plans to comply with government-wide requirements to enable their information systems to control access using PIV credentials.
Figure 17.2 Agencies Implementing PKI Typically Perform the Function of the Registration Authority When Issuing PKI-Enabled Credentials to Employees and Contractors, They May Also Serve As the Certificate Authority or Leverage Third Party Services—Including Those Offered By GSA and the Federal PKI Management Authority—to Generate the Digital Certificates Bound to Approved User Identities
Other Federal Security Management Requirements
Most federal information security management requirements, including the provisions in FISMA, give agencies substantial flexibility to achieve compliance using whatever practices and technologies they choose. With the exception of Federal Information Processing Standards, which are mandatory for all agencies, it is up to each agency (and in some cases each system owner) to adopt security procedures and tailor security controls to their own requirements and risk tolerance levels. NIST is responsible for developing standards and guidelines associated with the requirements in the law but does not have the authority to set new requirements. When new threats or risks emerge that demand government-wide response, OMB issues official guidance, direction, and requirements, typically through formal memoranda. In 2010, OMB clarified agency responsibilities in the sphere of federal information security management, delegating to the Department of Homeland Security primary responsibility for “operational aspects of Federal agency cybersecurity with respect to the Federal information systems that fall within FISMA” [52]. While OMB continues to provide budgetary oversight and to deliver annual progress reports to Congress on FISMA compliance, DHS oversees agency implementation of security requirements, information security programs, and operational performance in such areas as incident response and the provision of adequate, cost-effective security measures. With existing responsibility for running US-CERT, DHS is well-positioned to identify and assess new threats or incidents encountered by federal agencies. In recent years, OMB has specified new requirements for federal agency reporting and oversight processes, revised the security metrics, report content, and frequency of agency information submissions for FISMA reporting, and mandated new technical and procedural requirements to provide more effective protection of personally identifiable information [53].
Personally Identifiable Information Protection
Changes in federal security policy and requirements sometimes occur due to the occurrence of specific threat events with significant impact to one or more federal agencies. Federal regulations for safeguarding personally identifiable information (PII) maintained by agencies date back at least to the Privacy Act of 1974, but current requirements reflect policy changes partly in response to specific security incidents. The well-publicized theft in 2006 of a government laptop computer from the home of an employee of the Department of Veterans Affairs led to a mandatory requirement that agencies encrypt data on all mobile devices, including computers as well as removable devices such as flash drives [54]. One week after that incident occurred, President Bush issued an executive order [55] intended to strengthen government protections against identity theft and creating an identity theft task force that developed a set of recommendations released the following year. Some of those recommendations became mandatory requirements for agencies, including the need to implement data breach notification policies and procedures and elevating all incidents involving breaches of PII to category 1 on US-CERT’s scale of federal agency incident categories, requiring agencies to report such incidents within one hour of discovery [56]. In each of these cases OMB specified deadlines by which agencies had to implement the mandatory requirements—45 days for mobile device data encryption and 120 days for implementing breach notification policies. The relative unpredictability of new requirements and short timeframe for agency compliance make it imperative for agencies to stay abreast of changes in federal security policy and to operate their information security programs in a way that affords sufficient agility to respond to new requirements in a timely manner.
OMB Memoranda
Guidance from OMB bears close scrutiny by agencies for reasons beyond staying aware of policy changes or new management, operational, or technical requirements. In many cases the provisions stated in OMB memoranda are the authoritative source of policy direction and requirements for agencies, even if they are not formally codified or published as official rules. For instance, the change in information system authorization policy allowing agencies to forego system reauthorization every three years—as stipulated in OMB Circular A-130—if they implement continuous monitoring programs appeared not as stand-alone guidance but as a response in the frequently asked questions section of OMB’s 2011 FISMA reporting instructions [57]. Agencies cannot rely on NIST guidance or federal rulemaking processes to address all policies and requirements applicable to information security management, so system owners, security officers, and risk management personnel should routinely review and analyze memoranda and other information and guidance from OMB and DHS as well as reports on security incidents, networks and information system operating environments, and information resources management.
Information Resources Management
Federal agencies are subject to a variety of information resources management policies, regulations, and guidance that influence information security management practices. Many information management requirements stem from policies articulated in OMB Circular A-130, guidance that reflects provisions in multiple pieces of federal legislation, including the Paperwork Reduction Act, the Information Technology Management Reform Act, the Privacy Act, the Chief Financial Officers Act, the Federal Property and Administrative Services Act, the Budget and Accounting Act, the Government Performance and Results Act, and the Government Paperwork Elimination Act as well as precursor legislation to FISMA [25]. In addition to the explicit information security requirements in Appendix III, Circular A-130 establishes policy and prescriptive guidance for information management, information collection, records management, information dissemination, information systems and technology management, capital planning and investment control, enterprise architecture, technology acquisition, and information system security. Agencies must integrate information security into all other information resources management processes, giving security officers and risk managers an essential role in budgeting, IT investment management, enterprise architecture, and the system development life cycle. In many government agencies, management responsibility for each of these areas—including information security—falls under the authority of the Chief Information Officer, but having a peer relationship and common reporting structure in the organization chart is not sufficient to ensure the level of cooperation necessary to successfully incorporate security in all relevant information resources management functions. System owners and security officers often emphasize technical management activities associated with system development and operation, but also need to establish and maintain communication across functional domains that have roles and responsibilities in ensuring effective information resources management. NIST information security risk management guidance to agencies emphasizes a similar need for effective communication among stakeholders within and between different levels of the organization [58].
Federal Enterprise Architecture
Although NIST guidance on risk management refers to enterprise architecture (EA) in the context of mission and business process perspectives on risk [59], enterprise architecture is a core information resources management program in most federal agencies, driven in part by provisions in the Clinger-Cohen Act and subsequent guidance that require each agency to develop and maintain an enterprise architecture [60]. Concurrent with the establishment of many individual agency EA programs, the CIO Council developed a Federal Enterprise Architecture Framework, released in 1999, that provided the foundation for the Federal Enterprise Architecture (FEA) program, managed within the OMB Office of E-Government and Information Technology. The FEA is defined in a series of reference models that use a common vocabulary and serve as a government-wide definition of mission and business functions, performance measurement categories, service components, types of technologies, and data used and exchanged by agencies [61]. Agencies use the FEA reference models to show the alignment of their IT investments to mission areas, common business functions, or enterprise services. The use of a common taxonomy for all agencies allows government-wide analysis of IT investments and information resources allocated for different purposes. The FEA includes many elements related to information security and risk management, providing investment owners the ability to align some security-related activities to correlated business processes, performance measures, data exchanges, services, and technologies specified in agency enterprise architectures. Recognizing a gap between organization-level activities on which EA often focuses and system-level security and privacy, the CIO Council sponsored the development of a Security and Privacy Profile to link the FEA reference models and NIST security standards and guidance and to help identify organizational security and privacy requirements. The most recent version of the Security and Privacy Profile, published in 2010, reflects the NIST Risk Management Framework and the multi-tier perspective on managing risk presented in Special Publication 800-39 to apply the RMF process to agency enterprise, segment, and solution architectures, as illustrated in Figure 17.3. Agencies can use this voluntary guidance to facilitate the integration of security architecture and enterprise architecture and to support the development of mission and business process and organizational perspectives on information security risk management.
Figure 17.3 Using the Security and Privacy Profile, Federal Agencies Apply Risk Management Framework Security Controls and Processes to the Appropriate Enterprise Architecture Elements at Organization-Wide, Segment, and Solution or System Levels [62]
Open Government
The trend towards greater transparency and more open government, formalized as government-wide policy in 2009 obligating agencies to increase the amount and quality of information published online, [63] can alter expectations for the use and dissemination of information in federal information systems. Open government policy makes clear that favoring openness and public information dissemination should not abrogate security or privacy concerns that limit information disclosure to protect confidentiality or for other valid reasons. The expectation that agencies will make more information available online—even non-sensitive information—opens government programs and activities to greater public scrutiny, giving agency personnel addition incentive to ensure that their actions reflect effective practices and legal and regulatory compliance and the information documenting their activities is accurate. To date little of the information published by agencies in association with open government initiative is related to information security, and key security performance metrics included in annual reports to Congress on FISMA emphasize aggregate agency results rather than providing individual agency program details. Many agencies make their annual FISMA compliance assessments, inspector general findings, and other audit reports to OMB publicly available, but there is no central dashboard or other publicly available location for reviewing agency information security management information. Agency inspectors general assess their agencies’ information security programs in 127 attributes across eleven performance areas specified by OMB: risk management, configuration management, incident response and reporting, security training, plans of actions and milestones, remote access management, identity and access management, continuous monitoring management, contingency planning, contractor systems, and security capital planning [64]. The use of consistent program assessment metrics facilitates cross-agency comparisons and government-wide aggregation of security performance information by OMB and, where inspector general reports are made public, enables similar analysis by anyone interested in examining federal agency information security program performance.
Relevant Source Material
In contrast to FISMA implementation standards and guidance produced by NIST, there is no single primary source of information for government-wide programs and initiatives related to information security management. As noted throughout this chapter, many government agencies and cross-agency governance bodies are involved in establishing and overseeing federal initiatives, including the Office of Management and Budget, the General Services Administration, the Department of Homeland Security, and the Chief Information Officers Council. Background information, policies, directives, and technical information regarding government-wide and agency expectations for federal initiatives are largely available online. The most applicable sources of information include:
• OMB Memoranda: http://www.whitehouse.gov/omb/memoranda_default
• NIST Special Publications: http://csrc.nist.gov/publications/PubsSPs.html
• Federal Information Processing Standards: http://csrc.nist.gov/publications/PubsFIPS.html
• Federal CIO Council: http://www.cio.gov/
• Federal ICAM, PKI, and Personal Identity Verification: http://idmanagement.gov/
• GSA Areas of Interest: http://www.gsa.gov/portal/category/21023
• Homeland Security Presidential Directives: http://www.fas.org/irp/offdocs/nspd/
Summary
Although FISMA drives many aspects of information security management in government organizations, agency personnel with risk management and information security responsibilities are influenced by a wide array of government initiatives beyond FISMA with significant security management implications. Agencies continue to have broad authority to determine their own security requirements and structure information security programs and practices in whatever manner they find most effective, but policy directives, technical standards, and other government-wide obligations may constrain agency and system owner decisions and courses of action. Common services or security technologies available to agencies may provide opportunities for agencies to make cost-effective improvements to security operations, provision new or enhanced capabilities, or achieve interoperability with other government organizations. This chapter identified and briefly described a variety of federal initiatives relevant to agency security management, explaining key expectations for agencies and system owners and noting points of intersection or overlap between federal initiatives and agency practices under the Risk Management Framework.
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Acronyms and Abbreviations
ADP | Automatic Data Processing |
AO | Authorizing Official |
APT | Advanced Persistent Threat |
ATO | Authority (or Approval or Authorization) to Operate |
BCP | Business Continuity Plan |
BIA | Business Impact Analysis |
BRM | Business Reference Model |
C&A | Certification and Accreditation |
CAESARS | Continuous Asset Evaluation, Situational Awareness, and Risk Scoring |
CAP | Certified Authorization Professional |
CC | Common Criteria |
CCA | Clinger-Cohen Act |
CCEVS | Common Criteria Evaluation and Validation Scheme |
CDC | Centers for Disease Control and Prevention |
CERT | Computer Emergency Response Team |
CFO | Chief Financial Officer |
CFR | Code of Federal Regulations |
CIA | Confidentiality, Integrity, Availability |
CIO | Chief Information Officer |
CISA | Certified Information Systems Auditor |
CISO | Chief Information Security Officer |
CISSP | Certified Information Systems Security Professional |
CM | Configuration Management |
CMS | Centers for Medicare and Medicaid Services |
CMVP | Cryptologic Module Validation Program |
CNCI | Comprehensive National Cybersecurity Initiative |
CNSS | Committee on National Security Systems |
CNSSI | Committee on National Security Systems Instruction |
CONOPS | Concept of Operations |
COOP | Continuity of Operations |
COPPA | Children’s Online Privacy Protection Act |
COSO | Committee of Sponsoring Organizations of the Treadway Commission |
COTS | Commercial Off-the-Shelf |
CP | Contingency Plan |
CPIC | Capital Planning and Investment Control |
CSAM | Cyber Security Assessment and Management |
CSIRT | Computer Security Incident Response Team |
CUI | Controlled Unclassified Information |
CVE | Common Vulnerabilities and Exposures |
DIACAP | DoD Information Assurance Certification and Accreditation Process |
DIARMF | DoD Information Assurance Risk Management Framework |
DISA | Defense Information Systems Agency |
DITSCAP | DoD Information Technology Security Certification and Accreditation Process |
DHS | Department of Homeland Security |
DoD | Department of Defense |
DoDI | Department of Defense Instruction |
DoDM | Department of Defense Manual |
DoDAF | Department of Defense Architecture Framework |
DR | Disaster Recovery |
DRM | Data Reference Model |
EA | Enterprise Architecture |
ECPA | Electronic Communications Privacy Act |
EDP | Electronic Data Processing |
EO | Executive Order |
EOP | Executive Office of the President |
e-RA | Electronic Risk Assessment |
ERM | Enterprise Risk Management |
EVM | Earned Value Management |
FAIR | Factor Analysis of Information Risk |
FBCA | Federal Bridge Certification Authority |
FCD | Federal Continuity Directive |
FDIC | Federal Deposit Insurance Corporation |
FDCC | Federal Desktop Core Configuration |
FEA | Federal Enterprise Architecture |
FEAF | Federal Enterprise Architecture Framework |
FedCIRC | Federal Computer Incident Response Capability |
FedRAMP | Federal Risk and Authorization Management Program |
FERPA | Family Educational Rights and Privacy Act |
FIPS | Federal Information Processing Standards |
FISMA | Federal Information Security Management Act |
FPKI | Federal Public Key Infrastructure |
FTS | Federal Telecommunications System |
FURPS | Functionality, Usability, Reliability, Performance, Supportability |
GAO | Government Accountability Office |
GISRA | Government Information Security Reform Act |
GLBA | Graham-Leach-Bliley Act |
GPEA | Government Paperwork Elimination Act |
GPRA | Government Performance and Results Act |
GSA | General Services Administration |
GSS | General Support System |
HHS | Department of Health and Human Services |
HIPAA | Health Insurance Portability and Accountability Act |
HITECH | Health Information Technology for Economic and Clinical Health Act |
HSPD | Homeland Security Presidential Directive |
HUD | Department of Housing and Urban Development |
IA | Information Assurance |
IaaS | Infrastructure as a Service |
IATAC | Information Assurance Technology Analysis Center |
IATF | Information Assurance Technical Framework |
IAVA | Information Assurance Vulnerability Alert |
IC | Intelligence Community |
ICAM | Identity, Credential, and Access Management |
IDS | Intrusion Detection System |
IEC | International Electrotechnical Commission |
IEEE | Institute of Electrical and Electronics Engineers |
INFOSEC | Information Security |
IP | Internet Protocol |
IPsec | Internet Protocol Security |
IPS | Intrusion Prevention System |
IPv6 | Internet Protocol Version 6 |
IR | Incident Response |
IRM | Information Resources Management |
ISCM | Information Security Continuous Monitoring |
ISCP | Information Security Contingency Plan |
ISA | Interconnection Security Agreement |
ISACA | Information Systems Audit and Control Association |
ISMS | Information Security Management System |
ISO | International Organization for Standardization |
ISSO | Information System Security Officer |
IT | Information Technology |
MEF | Mission Essential Function |
MOU | Memorandum of Understanding |
MTIPS | Managed Trusted Internet Protocol Services |
NARA | National Archives and Records Administration |
NASA | National Aeronautics and Space Administration |
NBS | National Bureau of Standards |
NIACAP | National Information Assurance Certification and Accreditation Process |
NIAP | National Information Assurance Partnership |
NIST | National Institute of Standards and Technology |
NSA | National Security Agency |
NSD | National Security Directive |
NSPD | National Security Presidential Directive |
NSS | National Security System |
NSTIC | National Strategy for Trusted Identities in Cyberspace |
NSTISSC | National Security Telecommunications and Information Systems Security Committee |
NVD | National Vulnerability Database |
NVLAP | National Voluntary Laboratory Accreditation Program |
OCR | Office for Civil Rights |
OCTAVE | Operationally Critical Threat, Asset, and Vulnerability Evaluation |
ODNI | Office of the Director of National Intelligence |
OECD | Organisation for Economic Cooperation and Development |
OMB | Office of Management and Budget |
PaaS | Platform as a Service |
PHI | Protected Health Information |
PIA | Privacy Impact Assessment |
PII | Personally Identifiable Information |
PIV | Personal Identity Verification |
PKI | Public Key Infrastructure |
PMBOK | Project Management Body of Knowledge |
PMEF | Primary Mission Essential Function |
POA&M | Plan of Action and Milestones |
PRA | Paperwork Reduction Act |
PRM | Performance Reference Model |
RA | Risk Assessment |
RFID | Radio Frequency Identification |
ROB | Rules of Behavior |
RMF | Risk Management Framework |
RTM | Requirements Traceability Matrix |
SaaS | Software as a Service |
SANS | SysAdmin, Audit, Network, Security |
SAISO | Senior Agency Information Security Officer |
SAOP | Senior Agency Official for Privacy |
SAR | Security Assessment Report |
SBU | Sensitive But Unclassified |
SCA | Security Control Assessment |
SCAP | Security Content Automation Protocol |
SDLC | System Development Life Cycle |
SIEM | Security Information and Event Management |
SISO | Senior Information Security Officer |
SORN | System of Records Notice |
SP | Special Publication |
SPP | Security and Privacy Profile |
SRM | Service Component Reference Model |
SSAA | System Security Authorization Agreement |
SSL | Secure Sockets Layer |
SSP | System Security Plan |
STIG | Security Technical Implementation Guide |
TCSEC | Trusted Computer System Evaluation Criteria |
TIC | Trusted Internet Connections |
TLS | Transport Layer Security |
TRM | Technical Reference Model |
UII | Unique Investment Identifier |
UPI | Unique Project Identifier |
URL | Uniform Resource Locator |
USC | United States Code |
US-CERT | United States Computer Emergency Response Team |
USGCB | United States Government Configuration Baseline |
VA | Department of Veterans Affairs |
VPN | Virtual Private Network |
WBS | Work Breakdown Structure |
WiMAX | Worldwide Interoperability for Microwave Access |
XML | Extensible Markup Language |
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